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Exact calculations are performed on the two-dimensional strongly interacting unpolarized uniform Fermi gas with a zero-range attractive interaction. Two auxiliary-field approaches are employed which accelerate the sampling of imaginary-time paths using BCS trial wave functions and a force bias technique. Their combination enables calculations on large enough lattices to reliably compute ground-state properties in the thermodynamic limit. An equation of state is obtained with a parametrization provided, which can serve as a benchmark and allow accurate comparisons with experiments. The pressure, contact parameter, and condensate fraction are determined systematically vs \( k_F a \). The momentum distribution, pairing correlation, and the structure of the pair wave function are computed. The use of force bias to accelerate the Metropolis sampling of auxiliary fields in determinantal approaches is discussed.
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Exact results on fundamental models are uncommon, especially for strongly interacting fermion systems. In the rare cases where they exist (for example, in one-dimensional models by the Bethe ansatz or the density-matrix renormalization group [1,2]), they have invariably played an integral role in bringing about physical insights, advancing our understanding, and serving as benchmarks for the development of new theoretical and computational approaches.

The Fermi gas with a zero-range attractive interaction is a model for strongly interacting fermions which has generated a great deal of research activity [3,4]. The model is of interest in both condensed-matter and nuclear physics. As a model it is rather unique in that, thanks to advances in experimental techniques using ultracold atoms, it can be realized in a laboratory with great precision and control [4,5].

In three dimensions (3D) the interplay among experiment, theory, and computation has led to rapid advances [6–9]. An example is seen in the evolution [10] of the determination of the so-called Bertsch parameter at unitarity. Quantitative comparisons have allowed validation of our understanding and provided an impetus for developments of both experimental and theoretical techniques. The remarkable level of agreement achieved recently between calculation [8] and experiment [7] demonstrates the tremendous progress towards precise understanding and control of strongly correlated quantum matter.

The two-dimensional (2D) Fermi gas has attracted considerable recent interest [11–19], especially with its experimental realization using highly anisotropic trapping potentials [20]. In 2D a bound state always exists, and the BCS–BEC crossover offers rich possibilities between the interplay of interparticle spacing (density) and the interaction strength where effects beyond the mean-field description will be more pronounced than in 3D. Interest in this model is further enhanced by the 2D nature of many of the most interesting and complex materials, including high-\( T_c \) cuprate superconductors and topological superconductors [21].

In this paper, we obtain exact numerical results on the ground state of the strongly interacting 2D spin-balanced uniform Fermi gas. To date the most accurate numerical results on the 2D system have mainly come from diffusion Monte Carlo (DMC) simulations [18]. These calculations, however, involve the fixed-node approximation [22,23] and contain systematic errors which are difficult to estimate; furthermore, some of the correlation functions that are central to the physics of these systems are not readily available from DMC. Here, we employ two auxiliary-field quantum Monte Carlo (AFQMC) approaches: one based on the branching random walk method used in the 3D study in Ref. [8] and the other in the Metropolis path-integral framework which dramatically improves its efficiency. Their combination allows us to calculate the thermodynamics and pairing properties exactly in the entire range of interaction strengths.

Our calculations are performed on periodic lattices. We use supercells of up to 3000 sites, containing about 120 particles with a projection length in imaginary time of \( \beta > 50 \) (in units of \( 1/E_F \)). For each lattice and Hamiltonian parameter, the calculation is numerically unbiased with only statistical uncertainties which are fully controlled. Systematic extrapolations are then carried out to reach the thermodynamic limit (TL).

As the interaction in cold atoms is short ranged compared to the interparticle spacing, the uniform 2D Fermi gas can be modeled by a lattice Hamiltonian,

\[
\hat{H} = \sum_{\mathbf{k},\sigma} \varepsilon_{\mathbf{k}} c_{\mathbf{k}\sigma}^\dagger c_{\mathbf{k}\sigma} + U \sum_i n_i \overline{n}_i,
\]

with \( N_s = L^2 \) sites and \( t = \hbar^2/(2m\Delta^2) \), where \( \Delta \) is the lattice parameter. Only the low-energy behavior of \( \varepsilon_{\mathbf{k}} \) will be relevant, and we have used both the Hubbard dispersion \( \varepsilon_{\mathbf{k}}^H = 4 - 2(\cos k_x + \cos k_y) \) and the quadratic dispersion \( \varepsilon_{\mathbf{k}}^\parallel = k_x^2 + k_y^2 \). In this form, the momentum \( k_x \) (or \( k_y \)) is defined on the lattice with units \( 2\pi/L \) and \( k_s \in [-\pi,\pi) \). The on-site interaction is attractive and is given by [24]

\[
\frac{U}{t} = -\frac{4\pi}{\ln(k_F a) - \ln(C\sqrt{n})},
\]

which is tuned for each lattice density \( n \equiv N/N_s \) and Fermi momentum \( k_F = \sqrt{2}\pi n/\Delta \) to produce the desired \( 2D \) scattering length \( a \), defined as the position of the node of the zero-energy \( s \)-wave solution of the two-body problem. The constant \( C \) in Eq. (2) depends on the dispersion relations: \( C^H = 0.49758 \) and \( C^\parallel = 0.80261 \).

We employ two AFQMC methods to study this model: the branching random walk approach and an accelerated
Metropolis approach with a force bias. In the first [8], we project the ground-state wave function by importance-sampled random walks in Slater determinant space [25,26]. A BCS wave function, taken from the solution of the gap equation for the same discretized Hamiltonian, is chosen as the trial wave function, and the mixed estimator [8,27] is used to calculate the ground-state energy. The BCS trial wave function shortens the convergence time in the imaginary-time projection and greatly reduces the Monte Carlo statistical fluctuations as illustrated in the 3D case [8].

Our second approach is based on the ground-state path-integral form of AFQMC but introduces several advances, including accelerated sampling (described in more detail in Appendix A) by a dynamic force bias [27], which enables global moves of fields on a time slice with an acceptance ratio of over 90%, and control of the Monte Carlo variance [28]. Its main advantage over the the open-ended branching random-walk approach is the ease with which any observables can be computed, and we use it to compute the momentum distribution and correlation functions. (Since there is no sign problem here, no constraint is needed, which is the primary motivation for using the open-ended branching random-walk form.) With this approach, our calculations typically have $\beta \sim 320$ or larger (in units of $t^{-1}$), discretized with over 12 800 time slices.

These technical advances result in orders of magnitude improvement in sampling efficiency, which makes it possible to achieve the high numerical accuracy presented in this paper. In both approaches, the computational cost scales as $\sim N_w N_s^2 \beta$. The linear scaling with $N_s$ is important as it enables calculations on large lattice sizes. To approach the TL, we first extrapolate calculations to the continuum limit by taking $N_s \to \infty$ while holding $N$ fixed. The number of particles $N$ is then increased until convergence is reached within our statistical accuracy as illustrated next.

Figure 1 displays the calculated equation of state (EOS) in units of the Fermi-gas energy $E_{FG} = \pi n_x k_F a$ as a function of the interacting strength $x \equiv \ln(k_F a)$. A table of the AFQMC data can be found in Appendix C. The top panel illustrates the convergence to the TL where AFQMC energies are shown for fixed $N$. At each $x$, the energy has been extrapolated to the continuum limit using a fourth-order polynomial in $1/L$. In the more strongly interacting cases, we take advantage of the fact that $s_k^q$ and $s_k^l$ produce energies which converge to a common limit from opposite directions and perform both sets of calculations to reduce the uncertainty in the extrapolation. In the opposite regime, energies from the quadratic dispersion relations show little dependence on $L$, and they are used alone. We illustrate the extrapolation procedure in Appendix B. The error bar of each symbol, barely noticeable in the graph, combines the QMC statistical error (negligible) at each $L$ and a conservative estimate of the uncertainty from the extrapolation, which typically involves half a dozen or more data points from each dispersion relation with $L$ ranging from $\sim 15$ to 45 (and larger if necessary).

The results for different values of $N$ show that convergence is reached to within our statistical accuracy by $N \sim 100$ [30]. This is consistent with DMC results [18], which observed no significant change between $N$'s of 26 and 98. The DMC results provide the current best estimate of the EOS and are included in

![FIG. 1. (Color online) Calculated equation of state. The top panel shows the energy, relative to the final AFQMC results, for a finite number of particles $N$. Also shown are the DMC results of Ref. [18], which are variational. Note the small scale of the vertical axis. The bottom panel shows the AFQMC (and DMC) results at the TL, relative to the BCS result. A fit has been performed on the AFQMC results for the EOS. The result is given in Eqs. (4) and (5) and shown as the solid line. The inset in panel (b) compares the calculated pressure from the AFQMC (solid line) and DMC (dashed line, taken from Ref. [29]) with experiment [29] (points) in the crossover region.](image)

Fig. 1. We see that the error from the fixed-node approximation is largest in the crossover region at intermediate values of $x$. The maximum error is about 10% of the “correlation energy,” the difference between the BCS and exact energies.

In addition to serving as a benchmark for theory, the new EOS can provide validation for experiments. Experiments are fast developing; in 3D remarkable precision [7] was reached in the measurement of the Bertsch parameter (with uncertainties only slightly larger than our symbol size in the top panel of Fig. 1). In the inset in the bottom panel, we show a comparison of the calculated pressure with the latest experiment in 2D [29]. In the crossover regime, better agreement with experiment is seen with the new result than with DMC. There may be other factors contributing to the discrepancy between experiment and theory [31,32]. We leave more detailed comparisons of our results and experiment for a future paper.

We parametrize the computed EOS by $E_c \equiv E_{QMC} - E_{BCS}$ [note that $E_{BCS}/E_{FG}$ is related to the two-body binding energy by $1 - \epsilon_B/(2E_{FG})$ and is given by $1 - 8e^{-2\gamma + 1}$ where $\gamma = 0.577 21$ is Euler’s constant],

$$\frac{E_c}{E_{FG}} = \begin{cases} f(x), & x \leq 0.2664, \\ f(x), & 0.2664 < x < 4.3058, \\ f'(x), & x \geq 4.3058. \end{cases}$$

The intermediate region is fitted with a seventh-order polynomial,

$$f(x) = \sum_{i=0}^{7} a_i x^i. \quad (3)$$
In the BCS region, the form is based on perturbative results [33,34],
\[
f'(x) = -\frac{1}{x} + \sum_{i=2}^{4} \frac{a_i}{x^i},
\]
whereas in the BEC regime a dimer form is used
\[
f'(x) = -1 + \frac{0.5}{X} \left[ 1 - \frac{\ln(X)}{X} + \frac{c_1}{X} + \sum_{i=0}^{2} \frac{a_i \ln(X)^i}{X^2} \right],
\]
where \( X = e_0 - 2x \) with \( e_0 = 3.703 \) from the dimer scattering length \( -0.557a \) given by few-body calculations [11] and \( c_1 = \ln(\pi) + 2\gamma + 0.5 \). The parameters in Eqs. (4) and (5) are determined by continuity conditions (value and first two derivatives) from Eq. (3). The parameters and the locations of the transition between different regions are then varied in a small range to further minimize the variance of the overall fit with the QMC data. The final parameters are listed in Table I [35].

The contact [36,37] is important to the physics of dilute gases and can potentially be measured experimentally [38,39]. With the functional form of the EOS, it is straightforward to determine the contact,
\[
C = \frac{1}{k_F^4} \left\{ \frac{d(E/E_{FG})}{dx} \right\}.
\]

The result is shown in Fig. 2. An alternative approach to obtain the contact parameter is from the tail of the momentum distribution [37,40]: \( n(k)k^4 \rightarrow C \) at large \( k \). This provides an internal check on the consistency and accuracy of the calculation. As illustrated in the inset, a clear plateau is present before edge effects start to manifest as \( k \) approaches the cutoff value, giving a \( C \) value in excellent agreement with that from the EOS. [The full momentum distribution \( n(k) \) is shown in Fig. 3 for three representative interaction strengths.] The pressure and the chemical potential can be obtained from simple combinations of the energy and contact:
\[
P/F_{FG} = 2C/k_F^2 + E/E_{FG},
\]
which was applied in the inset in Fig. 1, and \( \mu/F_{FG} = C/k_F^2 + E/E_{FG} \).

We next quantify how the pairing properties evolve as a function of interaction strength. The zero-momentum pairing matrix (of dimension \( N_c \times N_c \)),
\[
M_{\Delta k} = \langle \Delta_k^\dagger \Delta_k^\dagger \rangle - \delta_{kk'} \langle c_{k1}^\dagger c_{k1} \rangle \langle c_{k1'}^\dagger c_{k1'} \rangle
\]
is computed in the many-body ground state where the pair creation operator is \( \Delta_k^\dagger \equiv c_{k1}^\dagger c_{k1} \). We associate [41] the leading eigenstate with the pair wave function in \( k \)-space \( \phi_{\Delta k}(k) \). This is shown in Fig. 3 for three characteristic interaction strengths. The inset shows the corresponding real-space structures \( \psi_{\Delta k}(r) \) obtained from the Fourier transform of \( \phi_{\Delta k}(k) \). In the BEC regime, the momentum distribution is very broad, the pair wave function involves many \( k \) values, and the pairs are tightly bound like a molecule as seen in (a). In the BCS regime in (c), on the other hand, modifications to the noninteracting \( n(k) \) are limited to near the Fermi surface with a small number of \( k \) vectors in its vicinity participating in pairing. The pair wave function is sharply peaked near the Fermi surface and becomes very extended in real space. [A residual finite-size effect can be seen in this case in the second ring of \( \psi_{\Delta k}(r) \), which is affected by the shape of the supercell.] As \( k_Fa \) is increased, the system crosses over from (a) to (c) via the strongly interacting regime represented in (b). Beyond the central peak, the wave function \( \psi_{\Delta k}(r) \) in (b) contains significant radial oscillations with multiple circular nodes.

The condensate fraction is given by the largest eigenvalue of \( M_{\Delta k} \) divided by \( N/2 \). The results are shown in Fig. 4 as a function of interaction. At the mean-field BCS level, \( M_{\Delta k} = \langle \Delta_k^\dagger \Delta_k \rangle \), and there is only one nonzero

<table>
<thead>
<tr>
<th>( i )</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>( a_i' )</td>
<td>-11.8041</td>
<td>14.6755</td>
<td>-4.85508</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( a_i )</td>
<td>-0.81984</td>
<td>0.12733</td>
<td>0.06851</td>
<td>-0.01451</td>
<td>-0.00919</td>
<td>0.00419</td>
<td>-0.00064</td>
<td>3.4312 \times 10^{-5}</td>
</tr>
</tbody>
</table>

---

**FIG. 2.** (Color online) The contact parameter \( C \). The main figure shows the result of \( C \) (relative to the BCS result) obtained from Eq. (6). The statistical uncertainty is smaller than the line thickness. DMC [18] and BCS results are also shown for comparison. The inset shows \( n(k)k^4 \) vs \( k \equiv |k| \) at \( x = 0.5 \). The horizontal lines give the \( C \) values from DMC, AFQMC, and BCS (top to bottom), indicated by the arrows in the main figure. The \( n(k) \) data are from two systems with \( L = 45 \) (circles) and 51 (squares), respectively, and \( N = 58 \). Results are plotted for \( k \) along both the horizontal (solid symbols) and the diagonal (open) directions.
eigenvalue (equal to $\sum_{k} |\langle \Delta_{k} \rangle|^2$). In the many-body ground state, additional depletion of the condensate is present from scattering into zero-momentum pairs distinct from $\phi_{\uparrow\downarrow}(k)$. The BCS condensate fraction and pair wave functions are in reasonable agreement with QMC results down to $\ln(akF) \sim 3$. For stronger interactions, the BCS condensate fraction grows significantly faster. At $\ln(k_F a) \sim -1$, it predicts an essentially 100% condensate as opposed to only 80% from the QMC result. In this regime, Bogoliubov theory of a Bose gas [42] with the dimer scattering length above gives results consistent with the QMC data. The largest deviation between BCS and QMC results occurs in the crossover region near $\ln(akF) \sim 0.5$.

The momentum distributions and pair wave functions also exhibit the largest differences.

We also calculate the real-space on-site pairing correlation function,

$$C(r) = \langle c_{0\uparrow}^{\dagger} c_{0\downarrow}^{\dagger} c_r \downarrow c_r \uparrow \rangle,$$

where the reference point $0$ and all $r$ values related by translational symmetry can be averaged over. The results are shown as a function of $r = |r|$ in the inset in Fig. 4 for three representative values of interaction strength. Long-range order can be seen in all three regimes with $C(r)$ approaching a finite constant at large $r$.

To summarize, we have performed exact calculations on the properties of the strongly interacting 2D Fermi gas at zero temperature by a combination of two AFQMC methods. The equation of state, contact parameter, condensation fraction, and pair wave functions are obtained. Improved agreement is seen with the pressure recently measured in a quasi-2D experiment compared to the best current (approximate) theoretical results. Our results will provide valuable benchmarks for future studies and allow precise comparisons with experiments as the latter rapidly develop in 2D. The analytic forms parametrized from the accurate numerical results will also facilitate future local-density types of calculations [43] in a variety of systems relevant to experiment, including thermodynamics and out-of-equilibrium properties in the presence of a trap. The technical advances in computational techniques, which allowed efficient sampling of larger lattices with long imaginary times and much smaller Monte Carlo variance than previously possible, can be expected to have many applications in cold atom systems and elsewhere.

We thank J. Carlson for useful discussions. This research was supported by the DOE (Grant No. DE-SC0008627), NSF (Grant No. DMR-1409510), and the Simons Foundation. Computing was carried out at the Oak Ridge Leadership Computing Facility at the Oak Ridge National Laboratory, which is supported by the Office of Science of the U.S. Department of Energy under Contract No. DE-AC05-00OR22725 and at the computational facilities at the College of William and Mary.
APPENDIX A: GENERALIZED METROPOLIS WITH FORCE BIAS

In this Appendix, we describe our second approach using the generalized Metropolis procedure to accelerate the sampling of paths in AF space. We introduce a dynamic force bias, analogous to what is employed in the branching random-walk methods in constrained path or phase-free AFQMC [27] in proposing the updates of the field values, which improves the acceptance ratio and hence the MC efficiency.

To facilitate the description of the sampling algorithm we first give a brief sketch of the standard path-integral AFQMC methods in constrained path or phase-free AFQMC [27] in analogous to what is employed in the branching random-walk plling of paths in AF space. We introduce a dynamic force bias.
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In this Appendix, we describe our second approach using auxiliary-field path integral in the denominator of Eq. (A1) then becomes

\[
\mathcal{P}(x) \propto p(x) \prod_{i=1}^{N_f} e^{\gamma x_i (\theta_{i1} + \theta_{i1}^{-1})},
\]

which can be sampled directly. Detailed balance then leads to a Metropolis acceptance probability given by

\[
\mathcal{A}(x \rightarrow x') = \min \left\{ 1, \frac{\mathcal{W}(x')\mathcal{P}(x)}{\mathcal{W}(x)\mathcal{P}(x')} \right\}.
\]

Note that the probability function for proposing transitions does not depend on the current configuration of AF, i.e., \(\mathcal{P}(x \rightarrow x') = \mathcal{P}(x')\). If \(\mathcal{P} = \mathcal{W}\), all updates will be accepted. Because of the force bias, \(\mathcal{P}\) approximates \(\mathcal{W}\) up to \(O(\sqrt{\Delta t})\), leading to a typically high acceptance ratio.

Although we have used the discrete charge HS decomposition, the algorithm generalizes straightforwardly to continuous HS transformations. We comment that the use of the dynamic force bias in Eq. (A6) effectively introduces a background subtraction [27,46] in the decomposition of Eq. (A3). That is, if one were to employ the standard updating algorithms without the force bias, one would find Eq. (A3) much less efficient than a continuous charge decomposition which subtracts a constant background. This discrepancy in efficiency grows more as the system density decreases, which is especially relevant since the systems studied here are at the low-density limit. (See Ref. [46] for an analysis of the efficiency of HS transformations and Ref. [47] for a discussion on how the dynamic force bias automatically introduces an optimal constant background shift.)

Some other features of our algorithm are as follows:

1. Since we always work in the dilute limit, memory is saved by only storing the wave function and calculating the Green’s function on the fly. We divide the path of \(M\) slices into \(\sqrt{M}\) blocks and only track one block each time. The wave function at the beginning of each block is stored. The largest number of wave functions stored in our code is \(\sim 2\sqrt{M}\).

2. The wave function is transformed between real and momentum spaces by fast Fourier transforms so that all the one-body operators during projection are diagonal and Green’s functions in different spaces are easily obtained.

3. When we only need the energy, we separate it into kinetic and potential energies. They are diagonal either in momentum or in real space where we do not need to calculate the whole Green’s function. To improve statistics, we measure the energies anywhere along the path and combine them, including the mixed estimator on both sides.

4. The standard determinantal QMC formalism as sketched above turns out to have a divergence of the Monte Carlo variance. We discuss the variance problem and its solution separately elsewhere [28]. The solution involves the introduction of a bridge link, which we have implemented in the calculations presented here. The force bias and basic sampling algorithm described above remain unchanged.

APPENDIX B: EXTRAPOLATION TO THE CONTINUUM LIMIT

We have described the extrapolation procedure of our lattice results to the continuum limit and the subsequent analysis to
reach the thermodynamic limit. Here we illustrate the finite-size extrapolation in few-body systems.

The extrapolation to the continuum limit for a fixed number of particles must be consistent and independent of the type of kinetic-energy dispersion. For a two-body problem on the lattice, exact diagonalization results can be obtained for large system sizes by mapping to a one-body problem in the center-of-mass system. The results are shown in Fig. 5(a), which fit a fourth-order polynomial function in $1/L$ well. We see from the inset that the coefficient on the linear term is zero within numerical precision.

We also show the finite-size effect in the four-body problem from the QMC in Fig. 5(b) reaching large lattice sizes. The same general behavior is seen as in the two-body problem. We have also studied the finite-size behavior of the BCS solution finding similar trends but with different slopes. In the many-body system, our QMC data are consistent with these observations as well. They are thus fitted with a fourth-order polynomial function with a vanishing $1/L$ coefficient as described in the main text.

**APPENDIX C: EQUATION OF STATE DATA**

We list in Table II the data for the equation of state in Fig. 1. The QMC energy data are calculated by our branching random-walk approach with BCS trial wave functions.

<table>
<thead>
<tr>
<th>$\ln(a_	ext{F})$</th>
<th>$E_{\text{QMC}}/E_{\text{FG}}$</th>
<th>Error bar</th>
</tr>
</thead>
<tbody>
<tr>
<td>$-0.403426$</td>
<td>$-5.512634$</td>
<td>$0.000619$</td>
</tr>
<tr>
<td>$-0.153426$</td>
<td>$-3.629997$</td>
<td>$0.000487$</td>
</tr>
<tr>
<td>$0.096574$</td>
<td>$-1.84889$</td>
<td>$0.000325$</td>
</tr>
<tr>
<td>$0.346574$</td>
<td>$-1.027841$</td>
<td>$0.000453$</td>
</tr>
<tr>
<td>$0.596574$</td>
<td>$-0.487667$</td>
<td>$0.000335$</td>
</tr>
<tr>
<td>$0.846574$</td>
<td>$-0.137058$</td>
<td>$0.000272$</td>
</tr>
<tr>
<td>$1.096574$</td>
<td>$0.096228$</td>
<td>$0.000203$</td>
</tr>
<tr>
<td>$1.346574$</td>
<td>$0.256943$</td>
<td>$0.000167$</td>
</tr>
<tr>
<td>$1.596574$</td>
<td>$0.371799$</td>
<td>$0.000162$</td>
</tr>
<tr>
<td>$1.846574$</td>
<td>$0.456471$</td>
<td>$0.000141$</td>
</tr>
<tr>
<td>$2.096574$</td>
<td>$0.521804$</td>
<td>$0.000173$</td>
</tr>
<tr>
<td>$2.346574$</td>
<td>$0.572904$</td>
<td>$0.000111$</td>
</tr>
<tr>
<td>$2.846574$</td>
<td>$0.647340$</td>
<td>$0.000103$</td>
</tr>
<tr>
<td>$3.346574$</td>
<td>$0.700667$</td>
<td>$0.000067$</td>
</tr>
<tr>
<td>$3.846574$</td>
<td>$0.737144$</td>
<td>$0.000128$</td>
</tr>
<tr>
<td>$4.346574$</td>
<td>$0.767283$</td>
<td>$0.000099$</td>
</tr>
<tr>
<td>$4.846574$</td>
<td>$0.793547$</td>
<td>$0.000068$</td>
</tr>
<tr>
<td>$5.346574$</td>
<td>$0.813073$</td>
<td>$0.000053$</td>
</tr>
<tr>
<td>$6.346574$</td>
<td>$0.842689$</td>
<td>$0.000036$</td>
</tr>
</tbody>
</table>


[30] We have applied finite-size corrections to our QMC results using the difference between the BCS energy for the same $N$ and at the TL. The correction is in general small (largest at large $x$) and vanishes with increasing $N$.
[35] Note that our $a_x^2$ has a different sign from the DMC result in [18] but is consistent with the analytic results of $-0.05908$ in [33,34].