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The beam-spin asymmetry, $\Sigma$, for the reaction $\gamma d \rightarrow np$ has been measured using the CEBAF Large Acceptance Spectrometer (CLAS) at the Thomas Jefferson National Accelerator Facility (JLab) for six photon-energy bins, between 1.1 and 2.3 GeV, and proton angles in the center-of-mass frame, $\theta_{cm}$, between 25° and 160°. These are the first measurements of beam-spin asymmetries at $\theta_{cm} = 90$° for photon-beam energies above 1.6 GeV, and the first measurements for angles other than $\theta_{cm} = 90$°. The angular and energy dependence of $\Sigma$ is expected to aid in the development of QCD-based models to understand the mechanisms of deuteron photodisintegration in the transition region between hadronic and partonic degrees of freedom, where both effective field theories and perturbative QCD cannot make reliable predictions.

**I. INTRODUCTION**

**A. Scaling laws in QCD and experimental data**

The process of deuteron photodisintegration,

$$\gamma + d \rightarrow n + p,$$  \hspace{1cm} (1)

is especially important for the investigation of the role of quarks and gluons in nuclear interactions. This photonuclear reaction is (i) the simplest ($A = 2$) and (ii) well studied experimentally. During the past 25 years a number of experiments have measured its differential cross section over a broad range in energy and angle [1–8]. There are also some data on the recoil proton polarization [9,10] and the single beam-spin asymmetry [11,12].

The most remarkable property of the available cross-sectional data is the energy behavior of this photonuclear process. At photon energies $E_\gamma \geq 1$ GeV and large proton scattering angles, it was found that $d\sigma/dt(s,\theta_{cm}) \sim s^{-11}$, where $s$ and $t$ (and $u$ referred to later in the paper) are the usual Mandelstam variables denoting the square of the center-of-mass energy and the square of the four-momentum transfer to the neutron, while $\theta_{cm}$ is the proton scattering angle in the center-of-mass frame (for more details and results on the scaling behavior of the differential cross section, see Ref. [13]). Such a behavior is predicted by the constituent counting rules (CCR) based on the scaling law for hadron wave functions [14,15]. For an arbitrary exclusive two-body reaction at large $s$ and $t$, CCR predict a power-law falloff of the production cross section at fixed angles:

$$d\sigma/dt \sim h(\theta_{cm})/s^{n-2},$$  \hspace{1cm} (2)

where $n$ is the total number of elementary fields in the initial and final states, while $h(\theta_{cm})$ depends on details of the dynamics of the process.

The quark counting rule was originally obtained based on dimensional analysis under the assumptions that the only scales in the system are momenta and that composite hadrons can be replaced by pointlike constituents with zero angular momentum [14,15]. Later, these counting rules were confirmed within the framework of perturbative QCD (pQCD) up to logarithmic factors by showing that exclusive two-body reactions at large $s$ and $t$ are dominated by quark and gluon subprocesses at short distances [16]. Within this framework, dimensional scaling can be justified only in the high-energy limit, $t \sim s \gg m^2$, where one can neglect the masses, $m$, of the interacting particles. Therefore, one would not expect that the CCR will hold in the few-GeV region. However, an all-order demonstration of the counting rules for hard exclusive processes has been shown to arise from the correspondence between a string theory in anti–de Sitter space and conformal field theories (AdS-CFT) in physical space-time [17–19]. The AdS-CFT correspondence [20] leads to an analytical, semiclassical model for strongly coupled QCD, which has scale invariance and dimensional counting at short distances and color confinement at large distances. In this model, dimensional scaling occurs not only at very large but also at very small momentum transfer, $Q$, to the parton. In the latter situation, scaling is due to the constancy of the strong coupling with $Q$ when $Q$ is very small. The AdS-CFT derivation of the scaling laws is particularly interesting since it is a nonperturbative derivation, which suggests that dimensional scaling is a feature of both perturbative and nonperturbative dynamics. Experimental studies of nuclear reactions, such as deuteron photodisintegration, where the overall momentum transfer is distributed among many constituents, so that the momentum transfer per parton is small, are needed to test this model.

An approximate dimensional scaling has been observed in many exclusive reactions at sufficiently high energy and large momentum transfer (for reviews, see Refs. [21–23]). In addition, the low-energy data on deuteron photodisintegration [1–8] (as well as charged-pion photoproduction [24,25]) also demonstrate scaling behavior. To understand the observed energy behavior it is useful to look closely at previous claims...
of agreement between data for differential cross sections and the CCR predictions. In fact, the scaled 90° center-of-mass pp elastic scattering data \( s^{10} \text{d} \sigma / \text{d}t \) show substantial oscillations about the power-law behavior [26–29]. Such oscillations are also seen in \( \pi p \) fixed-angle scattering [30–32]. The old data [21] as well as the newer data from JLab experiment E94-104 on photoproduction of charged pions at \( \theta_{\text{cm}} = 90° \) [24,25] also show hints of oscillation about the expected \( s^{-2} \) scaling. There are hints of scaling behavior in \( \gamma d \rightarrow d \pi^+ \) as well [33,34] (\( s^{-13} \) in this case). A theoretical interpretation of this oscillatory behavior of the scaled cross section was attempted by many authors, with the more successful interpretations taking into account the orbital angular momentum of the partons and hadron helicity flip, relating this oscillatory behavior to spin-dependent effects.

The experimental investigations of scaling phenomena and related spin-dependent effects resulted in significant theoretical advances in understanding the role and range of applicability of perturbative QCD at low and intermediate energies. These studies make it possible to develop a number of nonperturbative QCD-based approaches to the hadronic dynamics at long distances. The results achieved to date provide a strong motivation for further investigation of scaling laws and spin effects in photonuclear reactions through studies of polarization observables, including measurements of the beam-spin asymmetry, \( \Sigma \). The beam-spin asymmetry in deuteron photodisintegration is defined as

\[
\Sigma = \frac{2 \text{Re} \{ \sum_i (F^+_{i+} F^+_3 - F^+_{i-} F^+_0) - F^+_{2-} F^+_{-} + F^+_{2+} F^+_5 \} \} {f(\theta)},
\]

where \( f(\theta) = \sum_i [|F^+_i|^2 + |F^-_i|^2] \), (3)

and \( F^\pm_i \) are the helicity amplitudes of the reaction (following the notation in Ref. [35]):

\[
\begin{align*}
F^\pm_{1+} &= \langle \lambda_p, \lambda_N | T | \lambda_p, \lambda_N \rangle, \\
F^-_{2+} &= \langle \lambda_p, \lambda_N | T | 1, 0 \rangle, \\
F^\pm_{3+} &= \langle \lambda_p, \lambda_N | T | -1, 1 \rangle, \\
F^\pm_{4+} &= \langle \lambda_p, \lambda_N | T | 1, 1 \rangle, \\
F^\pm_{5+} &= \langle \lambda_p, \lambda_N | T | 1, -1 \rangle.
\end{align*}
\]

These amplitudes can give access to important aspects of the underlying physics, such as QCD final-state interactions and quark orbital angular momentum in the lightest nuclei. The most popular quark-gluon models for deuteron photodisintegration are the reduced nucleon amplitudes (RNA) model [36,37], the hard-rescattering mechanism (HRM) [38–41], and the quark-gluon string model (QGSM) [42,43].

B. Theoretical models

1. Reduced nuclear amplitudes model (RNA)

The idea of RNA was introduced by Brodsky and Hiller in order to extend the region of applicability of pQCD down to lower momentum transfers by incorporating some of the soft physics not described by pQCD [36,37]. This is done using experimentally determined nucleon form factors to describe the gluon exchanges within the nucleons. It is hoped that the resulting expressions correctly include much of the missing soft physics and would therefore be valid for momentum transfers lower than the ones in the original pQCD expressions. The RNA calculation is only available at \( \theta_{\text{cm}} = 90° \) and makes no predictions for the angular dependence of the cross section. It also does not include spin-dependent effects and thus cannot make predictions for polarization observables.

2. Hard-rescattering mechanism (HRM)

In the HRM model it is assumed that large-angle hard breakup of the deuteron is a two-step process [38,41]. In the first step, the photon knocks out a quark from one nucleon. Then the struck quark undergoes hard rescattering with a quark from the other nucleon, thus sharing the high momentum of the incoming photon. Due to the hard kernel of the quark-interchange interaction, hard rescattering is expressed through the helicity amplitudes of high-momentum-transfer nucleon-nucleon (NN) scattering. The number of diagrams accounting for all possible quark interchanges between the outgoing nucleons is very large. However, the HRM allows us to effectively account for this sum based on the observation that in the sum of all possible diagrams, the kernel of the hard rescattering can be identified with the quark-interchange kernel of the hard elastic NN scattering. The latter allows us to substitute the sum of the calculable part of the breakup amplitude with the helicity amplitudes of hard elastic NN scattering.

Given the NN helicity amplitudes, the HRM allows us to calculate the amplitude of \( \gamma d \rightarrow pn \) scattering without any free parameters. One important aspect of the model is that while the invariant energy that enters in the NN amplitude is the same as the energy of the \( \gamma d \) and final \( pn \) systems,

\[
s_N = s_{\gamma d} = s = M_d^2 + 2M_d E_{\gamma},
\]

(4)

the invariant momentum transfer \( t_N \) that enters in the NN amplitude is less than the one corresponding to the \( \gamma d \rightarrow pn \) reaction, \( t = (k_{\gamma} - p_{1f})^2 \):

\[
t_N \approx \left( k_{\gamma} + p_d - p_{1f} \right)^2 = t + \frac{m_N^2}{2} - \frac{M_d^2}{4},
\]

(5)

where \( m_N \) and \( M_d \) are the nucleon and deuteron masses, \( E_{\gamma} \) is the photon energy in the laboratory frame, and \( k_{\gamma}, p_d, \) and \( p_{1f} \) are the four-momenta of the incoming photon, deuteron, and outgoing proton, respectively (\( u_N \approx (k_{\gamma} + p_d - p_{1f})^2 \)). This stems from the fact that the HRM model corresponds to double scattering in which each scattering process carries the half of the total \( t \). If we introduce the center-of-mass scattering angle for the \( \gamma d \rightarrow pn \) reaction, \( \theta_{\text{cm}}^{\gamma d} \), and the similar angle for \( pn \rightarrow pn \) scattering, \( \theta_{\text{cm}}^{pn} \), one obtains from Eq. (5):

\[
\cos(\theta_{\text{cm}}^{\gamma d}) = 1 - \frac{(s - M_d^2)}{2(s - 4m_N^2)} \left[ \sqrt{s} - \sqrt{s - 4m_N^2 \cos(\theta_{\text{cm}}^{\gamma d})} \right],
\]

\[
+ \frac{4m_N^2 - M_d^2}{2(s - 4m_N^2)}.
\]

(6)

This relation demonstrates that the \( pn \) rescattering amplitudes enter at smaller angles than \( \theta_{\text{cm}}^{\gamma d} \). For example, \( \theta_{\text{cm}}^{\gamma d} = 90° \) corresponds to \( \theta_{\text{cm}}^{\gamma d} \approx 60° \) in the elastic \( pn \) amplitude.
and photon-hadron reactions at the quark level. Originally, the QGSM was formulated for the case of small scattering angles (i.e., low momentum transfers). Later, Kondratyuk et al. extrapolated the QGSM amplitudes to the case of large-angle deuteron photodisintegration [42,43,43]. The model fixes all but two of its free parameters from other processes and fixes the remaining two using the experimental data on the deuteron photodisintegration cross section. It provides predictions for the angular distribution of the differential cross section and is sensitive to spin-dependent effects, making predictions for polarization observables.

C. Experimental status of deuteron photodisintegration

The extensive studies of the differential cross sections [1–8] have shown that the different theoretical models describe the available cross-sectional data on the angular and energy dependence with about the same degree of success.

Prior to the measurement presented here, there were only three sets of polarization data for deuteron photodisintegration at energies above 1 GeV. The beam-spin asymmetry, \( \Sigma \), was measured at Yerevan [11,12]; the induced proton polarization, \( P_y \), and the polarization transfers, \( C_{x'} \) and \( C_{y'} \), were measured at JLab [9,10]. On the theoretical side, two calculations of the spin observables are available, within the QGSM [53] and HRM [54] frameworks. The prediction of the QGSM model for the longitudinal polarization transfer \( C_x \) is in good qualitative agreement with the measured data, but the model makes no prediction for the transverse polarizations \( P_y \) and \( C_{y'} \) due to their sensitivity to the relative phases of the helicity amplitudes [53]. In this respect, calculations of \( C_{y'} \) are more stable because they do not depend on these phases but only on the moduli squared of the helicity amplitudes. The HRM model predictions, as determined by a parametrization of the \( pn \) helicity amplitudes, are in qualitative agreement with the available data for both \( C_{x'} \) and \( C_{y'} \).

For the beam-spin asymmetry, \( \Sigma \), there are only the Yerevan data in the energy range \( 0.8–1.6 \text{ GeV} \) and at \( \theta_{c.m.} = 90^\circ \) [11,12] (see Fig. 13). Unfortunately, the data at \( E_y \approx 1.4–1.6 \text{ GeV} \) have large uncertainties and do not allow us to constrain the available models. Nevertheless, the Yerevan data indicate that \( \Sigma(90^\circ) \) might be about 0.5 at these energies. In fact, the QGSM is able to accommodate a large beam-spin asymmetry of 0.5 at \( E_y \approx 1.6 \text{ GeV} \) and \( \theta_{c.m.} = 90^\circ \) [53], while the HRM is not able to do so [54,55].

The data we present here on the beam-spin asymmetry, \( \Sigma \), were obtained in an experiment that took place at JLab. Our results for \( \Sigma \) cover photon energies between 1.1 and 2.3 GeV and nearly complete proton center-of-mass angles (between \( \theta_{c.m.} = 20^\circ \) and \( \theta_{c.m.} = 160^\circ \)). A description of the experimental setup is given below.

II. EXPERIMENTAL SETUP

Deuteron photodisintegration was studied using the CEBAF Large Acceptance Spectrometer (CLAS) [56], which was housed in Hall B at JLab. CLAS provided efficient detection of particles over a large solid angle. Six superconducting coils produced a nonuniform toroidal magnetic field and divided
CLAS into six identical magnetic spectrometers (sectors) as shown in Fig. 2. Each sector contained three regions of drift chambers (region 1, R1; region 2, R2; and region 3, R3) that were used to track charged particles and reconstruct their momenta [57], time-of-flight (TOF) scintillator counters for particle identification based on time of flight [58], Čerenkov counters (CC) to identify electrons (not used in this experiment) [59], and electromagnetic calorimeters (EC) to identify electrons and neutral particles [60].

The geometry of CLAS allowed particle identification and momentum determination in a large portion of the full solid angle. Charged particles with laboratory polar angles between 8 and 140° (this range varies depending on the target length and position) were tracked over approximately 83% of the azimuthal angle with 1-mrad polar and 4-mrad azimuthal angular resolutions. A current of −1500 A in the torus magnet produced a magnetic field that bent negatively charged particles away from the beamline. The charged-particle tracking system provided momentum resolution of about 0.5%. Real-photon experiments made use of a start counter (ST), which was composed of 24 scintillator paddles that surrounded the target [61]. The start counter was used in the event trigger and to determine the time at which nuclear reactions occurred in the target.

A linearly polarized real-photon beam was produced via coherent bremsstrahlung using a 50-μm-thick diamond radiator, which was positioned on a goniometer. The photon beam was then strongly collimated to enhance the linear polarization. The characteristics of the photon energy spectrum, such as the position of the coherent peak and the degree of photon polarization, were controlled by the incident electron energy and the orientation of the crystal radiator with respect to the beam [62]. Electrons that produced bremsstrahlung photons were analyzed in the Hall-B tagging spectrometer (tagger) [63], which consisted of a dipole magnet and scintillator hodoscopes. The tagger allowed the determination of the incident photon energy by identifying the hit position of the scattered electron in the hodoscope plane. It provided a tagging range between 20% and 95% of the incident electron-beam energy. The size of the scintillator paddles varied such that an energy resolution of about 0.1% of the incident electron-beam energy was achieved. The time of the scattered electron in the hodoscope plane was also measured with a resolution of better than 150 ps and was used to identify the photon that initiated the event detected in CLAS [63].

The target used in this experiment was a 40-cm-long, conically shaped cell, with a radius of 2 cm at its widest point, filled with liquid deuterium. The target cell was placed such that its downstream end cap was at the center of CLAS.

### III. EVENT SELECTION AND REACTION RECONSTRUCTION

The data used for this study were obtained during the CLAS g13b data-taking period, which was part of the E-06-103 experiment [64] and took place from mid-March through June 2007. During this period about 30 billion triggers were recorded using a linearly polarized photon beam. The photon-polarization vector was rotated between two orthogonal directions: parallel and perpendicular to the horizontal detector mid-plane, referred to as Para and Perp, respectively. Data for six nominal coherent-edge positions, 200 MeV apart between 1.3 and 2.3 GeV, were collected. These data were collected using 8 different incident electron-beam energies as shown in Table I.

The trigger during g13b was relatively loose, a single-charged-particle trigger, which led to accumulation of data for a number of photoproduction reactions. In this study, all events with only one positively charged track were analyzed based on the missing-mass technique. Below we give a detailed description of the procedure followed to reconstruct the reaction $γd \rightarrow pn$.

#### A. Proton identification

Proton identification was done by comparing two independent estimates of the detected particle’s speed (in units of the speed of light, c): one, $β_{\text{meas}}$, obtained as the ratio of the measured path length from the vertex to the TOF and the measured time of flight, and the other obtained from the measured momentum and an assumption about the particle’s mass ($m_{\text{non}}$). The difference between the two independent

---

**TABLE I. Different electron beam energy settings used for the six nominal coherent-edge positions during g13b.**

<table>
<thead>
<tr>
<th>$E_{\gamma}$ (GeV)</th>
<th>$E_e$ (GeV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.3</td>
<td>3.302, 3.914, 4.192</td>
</tr>
<tr>
<td>1.5</td>
<td>4.065, 4.475</td>
</tr>
<tr>
<td>1.7</td>
<td>4.065, 4.748</td>
</tr>
<tr>
<td>1.9</td>
<td>5.057</td>
</tr>
<tr>
<td>2.1</td>
<td>5.057, 5.157</td>
</tr>
<tr>
<td>2.3</td>
<td>5.157</td>
</tr>
</tbody>
</table>

---
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estimates was constructed as

$$\Delta \beta = \beta_{\text{meas}} - \sqrt{\frac{p^2}{m_{\text{nom}}^2 c^2 + p^2}}. \quad (7)$$

To identify the protons in our sample, $m_{\text{nom}}$ was set to be the nominal mass of the proton. Figure 3 shows the event distribution of $\Delta \beta$ as a function of the particle’s momentum, $p$. Proton events are clustered around $\Delta \beta = 0$. The proton-identification procedure was refined by accounting for the dependence of $\Delta \beta$ on the momentum resolution of the detector. This was done by dividing the distribution shown in Fig. 3 into 50-MeV/$c$-wide momentum bins, and then fitting the $\Delta \beta$ distribution for each momentum bin to a Gaussian to determine the mean, $\mu_{\Delta \beta}$, and the standard deviation, $\sigma_{\Delta \beta}$. The momentum dependence of $\mu_{\Delta \beta} \pm 3\sigma_{\Delta \beta}$ was parametrized and used as a proton-identification cut. Fits were not performed for the ranges $p < 0.7$ GeV/$c$ and $p > 2.0$ GeV/$c$, due to poor statistics, and straight-line extrapolations were used as cuts. The proton identification cut is indicated by the black curves in Fig. 3. The diagonal bands in Fig. 3 are formed by events that were assigned the wrong mass, $m_{\text{nom}}$ (i.e., nonproton events), as well as accidental events that were due to particles that did not originate in the same physics reaction as the trigger particle.

### B. Photon selection

During the g13b data-taking period 14 electron hits on average were recorded in the tagger for each trigger (see Fig. 4). Thus, for every event, there was a sample of $\sim 14$ photons that could have produced the particle detected in CLAS. In order to identify the reaction of interest and to calculate kinematic variables, the photon that initiated the reaction must be selected from this sample. This was done by studying the time coincidence between the photon and the proton at the event vertex. The photon arrival time at the event vertex, $t_\gamma$, was calculated using electron timing information in the tagger hodoscope, whereas the proton vertex time, $t_v$, was calculated using timing information from CLAS. The coincidence-time distribution, $\Delta t = t_\gamma - t_v$, between all photon candidates and the identified proton is shown in Fig. 5. The peak centered at $\Delta t = 0$ ns contains photon-proton coincident events. The small neighboring peaks at 2-ns intervals reflect the bunched nature of the incident electron beam. The photons in these neighboring peaks originate from other beam bunches (not the one that initiated the reaction) that came during the trigger window. The photon with a coincidence time within $\Delta t = \pm 1$ ns was selected as the photon that produced the proton. Events with two or more photons in this coincidence range were removed from further analysis. Overall, photons were unambiguously determined in about 78% of all single-proton events.

### C. Fiducial cuts

Charged particles often escaped detection or failed track reconstruction in regions near the edges of the CLAS drift chambers. Typically, particles that hit the support frames or the cryostats of the torus magnet failed track reconstruction. In addition, the magnetic field close to the torus magnet varied

---

FIG. 3. (Color online) $\Delta \beta$ as a function of $p$. The lines show the $\pm 3\sigma$ cut from the mean applied to identify protons.

FIG. 4. Tagger hit multiplicity showing on average 14 photons as possible candidates for the true photon that initiated the event.

FIG. 5. Coincidence time between all reconstructed photons and identified protons. The 2-ns bunch structure of the incident beam is evident. The solid vertical lines indicate the $\pm 1$-ns cuts applied to identify the photon that initiated the reaction.
rapidly with position and is not modeled very accurately. Therefore, particle tracks reconstructed in these regions are characterized by large systematic uncertainties, which in turn propagate to a large systematic uncertainty in the reconstructed momentum. Furthermore, the method used to determine the beam-spin asymmetry assumes that the detector acceptance is constant within each kinematic bin, which is not true in the edge regions. To reduce systematic effects from these sources, we excluded events in which the detected particles fell in a region where the CLAS acceptance changes rapidly, by applying fiducial cuts. To account for the shape of the drift chambers, these cuts were determined by studying the polar angle of reconstructed tracks as a function of the azimuthal angle. Figure 6 shows the angular distribution of protons in the six sectors of CLAS along with the applied fiducial cuts (black curves). Additional cuts to remove inefficient regions within each sector did not affect our results since those inefficiencies were the same for all \( \text{Para} \) and \( \text{Perp} \) data, and thus canceled out in the ratio.

**D. Event vertex cuts**

In order to reduce background contribution due to events not originating in the target, we reconstructed and constrained the vertex of each event. The event vertex was determined using the distance of closest approach between the proton track and the beamline position. The beamline position was determined for each data run using multi-charged-track events. Figure 7 shows the angular distribution of protons as detected in the six sectors of CLAS. The black curves indicate the fiducial cuts applied to remove events that fell in regions where the acceptance changes rapidly.

**E. Kinematic reconstruction and yield extraction**

The magnitude of the momentum of a charged particle detected in CLAS was initially reconstructed under the assumption that the particle moved with constant speed throughout the detector. In order to obtain the momentum at the vertex, we corrected this initial estimate for the mean energy loss of the particle as it passed through the target, the start counter, and the air gap between the R1 drift chambers and the start counter [65], as well as for the energy loss in the drift chambers, for drift chamber misalignments, and for small imperfections in the magnetic field map [66]. Corrections to the incident photon energies were also applied to account for a small gravitational sag in the tagger hodoscope [67].

Deuteron photodisintegration events were then identified using the missing-mass technique. For each event, we calculated the missing mass squared, \( m_X^2 \), in the reaction \( \gamma d \rightarrow pX \) using four-momentum conservation. In this calculation, the deuteron was considered to be at rest, the photon was identified as described in Sec. III B, and momentum and energy corrections were applied as discussed above. Figure 8 shows the missing-mass-squared distribution of all events that passed the selection cuts described in the previous subsections. Deuteron photodisintegration events are clustered in the peak centered at the nominal neutron mass squared and were selected by the application of a \( \pm 3\sigma \) cut on this distribution.

Figure 8 shows that in the \( \pm 3\sigma \) missing-mass range of interest there was a non-negligible amount of background, in addition to deuteron photodisintegration events. This background contained primarily accidental events, and events from the reactions \( \gamma d \rightarrow pp\pi^- \) and \( \gamma d \rightarrow pn\pi^+ \). The background varied from 5% for the low photon-energy bins, to about 40% for the highest photon-energy bin. The polarization observable of interest could be diluted or altered if the background was not removed from the deuteron photodisintegration sample. To account for this background, a probabilistic weighting method was implemented. This method allowed for a signal-background separation on an event-by-event basis in a way that preserved all kinematic correlations [68,69] by assigning each event with a signal weight factor, \( Q \), or equivalently, a background weight factor, \( 1 - Q \). The \( Q \) factors were then used to weight the contribution of each event in the ratio.
of polarized yields, $R(\phi)$ (see Sec. V). A more traditional approach of fitting the missing-mass distribution in each kinematic bin with the same predetermined functions was also studied, and a comparison of the results was used to estimate the systematic uncertainty associated with the background subtraction method (see Sec. VI). The probabilistic event weighting, among its many advantages, allows for a more flexible kinematic binning without having to recalculate background contributions, and was thus the method of choice for background subtraction in this analysis.

The signal-background kinematic correlations were preserved by dynamically binning data in photon energy $E_\gamma$, and proton angles $\theta_{\text{c.m.}}$ and $\phi$. The $Q$ factor of each event was determined by fitting the missing-mass distribution of the event’s “closest neighbors” with a predetermined function that described the signal and the background. The fitting was done independently on $\text{Para}$ and $\text{Perp}$ data, for each nominal coherent-edge position, and for each incident electron energy (see Table I). The size of the dynamical bin used, which was defined by the number of “closest neighbors,” was determined by defining a metric in the proton angles $\theta_{\text{c.m.}}$ and $\phi$, for each event, $e_i$, in the data set, the distances to all other events in the data set, $d_{ij}$ ($j = 1, 2 \ldots n$), were computed. Then, a predetermined number of events closest to $e_i$, $N_d$, was retained. These events were “closest neighbors” of $e_i$. In this analysis, 200 events were retained as closest neighbors. The missing-mass-squared distribution of the 200 closest neighbors was constructed and fitted with a Gaussian, describing deuteron photodisintegration events, and two exponentials, describing background events,

$$g(m^2_{X}, A, \mu, \sigma) = Ae^{-\frac{(m^2_{X}-\mu)^2}{2\sigma^2}},$$

$$b(m^2_{X}, A_1, A_2, B_1, B_2) = A_1e^{A_2m^2_{X}} + B_1e^{B_2m^2_{X}}.$$  

These signal and background shapes were chosen since a fit using these shapes resulted in the best fit of the missing-mass-squared distribution. Other background shapes were studied (first through fourth-order polynomials) without much success in adequately fitting the missing-mass-squared distributions. Systematic effects related to the choice of signal and background shapes were studied and are presented in Sec. VI. The fit parameters, $A$, $\mu$, $\sigma$, $A_1$, $A_2$, $B_1$, and $B_2$, determined from the fit, were used to determine the signal and background functions, $g(m^2_{X})$ and $b(m^2_{X})$, respectively. The missing-mass-squared value of event $e_i$, $m^2_{X(i)}$, was used to calculate the strength of signal ($G_i$) and background ($B_i$) for that event.

$$G_i = g(m^2_{X(i)})$$

$$B_i = b(m^2_{X(i)})$$

The $Q$ factor of event $e_i$ was then calculated to be

$$Q_i = \frac{G_i}{G_i + B_i}.$$  

This procedure was repeated for each event, $e_i$, that passed the selection criteria discussed above and yielded a unique $Q$ factor, $Q_i$, for each $e_i$. Different dynamic bin widths were studied with consistent results. A dynamic bin of 200 closest neighbors was chosen since it corresponds to a kinematic bin width similar to that used for the extraction of the beam-spin asymmetry. Specifically, for events in the lowest photon energy bin ($E_\gamma = 1.1–1.3$ GeV), the dynamic bin size of 200 closest neighbors corresponds to about 5$^\circ$ in polar and azimuthal angles for events produced at forward angles and to about 10$^\circ$ for events produced at backward angles. On the other hand, for events in the highest photon-energy bin ($E_\gamma = 2.1–2.3$ GeV), the dynamic bin width of 200 closest neighbors corresponded to about 10$^\circ$ in polar and azimuthal angles for events produced at forward angles and to about 20$^\circ$ for events produced at backward angles. Figure 9 shows the result of the background subtraction method for $\text{Para}$ events in the 1.5–1.7 GeV photon-energy bin. Systematic uncertainties associated with the $Q$-factor determination were also taken into account and are discussed in Sec. VI.

The yield of deuteron photodisintegration events $Y$ for each kinematic bin was obtained as

$$Y = \sum_{i}^{N} Q_i,$$  

where $N$ is the number of events in the bin. The statistical uncertainty of the extracted yield in any kinematic bin is equal to the sum of the squares of the weights

$$\sigma^2_i = \sum_{i}^{N} Q_i^2.$$  

FIG. 8. Missing-mass-squared distribution of the reaction $\gamma d \rightarrow pX$. The peak corresponds to reactions where the missing particle is a neutron. The dashed vertical line indicates the nominal mass squared of the neutron, and the solid lines show the $\pm 3\sigma$ missing-mass-squared cuts applied to selected deuteron photodisintegration events.
In summary, the background-subtraction method employed here successfully separated signal from background events while preserving all kinematic correlations. Different dynamic bin widths were studied with all of them yielding consistent results in the observed quantities. The uncertainties associated with this method are well understood and taken into account.

IV. PHOTON POLARIZATION

For the determination of the beam-spin asymmetry, the degree of photon polarization had to be known. The latter was determined using an analytic bremsstrahlung calculation. The photon polarization was found by fitting the enhancement distributions with a theoretical calculation [70] of the coherent spectrum. The enhancement distributions were obtained by dividing the coherent photon-energy spectrum by the photon-energy spectrum obtained from an amorphous radiator. The ratio, or enhancement distribution, rather than the coherent photon-energy spectrum, was constructed in order to remove systematic effects, such as counter-to-counter efficiency variations in the tagger, from the determination of the photon polarization. Parameters that are characteristic of the g13b data-taking period such as electron-beam energy, beam collimation, beam divergence and angle, as well as fluctuations of the coherent radiator position and angle, the beam-spot size, and multiple scattering, were taken into account in the calculation. Figure 10(a) shows the enhancement distribution for the coherent-edge position at 1.5 GeV fitted with an analytic bremsstrahlung calculation. Figure 10(b) shows the calculated photon polarization based on the enhancement fit (dashed red [gray] curve) and the corrected polarization that takes into account residual differences between the fit and the enhancement, as well as statistical fluctuations, using information from data with adjacent coherent-edge positions (solid blue [dark gray] line). More information on the procedure is found in Refs. [62,71].

The method and the procedure we used to determine the degree of photon polarization produce reliable results with small systematic uncertainties in regions where the enhancement is large. Therefore, only events with photon energies above $E_{ce} - 200$ MeV (where $E_{ce}$ is the coherent-edge position for the current event), were kept for further analysis. The average degree of photon polarization throughout the experiment was of the order of 75%. Details of the procedure to determine the photon polarization can be found in Refs. [62,71].

V. DETERMINATION OF THE BEAM-SPIN ASYMMETRY

The beam-spin asymmetry, $\Sigma$, is related to the differential cross section of deuteron photodisintegration as

$$\frac{d\sigma}{d\Omega} = \left(\frac{d\sigma}{d\Omega}\right)_{\text{unpol}} (1 + P_\gamma \Sigma \cos[2\eta]).$$  

(14)

This can be derived directly from the definitions of $\Sigma$ and the polarized cross section $\frac{d\sigma}{d\Omega}$, using the helicity amplitudes. In Eq. (14) $P_\gamma$ is the degree of linear polarization of the
beam photon and η is the azimuthal angle between the photon polarization vector and the reaction plane. In the case of Para events η = φ and in the case of Perp η = φ − 90°, where the angle φ is the proton azimuthal angle measured in the CLAS reference frame. The determination of the beam-spin asymmetry is simplified by constructing the ratio of polarized yields, \( R(φ) = \frac{Y(φ)^{\parallel} − Y(φ)^{\perp}}{Y(φ)^{\parallel} + Y(φ)^{\perp}} \), where

\[
Y(φ)^{\parallel,\perp} = \int_{-\frac{\phi}{2}}^{\frac{\phi}{2}} F^{\parallel,\perp}(1 ± P_γ\cos(2\phi))A(φ)dφ' = F^{\parallel,\perp}(Δφ ± P_γ\cos(2\phi))A.
\]

Equation (15) results from Eq. (14), with the parameter \( F^{\parallel,\perp} \) being the incident photon flux, \( Δφ \) being the \( φ \) bin width used to bin the data, and \( A \) being the detector acceptance that is assumed to be constant within the \( φ \) bin (the effect of this assumption is investigated in Sec. VI). The notations \( || \) and \( \perp \) indicate the orientation of the photon polarization vector.

By substituting the expression in Eq. (15) in the definition of \( R(φ) \), the ratio becomes

\[
R(φ) = \frac{Y(φ)^{\parallel} − Y(φ)^{\perp}}{Y(φ)^{\parallel} + Y(φ)^{\perp}} = \frac{FR_0 + \frac{FR_0}{P_{\gamma}} + \frac{FR_0}{P_{\gamma}}\sin(Δφ)}{FR_0 + \frac{FR_0}{P_{\gamma}} + \frac{FR_0}{P_{\gamma}}\sin(Δφ)} cos(2(φ − φ_0))_0 \]

\[
(16)
\]

where \( FR_{0} = F^{\parallel,\perp}_0, \ P_{\gamma} = P^{\parallel,\perp}_0, \) and \( P_\gamma = P_{\gamma}^{\parallel} + P_{\gamma}^{\perp} \). The parameter \( φ_0 \) in Eq. (16) accounts for any systematic offset of the photon polarization vector from its nominal orientation.

Acceptance effects and any acceptance-related systematic uncertainties cancel out in \( R(φ) \). From the fit of the polarized-yield ratio, \( R(φ) \), to the function

\[
F(φ) = \frac{A + 2C\cos(2(φ − D))}{A + 2C\cos(2(φ − D))}, \]

the following are determined:

- \( A \): ratio of Para and Perp fluxes, \( F_R \),
- \( B \): ratio of Para and Perp polarizations, \( P_R \),
- \( C \): product of average polarization and asymmetry, \( P\Sigma\sin(|Δφ|) \),
- \( D \): offset of the photon polarization vector, \( φ_0 \).

The fitting was optimized by fixing three of the four parameters using independent methods. The optimization was extensively studied along with any associated systematic uncertainties [72]. Specifically, for each photon-energy bin, the parameter \( A \) was determined from a fit to the azimuthal distribution of \( R(φ) \) integrated over all proton angles in the reaction of interest. Since the incident photon flux was constant for a given photon-energy bin, a fit to the integrated kinematic bin ensures adequate statistics to precisely estimate the photon flux ratio \( F_R \). The parameter \( B \) was calculated using the degree of photon polarization on an event-by-event basis (as obtained from the procedure described in Sec. IV). Finally, the parameter \( D \) was obtained from fits to the high-statistics single-pion reaction, \( \bar{y}d → p_γpπ^- \) [73]. The parameter \( C \) was then determined by fitting the ratio \( R(φ) \) for a bin in \( θ_{c.m.} \) and \( E_γ \), fixing all other parameters, as shown in Fig. 11.

It is common in CLAS data analyses that the polarized-yield ratio is distributed in \( φ \) bins of variable width (smaller width in regions in the middle of each CLAS sector and larger width closer to the edges). This complicates the determination of the beam-spin asymmetry since the correction factor, \( Δφ \sin(|Δφ|) \), takes only a single value of \( Δφ \). One would intuitively expect that in the case of a fit to a variable-\( φ \)-bin-width distribution, the correction factor would be some average over all \( φ \)-bin widths; in fact, a good approximation of the correction factor can be calculated in this way (i.e., correction factor \( \approx \frac{Δφ}{\sin(|Δφ|)} \)). To precisely quantify the value of the correction factor, we used Monte Carlo data where we could control the true value of \( Σ \). Para and Perp \( φ \) distributions were generated according to Eq. (14) and binned in the exact way CLAS data were binned, removing data that fell outside the CLAS fiducial regions. The function of Eq. (17) was fitted to the generated azimuthal distributions, and \( Σ_{det} \) was obtained from the fit parameter \( C \) as \( Σ_{det} = C/P \). Then, the correction factor for the variable \( φ \)-bin widths was determined by fitting \( Σ_{det} \) vs \( Σ_{gen} \) with a first-order polynomial (see Fig. 12). The slope of the fitted line gives the value of the correction factor. For the variable \( φ \)-bin widths chosen for this analysis, the correction factor determined from this study is \( 1.0094 ± 5 \times 10^{-6} \). Further details can be found in Ref. [72].

**VI. SYSTEMATIC UNCERTAINTIES**

Systematic uncertainties due to various sources were studied and quantified. The uncertainties fall into several main categories: due to the \( φ \)-bin method used to extract \( Σ \), due to the choice of cuts for event selection, due to the choice of background shape, and due to the statistical uncertainties of quantities used to calculate \( Σ \). The parameters of these sources were varied within reasonable bounds and the sensitivity of the final result was checked against this variation. In several studies, generated data were used to determine the systematic
the beam-spin asymmetry relies on the assumption that the acceptance is constant within each \( \phi \) bin and thus can be taken out of the integral [see Eq. (15)]. Second, the detector acceptances of the Para and Perp data are assumed to be identical, and therefore cancel out in the ratio \( R(\phi) \) [Eq. (16)].

The effect of a nonconstant acceptance within each \( \phi \) bin has been investigated using simulated distributions. Details of the study can be found in Ref. [72]. The systematic uncertainty of \( \Sigma \) due to the assumption of constant acceptance within each \( \phi \) bin was found to be less than 1%.

Data from the g13b data-taking period were collected in a way to minimize any difference between the acceptance for the Para and Perp settings. This was accomplished by changing the photon polarization between Para and Perp about every 2 h. Studies comparing the ratio of proton yields in adjacent TOF counters between Para and Perp data averaged over all runs within each coherent-edge setting show that variations in the detector acceptance were within the statistical uncertainties. In addition, generated data using different acceptances for Para and Perp distributions of the size of the experimental variations showed negligible effects on the determined beam-spin asymmetry. The overall uncertainty of \( \Sigma \) due to acceptance effects is thus less than 1%.

### C. \( \phi_0 \) offset

The systematic effect due to the uncertainty of the direction of the photon-polarization vector (\( \phi_0 \) offset) was investigated using generated data [72]. The uncertainty of the beam-spin asymmetry, which stems from the uncertainty of the \( \phi_0 \) offset, was found to be of the order of \( 10^{-6} \) and is negligible compared to all other uncertainties.

### D. Photon polarization

The effect of the uncertainty of the photon polarization on the estimated value of \( \Sigma \) is twofold. On one hand, the uncertainty of the photon polarization propagates into the uncertainty of the polarization ratio \( P_R \), which is used as a fixed parameter in the fit [Eq. (17)]. This affects the fit and the uncertainty of the free-fit parameter \( C \) that is used to determine \( \Sigma \). On the other hand, the uncertainty of the photon polarization propagates into the uncertainty of the average photon polarization \( \bar{P} \), which is used to calculate \( \Sigma \) from \( C \) in the formula:

\[
\Sigma = \frac{C}{\bar{P} \sin(\Delta \phi)}.
\]

An independent study determined that the systematic uncertainty of the photon polarization was 7% [74]. Using the value of 7%, the uncertainty of \( P_R \) is calculated to be

\[
\Delta P_R = P_R \sqrt{\left( \frac{\Delta P_\|}{P_\|} \right)^2 + \left( \frac{\Delta P_\perp}{P_\perp} \right)^2}
\]

and thus,

\[
\Delta P_R = 0.1 \times P_R.
\]

The effect of \( \bar{P} \) is

\[
\Delta \bar{P} = \left( \frac{\Delta P_\|^2 + \Delta P_\perp^2}{2} \right)^{1/2}
\]

and thus,

\[
\Delta \bar{P} \sim 0.05 \times \bar{P}.
\]

### A. Variable \( \phi \)-bin width

The uncertainty of the correction factor that accounts for the variable \( \phi \)-bin width has been propagated to the uncertainty of the beam-spin asymmetry using generated distributions. The value of this uncertainty was found to be of the order of \( 10^{-6} \) and is negligible compared to all other uncertainties [72].

### B. Detector acceptance

Acceptance effects on the determined beam-spin asymmetry are twofold. First, the \( \phi \)-bin method used to determine

### TABLE II. Systematic uncertainties contributing to the total systematic uncertainty of the beam-spin asymmetry. The estimated values are averaged over all kinematic bins. The type of the source indicates whether the uncertainty is absolute (type 1) or relative (type 2).

<table>
<thead>
<tr>
<th>Source</th>
<th>Estimate</th>
<th>Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>Variable ( \phi )-bin width</td>
<td>10^{-6}</td>
<td>1</td>
</tr>
<tr>
<td>Detector acceptance</td>
<td>&lt;1%</td>
<td>2</td>
</tr>
<tr>
<td>Uncertainty of ( \phi_0 ) offset</td>
<td>10^{-6}</td>
<td>1</td>
</tr>
<tr>
<td>Uncertainty of ( P_R )</td>
<td>1%</td>
<td>2</td>
</tr>
<tr>
<td>Uncertainty of ( \bar{P} )</td>
<td>5%</td>
<td>2</td>
</tr>
<tr>
<td>Uncertainty of ( F_R )</td>
<td>~0.002</td>
<td>1</td>
</tr>
<tr>
<td>Fiducial cuts</td>
<td>~0.014</td>
<td>1</td>
</tr>
<tr>
<td>Particle ID cuts</td>
<td>~0.01</td>
<td>1</td>
</tr>
<tr>
<td>Missing-mass cuts</td>
<td>~0.01</td>
<td>1</td>
</tr>
<tr>
<td>Background subtraction method</td>
<td>~0.012</td>
<td>1</td>
</tr>
<tr>
<td>Background shape</td>
<td>~0.01</td>
<td>1</td>
</tr>
<tr>
<td>( Q ) factor</td>
<td>~0.02</td>
<td>1</td>
</tr>
</tbody>
</table>
where we used $p^\perp \approx p^\parallel \approx \vec{p}$. The uncertainty of $\sigma$ due to the uncertainty of $\vec{p}$ is then 5%.

To estimate the uncertainty of $\Sigma$ due to the uncertainty of $P_R$, generated distributions were produced and analyzed [72]. The study yielded an uncertainty of $\Sigma$ of less than 1%.

In general, the uncertainties due to $P_R$ and $\vec{p}$ are highly correlated and should be treated together. However, it is evident that the uncertainty of the average polarization of $\sim 5\%$ has a much bigger effect on $\Sigma$ than the uncertainty in the polarization ratio $P_R (<1\%)$, and the former is quoted.

E. Incident photon flux

The systematic uncertainty due to the uncertainty of $F_R$ was determined using studies similar to those for the $\phi_0$ offset [72]. From these the systematic uncertainty of the beam-spin asymmetry was found to be

$$\sigma_{F_x}^{\text{sys}} = 0.073\sigma_{F_x}, \quad (20)$$

which on average corresponds to an uncertainty of 0.002.

F. Reaction selection cuts

The systematic uncertainty due to the choice of fiducial cuts was determined by varying the cuts from their nominal values to tighter values (the fiducial ranges of $\theta$ and $\phi$ were reduced by $\sim 3^\circ$). The variation of the beam-spin asymmetry was found to be on average 0.014 and we report this value as the systematic uncertainty for this source.

Proton ID cuts were varied between $2\sigma$ and $3\sigma$ using experimental data and the determined beam-spin asymmetries were compared. The variation of $\Sigma$ on average was 0.01 and we quote this value as the systematic uncertainty.

The missing-mass cuts, which select deuteron photodisintegration events, were varied between $2\sigma$ and $3\sigma$, and the determined beam-spin asymmetries were compared. This study accounts for possible leakage of events from background channels due to the non-Gaussian shape of the signal. On average the uncertainty of $\Sigma$ was found to be 0.01.

G. Background subtraction

The systematic uncertainty associated with the background subtraction is threefold. Specifically, there is a systematic effect associated with the predetermined shape of signal and background, which is used in the fits and the determination of the $Q$ factor. In addition, there is an uncertainty associated with the background-subtraction method. Finally, there is an uncertainty associated with the $Q$ factors. This latter uncertainty can be determined by propagating the uncertainties of the fit parameters to $Q_i$.

The uncertainty due to the assumption that the signal is Gaussian is accounted for in the systematic uncertainty associated with the missing-mass cut. The uncertainty due to the choice of the background shape was studied by comparing results obtained with a linear background and with the nominal background [two exponentials; see Eq. (10)]. This uncertainty was found to be of the order of 0.01.

The uncertainty associated with the background subtraction method itself was studied by comparing results from the probabilistic event-weighting method, which used a dynamic bin width, to results from a binned method in which the background subtraction was determined on a bin-by-bin basis. The study yielded a systematic uncertainty of 0.012.

<table>
<thead>
<tr>
<th>$E_Y$ (GeV)</th>
<th>$\theta_{c.m.}$ (deg)</th>
<th>$\Sigma$</th>
<th>$\sigma_{\Sigma}^{\text{stat}}$</th>
<th>$\sigma_{\Sigma}^{\text{sys}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>25–30</td>
<td>−0.141</td>
<td>0.092</td>
<td>0.019</td>
<td></td>
</tr>
<tr>
<td>30–35</td>
<td>−0.078</td>
<td>0.026</td>
<td>0.013</td>
<td></td>
</tr>
<tr>
<td>35–40</td>
<td>0.057</td>
<td>0.027</td>
<td>0.011</td>
<td></td>
</tr>
<tr>
<td>40–45</td>
<td>0.156</td>
<td>0.027</td>
<td>0.019</td>
<td></td>
</tr>
<tr>
<td>45–50</td>
<td>0.321</td>
<td>0.028</td>
<td>0.024</td>
<td></td>
</tr>
<tr>
<td>50–55</td>
<td>0.382</td>
<td>0.027</td>
<td>0.027</td>
<td></td>
</tr>
<tr>
<td>55–60</td>
<td>0.424</td>
<td>0.028</td>
<td>0.028</td>
<td></td>
</tr>
<tr>
<td>60–65</td>
<td>0.445</td>
<td>0.028</td>
<td>0.029</td>
<td></td>
</tr>
<tr>
<td>65–70</td>
<td>0.405</td>
<td>0.028</td>
<td>0.028</td>
<td></td>
</tr>
<tr>
<td>70–75</td>
<td>0.441</td>
<td>0.032</td>
<td>0.029</td>
<td></td>
</tr>
<tr>
<td>75–80</td>
<td>0.390</td>
<td>0.034</td>
<td>0.028</td>
<td></td>
</tr>
<tr>
<td>80–85</td>
<td>0.316</td>
<td>0.031</td>
<td>0.025</td>
<td></td>
</tr>
<tr>
<td>85–90</td>
<td>0.283</td>
<td>0.031</td>
<td>0.023</td>
<td></td>
</tr>
<tr>
<td>90–95</td>
<td>0.237</td>
<td>0.031</td>
<td>0.022</td>
<td></td>
</tr>
<tr>
<td>95–100</td>
<td>0.243</td>
<td>0.033</td>
<td>0.022</td>
<td></td>
</tr>
<tr>
<td>100–105</td>
<td>0.238</td>
<td>0.030</td>
<td>0.022</td>
<td></td>
</tr>
<tr>
<td>105–110</td>
<td>0.332</td>
<td>0.032</td>
<td>0.025</td>
<td></td>
</tr>
<tr>
<td>110–115</td>
<td>0.366</td>
<td>0.038</td>
<td>0.027</td>
<td></td>
</tr>
<tr>
<td>115–120</td>
<td>0.298</td>
<td>0.044</td>
<td>0.025</td>
<td></td>
</tr>
<tr>
<td>120–125</td>
<td>0.383</td>
<td>0.067</td>
<td>0.031</td>
<td></td>
</tr>
<tr>
<td>125–135</td>
<td>0.519</td>
<td>0.047</td>
<td>0.034</td>
<td></td>
</tr>
<tr>
<td>135–145</td>
<td>0.537</td>
<td>0.052</td>
<td>0.035</td>
<td></td>
</tr>
<tr>
<td>145–160</td>
<td>0.384</td>
<td>0.079</td>
<td>0.032</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$E_Y$ (GeV)</th>
<th>$\theta_{c.m.}$ (deg)</th>
<th>$\Sigma$</th>
<th>$\sigma_{\Sigma}^{\text{stat}}$</th>
<th>$\sigma_{\Sigma}^{\text{sys}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>25–30</td>
<td>−0.182</td>
<td>0.029</td>
<td>0.021</td>
<td></td>
</tr>
<tr>
<td>30–35</td>
<td>−0.154</td>
<td>0.026</td>
<td>0.020</td>
<td></td>
</tr>
<tr>
<td>35–40</td>
<td>−0.16</td>
<td>0.028</td>
<td>0.020</td>
<td></td>
</tr>
<tr>
<td>40–45</td>
<td>0.003</td>
<td>0.029</td>
<td>0.018</td>
<td></td>
</tr>
<tr>
<td>45–50</td>
<td>0.090</td>
<td>0.032</td>
<td>0.019</td>
<td></td>
</tr>
<tr>
<td>50–55</td>
<td>0.165</td>
<td>0.031</td>
<td>0.020</td>
<td></td>
</tr>
<tr>
<td>55–60</td>
<td>0.293</td>
<td>0.031</td>
<td>0.024</td>
<td></td>
</tr>
<tr>
<td>60–65</td>
<td>0.360</td>
<td>0.033</td>
<td>0.027</td>
<td></td>
</tr>
<tr>
<td>65–70</td>
<td>0.372</td>
<td>0.033</td>
<td>0.027</td>
<td></td>
</tr>
<tr>
<td>70–75</td>
<td>0.451</td>
<td>0.034</td>
<td>0.030</td>
<td></td>
</tr>
<tr>
<td>75–80</td>
<td>0.461</td>
<td>0.043</td>
<td>0.031</td>
<td></td>
</tr>
<tr>
<td>80–85</td>
<td>0.363</td>
<td>0.037</td>
<td>0.027</td>
<td></td>
</tr>
<tr>
<td>85–95</td>
<td>0.226</td>
<td>0.026</td>
<td>0.021</td>
<td></td>
</tr>
<tr>
<td>95–105</td>
<td>0.178</td>
<td>0.029</td>
<td>0.021</td>
<td></td>
</tr>
<tr>
<td>105–115</td>
<td>0.120</td>
<td>0.033</td>
<td>0.020</td>
<td></td>
</tr>
<tr>
<td>115–125</td>
<td>0.233</td>
<td>0.045</td>
<td>0.024</td>
<td></td>
</tr>
<tr>
<td>125–135</td>
<td>0.360</td>
<td>0.062</td>
<td>0.030</td>
<td></td>
</tr>
<tr>
<td>135–145</td>
<td>0.24</td>
<td>0.054</td>
<td>0.025</td>
<td></td>
</tr>
<tr>
<td>145–160</td>
<td>0.074</td>
<td>0.057</td>
<td>0.023</td>
<td></td>
</tr>
</tbody>
</table>
The $Q$-factor weights have an uncertainty that depend on the dynamic bin width as well as on the goodness of the fit. Specifically, the calculation of the uncertainty of $Q_i$ was done by propagating the uncertainties of the fit parameters, as

$$\sigma_{Q_i} = \sum_{jk} \frac{\partial Q_i}{\partial p_j} \text{Cov}(j,k) \frac{\partial Q_i}{\partial p_k},$$

where $j$ and $k$ run over the number of the fit parameters, $p_i$ are the fit parameters, and $\text{Cov}(i,j)$ is the covariance matrix determined from the fit. The $Q$-factor uncertainties are highly correlated between events in the same kinematic bins due to the method of nearest neighbors. Therefore, the $Q$-factor uncertainties for each kinematic bin add up,

$$\sigma_{\text{fit}} = \sum_i \sigma_{Q_i},$$

where the sum is over the number of events in each $E_\gamma$, $\theta_{\text{c.m.}}$, and $\phi$ bin. Through several studies using the deuteron photodisintegration events, we were able to determine the

<table>
<thead>
<tr>
<th>$E_\gamma$ (GeV)</th>
<th>$\theta_{\text{c.m.}}$ (deg)</th>
<th>$\Sigma$</th>
<th>$\sigma_{\text{stat}}$</th>
<th>$\sigma_{\text{sys}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.7–1.9</td>
<td>25–30</td>
<td>-0.202</td>
<td>0.037</td>
<td>0.025</td>
</tr>
<tr>
<td></td>
<td>30–35</td>
<td>-0.221</td>
<td>0.034</td>
<td>0.025</td>
</tr>
<tr>
<td></td>
<td>35–42.5</td>
<td>-0.236</td>
<td>0.03</td>
<td>0.025</td>
</tr>
<tr>
<td></td>
<td>42.5–50</td>
<td>-0.036</td>
<td>0.033</td>
<td>0.022</td>
</tr>
<tr>
<td></td>
<td>50–57.5</td>
<td>0.109</td>
<td>0.034</td>
<td>0.022</td>
</tr>
<tr>
<td></td>
<td>57.5–65</td>
<td>0.294</td>
<td>0.034</td>
<td>0.027</td>
</tr>
<tr>
<td></td>
<td>65–70</td>
<td>0.362</td>
<td>0.041</td>
<td>0.029</td>
</tr>
<tr>
<td></td>
<td>70–75</td>
<td>0.471</td>
<td>0.040</td>
<td>0.033</td>
</tr>
<tr>
<td></td>
<td>75–80</td>
<td>0.631</td>
<td>0.048</td>
<td>0.040</td>
</tr>
<tr>
<td></td>
<td>80–85</td>
<td>0.566</td>
<td>0.047</td>
<td>0.038</td>
</tr>
<tr>
<td></td>
<td>85–95</td>
<td>0.348</td>
<td>0.035</td>
<td>0.028</td>
</tr>
<tr>
<td></td>
<td>95–105</td>
<td>0.257</td>
<td>0.040</td>
<td>0.026</td>
</tr>
<tr>
<td></td>
<td>105–120</td>
<td>0.184</td>
<td>0.043</td>
<td>0.025</td>
</tr>
<tr>
<td></td>
<td>120–132.5</td>
<td>0.257</td>
<td>0.069</td>
<td>0.030</td>
</tr>
<tr>
<td></td>
<td>132.5–145</td>
<td>0.281</td>
<td>0.057</td>
<td>0.029</td>
</tr>
<tr>
<td></td>
<td>145–160</td>
<td>0.175</td>
<td>0.066</td>
<td>0.028</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$E_\gamma$ (GeV)</th>
<th>$\theta_{\text{c.m.}}$ (deg)</th>
<th>$\Sigma$</th>
<th>$\sigma_{\text{stat}}$</th>
<th>$\sigma_{\text{sys}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.5–1.7</td>
<td>25–30</td>
<td>-0.202</td>
<td>0.037</td>
<td>0.025</td>
</tr>
<tr>
<td></td>
<td>30–35</td>
<td>-0.221</td>
<td>0.034</td>
<td>0.025</td>
</tr>
<tr>
<td></td>
<td>35–42.5</td>
<td>-0.236</td>
<td>0.03</td>
<td>0.025</td>
</tr>
<tr>
<td></td>
<td>42.5–50</td>
<td>-0.036</td>
<td>0.033</td>
<td>0.022</td>
</tr>
<tr>
<td></td>
<td>50–57.5</td>
<td>0.109</td>
<td>0.034</td>
<td>0.022</td>
</tr>
<tr>
<td></td>
<td>57.5–65</td>
<td>0.294</td>
<td>0.034</td>
<td>0.027</td>
</tr>
<tr>
<td></td>
<td>65–70</td>
<td>0.362</td>
<td>0.041</td>
<td>0.029</td>
</tr>
<tr>
<td></td>
<td>70–75</td>
<td>0.471</td>
<td>0.040</td>
<td>0.033</td>
</tr>
<tr>
<td></td>
<td>75–80</td>
<td>0.631</td>
<td>0.048</td>
<td>0.040</td>
</tr>
<tr>
<td></td>
<td>80–85</td>
<td>0.566</td>
<td>0.047</td>
<td>0.038</td>
</tr>
<tr>
<td></td>
<td>85–95</td>
<td>0.348</td>
<td>0.035</td>
<td>0.028</td>
</tr>
<tr>
<td></td>
<td>95–105</td>
<td>0.257</td>
<td>0.040</td>
<td>0.026</td>
</tr>
<tr>
<td></td>
<td>105–120</td>
<td>0.184</td>
<td>0.043</td>
<td>0.025</td>
</tr>
<tr>
<td></td>
<td>120–132.5</td>
<td>0.257</td>
<td>0.069</td>
<td>0.030</td>
</tr>
<tr>
<td></td>
<td>132.5–145</td>
<td>0.281</td>
<td>0.057</td>
<td>0.029</td>
</tr>
<tr>
<td></td>
<td>145–160</td>
<td>0.175</td>
<td>0.066</td>
<td>0.028</td>
</tr>
</tbody>
</table>

On average, this corresponds to an uncertainty of 0.02. More details on the determination of this uncertainty can be found in Ref. [72].

VII. RESULTS AND DISCUSSION

Using the data from g13b, the beam-spin asymmetry was determined for incident photon energies from $E_\gamma = 1.1$ to $E_\gamma = 2.3$ GeV and proton angles between $\theta_{\text{c.m.}} = 25^\circ$ and $\theta_{\text{c.m.}} = 160^\circ$ (see Tables III–VIII). In the following sections we report the energy and angular dependence of the beam-spin asymmetry and associated uncertainties, which were determined as outlined in the previous sections.

A. Energy distributions

Figure 13 shows our $\theta_{\text{c.m.}} = 90^\circ$ data for $\Sigma$ compared to the available data from Yerevan and to the model predictions from QGSM and HRM. The precise CLAS data are in good agreement with the published Yerevan data and increase the kinematic coverage up to photon energies of 2.3 GeV. The linear energy dependence predicted by the QGSM is not confirmed by the data: the model predicts larger asymmetries than the data at lower photon energies and lower values than the data at higher photon energies. The updated HRM reproduces the general shape of the energy dependence. Especially, it describes the increase to higher asymmetries observed in the data at higher photon energies. The updated HRM is in good agreement with the published Yerevan data and increase the kinematic coverage up to photon energies of 2.3 GeV.

TABLE VII. List of results for the $E_\gamma = 1.9–2.1$ GeV bin along with the statistical and systematic uncertainties.

<table>
<thead>
<tr>
<th>$E_\gamma$ (GeV)</th>
<th>$\theta_{\text{c.m.}}$ (deg)</th>
<th>$\Sigma$</th>
<th>$\sigma_{\text{stat}}$</th>
<th>$\sigma_{\text{sys}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.9–2.1</td>
<td>25–37.5</td>
<td>-0.148</td>
<td>0.057</td>
<td>0.053</td>
</tr>
<tr>
<td></td>
<td>37.5–50</td>
<td>-0.050</td>
<td>0.063</td>
<td>0.053</td>
</tr>
<tr>
<td></td>
<td>50–62.5</td>
<td>0.174</td>
<td>0.065</td>
<td>0.053</td>
</tr>
</tbody>
</table>

systematic uncertainty of the beam-spin asymmetry, which is due to the uncertainty of the $Q$-factor value, as a function of the statistical uncertainty of $\Sigma$, $\sigma_{\text{stat}}$.

$$\sigma_{Q} = 0.0093 + 0.176\sigma_{\text{stat}}.$$  

(23)
amplitude. However, the model underpredicts the values of the asymmetries over the entire energy range.

Figure 14 shows the energy dependence of $\Sigma$ for four different proton center-of-mass angles. The width of the photon-energy bin is kept constant at 200 MeV, whereas the width of the angular bins varies in an attempt to have similar statistical uncertainties. The results indicate positive asymmetries for angles larger than 50° and negative asymmetries for forward-going protons. The $\theta_{c.m.} = 90^\circ$ result displays the largest asymmetry and suggests a local maximum at $E_\gamma = 2.0$ GeV.

B. Angular distributions

Figure 15 shows the angular dependence of $\Sigma$ for the six photon-energy bins (200-MeV wide) between $E_\gamma = 1.1$ and $E_\gamma = 2.3$ GeV, as well as the QGSM and HRM predictions. The width of the angular bin varies in an attempt to have constant statistical uncertainties. The results indicate that the beam-spin asymmetry has a local minimum at $\theta_{c.m.} = 90^\circ$ for the lowest photon-energy bins. This minimum evolves to a maximum for the higher photon-energy bins. The data exhibit, especially at the three lower energies, complex structures. At small angles the observable is negative, but increases with the production angle and reaches a positive maximum below $\theta_{c.m.} = 90^\circ$. Then, it decreases to a positive minimum shortly above $\theta_{c.m.} = 90^\circ$, and reaches a second maximum at large angles. As the photon energy increases, the position of the first maximum shifts towards $\theta_{c.m.} = 90^\circ$, while the magnitude of the second maximum, observed at large angles, continuously decreases and $\Sigma$ becomes negative at large angles for $E_\gamma$ above 1.7 GeV. While the QGSM model predicts similarly complex angular distributions, there are significant differences between the data and the model. The latter predicts positive $\Sigma$ at all energies and angles, while data show that in some bins $\Sigma$ is negative. The positive maximum at small angles in the model is not confirmed by the data. The positive maximum at large angles is confirmed only by the lowest-energy data, but at a different angle.

The QGSM seems to predict well the maxima at $\theta_{c.m.} = 90^\circ$, observed in the higher photon energy data. The discrepancies between the data and the QGSM may be due to resonance...
FIG. 15. (Color online) Beam-spin asymmetry as a function of the proton center-of-mass angle, $\theta_{\text{c.m.}}$. Each panel (a)–(f) indicates the results for the different photon-energy bins between 1.1 and 2.3 GeV. The solid and dash-dotted lines are the QGSM [53] and HRM [54,55] predictions, respectively. The blue (gray) bands indicate the systematic uncertainties of the present CLAS measurements.

contributions to the reaction dynamics, which are not well described in the model. The HRM model is expected to be valid only for $\theta_{\text{c.m.}} = 90^\circ$ angles, where both $t_N$ and $u_N$ are large. Nevertheless, predictions of the HRM model are shown to demonstrate the kinematics where the data exclude applicability of the model.

C. Conclusions

The work presented here increases significantly the kinematical coverage and precision of the available data for the beam-spin asymmetry, $\Sigma$, of the reaction $\gamma d \to pn$. State-of-the-art models have limited success in reproducing the details of the data. The fact that the models capture only some of the most general features of the data suggests that improvements are needed in the details of the reaction dynamics. For example, a better phenomenological input to the HRM for the spin dependence of the elementary $pn$ amplitudes could bring the calculation closer to the data. Alternatively, the comparison at $\theta_{\text{c.m.}} = 90^\circ$ may suggest that the energy range of our data are below the full applicability of the model. The CLAS data provide stringent constraints that can be used in the development of the existing models or even aid in the development of new phenomenological approaches that attempt to describe the underlying dynamics in the transition region from hadronic to partonic degrees of freedom.
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