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\textbf{ABSTRACT}
A reaction–diffusion model with logistic type growth, nonlocal delay effect and Dirichlet boundary condition is considered, and combined effect of the time delay and nonlocal spatial dispersal provides a more realistic way of modeling the complex spatiotemporal behavior. The stability of the positive spatially nonhomogeneous positive equilibrium and associated Hopf bifurcation are investigated for the case of near equilibrium bifurcation point and the case of spatially homogeneous dispersal kernel.
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1. Introduction

Partial functional-differential equations have been proposed as mathematical models for various biological phenomena by many researchers in recent years. And the theory of partial functional-differential equations and related bifurcation theory have been developed to analyze various mathematical questions arisen from models of population biology, biochemical reactions, neural conduction and other applications [8,22,27,33,40].

For the models with a single population, the global stability and the Hopf bifurcation of the diffusive Nicholson’s blowflies equation have been investigated by many researchers (see Refs. [34,35,37,42,44]). Another prototypical delayed reaction–diffusion equation is the diffusive Hutchinson equation (or diffusive logistic equation with delay effect) following the pioneering work of Hutchinson [25]. For the Neumann boundary value problem, the diffusive Hutchinson equation has been considered in [29,43], and they considered the stability and related Hopf bifurcation from the homogeneous...
equilibrium. Busenberg and Huang [4] studied the Hopf bifurcation of the diffusive logistic equation with delay effect and Dirichlet boundary condition proposed in Green and Stech [21]:

\[
\begin{cases}
\frac{\partial u(x,t)}{\partial t} = d\Delta u(x,t) + \lambda u(x,t)\left(1 - u(x,t - \tau)\right), & x \in \Omega, \ t > 0, \\
u(x,t) = 0, & x \in \partial \Omega, \ t > 0.
\end{cases}
\] (1.1)

For a one-dimensional spatial domain \( \Omega = (0, \pi) \), they showed that when \( \lambda > d \) but close to \( d \), the unique spatially nonhomogeneous positive equilibrium loses the stability for a large delay \( \tau \) and a Hopf bifurcation occurs so that the system exhibits oscillatory pattern. Su, Wei and Shi [36] studied the Hopf bifurcation of a delayed reaction–diffusion population model with more general growth rate per capita, which generalized the work of [4], and see also Yan and Li [41] for the higher-dimensional case.

It has been pointed out by several authors that, in a reaction–diffusion model with time-delay effect, the effects of diffusion and time delays are not independent of each other, and the individuals which were at location \( x \) at previous times may not be at the same point in space presently. Hence the localized density-dependent growth rate per capita \( 1 - u(x,t - \tau) \) in (1.1) is not realistic. Instead, following the approach in [3,18–20], it is more reasonable to consider the diffusive logistic population model with nonlocal delay effect as follows:

\[
\begin{cases}
\frac{\partial u(x,t)}{\partial t} = d\Delta u(x,t) + \lambda u(x,t)\left(1 - \int_{\Omega} K(x, y)u(y, t - \tau) \, dy\right), & x \in \Omega, \ t > 0, \\
u(x,t) = 0, & x \in \partial \Omega, \ t > 0,
\end{cases}
\] (1.2)

where \( u(x,t) \) is the population density at time \( t \) and location \( x \), \( d > 0 \) is the diffusion coefficient, \( \tau > 0 \) is the time delay representing the maturation time, and \( \lambda > 0 \) is a scaling constant; \( \Omega \) is a connected bounded open domain in \( \mathbb{R}^n \) (\( n \geq 1 \)), with a smooth boundary \( \partial \Omega \), and Dirichlet boundary condition is imposed so the exterior environment is hostile; \( K(x, y) \) is a kernel function which describes the dispersal behavior of the population. The nonlocal growth rate per capita in (1.2) incorporates the possible dispersal of the individuals during the maturation period, hence it is a more realistic model than (1.1).

We consider Eq. (1.2) with the following initial condition:

\[
u(x,s) = \eta(x,s), \quad x \in \Omega, \ t \in [-\tau, 0],
\] (1.3)

where \( \eta \in C := C([-\tau, 0], Y) \) and \( Y = L^2(\Omega) \). Then from [24,30], the operator \( d\Delta \) generates an analytic strongly positive semigroup \( T(t) \) on \( Y \) with the domain \( \mathcal{D}(d\Delta) = H^2(\Omega) \cap H^1_0(\Omega) \). Throughout the paper, we impose the following assumption on the dispersal kernel function \( K(x, y) \):

(A) The kernel function \( K(x, y) \) is a continuous and nonnegative function on \( \overline{\Omega} \times \overline{\Omega} \), and the linear Fredholm integral operator

\[ L(\phi(x)) := \int_{\Omega} K(x, y)\phi(y) \, dy \]

is strictly positive on \( C_+(\overline{\Omega}) \), which is the space of positive continuous functions, in the sense that

\[ L(C_+(\overline{\Omega}) \setminus \{0\}) \subset C_+(\overline{\Omega}) \setminus \{0\}. \]
Define $F : C \rightarrow Y$ by

$$F(\phi)(x) = \lambda \phi(0) \left( 1 - \int_{\Omega} K(x, y) \phi(-\tau)(y) \, dy \right), \quad (1.4)$$

then $F$ is locally Lipschitz continuous. Therefore, from [24,40], for each $\phi \in C$, there exists a maximum $t_\phi > 0$ such that

$$\begin{cases}
  u(t) = T(t)\phi(0) + \int_0^t T(t-s)F(u_s) \, ds, \quad t > 0, \\
  u(0) = \phi,
\end{cases} \quad (1.5)$$

has a unique solution $u^\phi(t)$ which exists on $[-\tau, t_\phi)$ and $u^\phi(t)$ is a classical solution of (1.2) for $t > \tau$. This shows the local existence of the solutions to (1.2).

Define by $\lambda_\ast$ the principal eigenvalue of the following eigenvalue problem

$$\begin{cases}
  -d\Delta u(x) = \lambda u(x), & x \in \Omega, \\
  u(x) = 0, & x \in \partial\Omega,
\end{cases} \quad (1.6)$$

and let $\phi$ be the corresponding eigenfunction of $\lambda_\ast$ such that $\phi(x) > 0$. Our main results in this paper is in the spirit of [4,36] for the local growth rate case: for a general bounded domain $\Omega$, there exists a $\lambda_\ast$ satisfying $0 < \lambda_\ast - \lambda_* \ll 1$, such that for any $\lambda \in (\lambda_\ast, \lambda_\ast^*)$, Eq. (1.2) has a positive spatially nonhomogeneous equilibrium solution $u_\lambda$, and there exists a $\tau_0(\lambda) > 0$ such that $u_\lambda$ is locally asymptotically stable when $\tau \in [0, \tau_0(\lambda))$ and it is unstable when $\tau > \tau_0(\lambda)$. Moreover, there exists a sequence of values $(\tau_0(\lambda))_{n=0}^\infty$, such that for Eq. (1.2), a Hopf bifurcation occurs at $\tau = \tau_0(\lambda)$ from the positive equilibrium $u_\lambda$. On the other hand, for a special case that the kernel function $K(x, y) \equiv 1$ and $\Omega = (0, \pi)$ (for convenience), we show that the above stability/instability result and Hopf bifurcation can be proved for any $\lambda > \lambda_\ast$, not just when $0 < \lambda - \lambda_* \ll 1$. For the original diffusive Hutchinson equation (1.1), it was conjectured and showed by numerical simulation that such stability/instability result and Hopf bifurcation indeed occur for all $\lambda > \lambda_\ast$. Our result here for the case $K(x, y) \equiv 1$ further verifies this conjecture. We conjecture that such results hold for all kernels satisfying the assumption (A) and general bounded domain $\Omega$.

It is known that nonzero equilibrium and periodic solutions in a Dirichlet boundary value problem are all spatially nonhomogeneous [21,24], hence it usually poses more difficulties for the stability and bifurcation analysis. Nonlocal delay effect brings some more technical hurdles as the resulting linearized equation is not self-adjoint when the delay $\tau \neq 0$, and some a priori estimates for the nonlocal equations are also considerably harder. Here we further develop the methods in [4,36,41] to overcome these difficulties. On the other hand, for the special case $K(x, y) \equiv 1$, we find that although the equilibrium and periodic solutions are both spatially nonhomogeneous, but they can be explicitly solved, which makes it possible to consider the stability and bifurcation for all $\lambda > \lambda_\ast$. Indeed in this case, we find that the periodic solutions could have a fixed spatial profile with a temporal oscillation (see the remark at the end of Section 3).

The traveling wave solutions for an equation in form of Eq. (1.2) have been considered in many papers, for example, [1,2,9,17,39] and the references therein. On the other hand, spatiotemporal pattern formation for the nonlocal Fisher–KPP type equation (again without delay effect) has been studied in [15,16,26,28]. It is shown in [5] that a Hopf bifurcation can occur for a reaction–diffusion equation with a nonlinear and nonlocal boundary condition. But there are very few stability/bifurcation results for the emergence of spatially nonhomogeneous time-periodic patterns for reaction–diffusion model with combined nonlocal and delay effect.

The rest of the paper is organized as follows. In Section 2, we study the stability/instability of the positive spatially nonhomogeneous equilibrium solution and the associated Hopf bifurcation of
Eq. (1.2) when \( \lambda > \lambda_* \) and is close to \( \lambda_* \). In Section 3, we consider the case of \( K(x, y) \equiv 1 \) and spatial dimension \( n = 1 \) but for any \( \lambda > \lambda_* \); and we consider the direction of Hopf bifurcation and the stability of the bifurcating periodic orbits in Section 4. Some numerical simulations are given at the end.

Throughout the paper, we denote the spaces \( X = H^2(\Omega) \cap H^1_0(\Omega) \), \( Y = L^2(\Omega) \), \( C = C([-\tau, 0], Y) \), and \( C = C([-1, 0], Y) \). For any subspace \( Z \) of \( X \), \( Y \), \( C \) or \( C \), we also define the complexification of \( Z \) to be \( Z_C = \mathbb{C} \otimes Z = \{ x_1 + ix_2 \mid x_1, x_2 \in Z \} \). For a linear operator \( L : Z_1 \to Z_2 \), we denote the domain of \( L \) by \( \mathcal{D}(L) \) and the range of \( L \) by \( \mathcal{R}(L) \). For the complex-valued Hilbert space \( Y_C \), we use the standard inner product \( \langle u, v \rangle = \int_\Omega u(x)v(x)dx \).

2. Nonlocal equation with general kernel function

2.1. Existence of positive equilibrium

In this subsection we consider the existence of the positive equilibrium solutions of Eq. (1.2), which satisfy the following equation:

\[
\begin{aligned}
\begin{cases}
\frac{d}{\Delta}u(x) + \lambda u(x)
\left( 1 - \int_\Omega K(x, y)u(y)dy \right) = 0, \\
u(x) = 0
\end{cases}
\end{aligned}
\tag{2.1}
\]

It is well known that we have the following decompositions:

\[
X = \mathcal{N}(d\Delta + \lambda_* \lambda) \oplus X_1,
\]

\[
Y = \mathcal{N}(d\Delta + \lambda_* \lambda) \oplus Y_1,
\]

where

\[
\mathcal{N}(d\Delta + \lambda_* \lambda) = \text{span}\{\phi\},
\]

\[
X_1 = \left\{ y \in X : \int_\Omega \phi(x)y(x)dx = 0 \right\},
\]

and

\[
Y_1 = \mathcal{R}(d\Delta + \lambda_* \lambda) = \left\{ y \in Y : \int_\Omega \phi(x)y(x)dx = 0 \right\}.
\]

Then we have the following result on the existence of the positive equilibrium solutions of Eq. (1.2).

**Theorem 2.1.** There exist \( \lambda^* > \lambda_* \) and a continuously differential mapping \( \lambda \mapsto (\xi_\lambda, \alpha_\lambda) \) from \([\lambda_*, \lambda^*]\) to \( X_1 \times \mathbb{R}^+ \) so Eq. (1.2) has an equilibrium solution

\[
u_\lambda = \alpha_\lambda(\lambda - \lambda_*)\left[ \phi + (\lambda - \lambda_*), \xi_\lambda \right], \quad \lambda \in [\lambda_*, \lambda^*],
\]

where

\[
\alpha_{\lambda_*} = \frac{\int_\Omega \phi^2(x)dx}{\lambda_* \int_\Omega \int_\Omega K(x, y)\phi^2(x)\phi(y)dydx},
\]

\[\tag{2.3}\]

\[\tag{2.3}\]
and $\xi_{\lambda_*} \in X_1$ is the unique solution of the equation

$$(d \Delta + \lambda_*)\xi + \phi \left(1 - \lambda_* \alpha_{\lambda_*} \int_{\Omega} K(\cdot, y) \phi(y) \, dy\right) = 0. \tag{2.4}$$

**Proof.** Since the kernel function $K(x, y)$ satisfies the assumption (A), then

$$\int_{\Omega} \int_{\Omega} K(x, y) \phi^2(x) \phi(y) \, dy \, dx > 0, \tag{2.5}$$

and $\alpha_{\lambda_*}$ is well defined. Because $d \Delta + \lambda_*$ is bijective from $X_1$ to $\mathbb{R}(d \Delta + \lambda_*)$, we also have $\xi_{\lambda_*}$ is well defined. Define $m : X_1 \times \mathbb{R} \times \mathbb{R} \rightarrow Y$ by

$$m(\xi, \alpha, \lambda) = (d \Delta + \lambda_*)\xi + \phi + (\lambda - \lambda_*)\xi - \lambda \left[\phi + (\lambda - \lambda_*)\xi\right] m_1(\xi, \alpha, \lambda),$$

where

$$m_1(\xi, \alpha, \lambda) = \alpha \int_{\Omega} K(\cdot, y) \left[\phi(y) + (\lambda - \lambda_*)\xi(y)\right] \, dy. \tag{2.6}$$

From Eqs. (2.3) and (2.4), we see that $m(\xi_{\lambda_*}, \alpha_{\lambda_*}, \lambda_*) = 0$, and

$$D_{(\xi, \alpha)} m(\xi_{\lambda_*}, \alpha_{\lambda_*}, \lambda_*)[\eta, \epsilon] = (d \Delta + \lambda_*) \eta - \lambda \epsilon \phi \int_{\Omega} K(\cdot, y) \phi(y) \, dy.$$

Here $D_{(\xi, \alpha)} m(\xi_{\lambda_*}, \alpha_{\lambda_*}, \lambda_*)[\eta, \epsilon]$ is the Fréchet derivative of $m$ with respect to $(\xi, \alpha)$. From Eq. (2.5) we have

$$\phi \int_{\Omega} K(\cdot, y) \phi(y) \, dy \notin \mathcal{R}(d \Delta + \lambda_*).$$

So $D_{(\xi, \alpha)} m(\xi_{\lambda_*}, \alpha_{\lambda_*}, \lambda_*)$ is bijective from $X_1 \times \mathbb{R}$ to $Y$. Then from the implicit function theorem, there exist a $\lambda^* > \lambda_*$ and a continuously differentiable mapping $\lambda \mapsto (\xi_{\lambda}, \alpha_{\lambda}) \in X_1 \times \mathbb{R}^+$ such that

$$m(\xi_{\lambda}, \alpha_{\lambda}, \lambda) = 0, \quad \lambda \in [\lambda_*, \lambda^*].$$

Hence $\alpha_{\lambda}(\lambda - \lambda_*)[\phi + (\lambda - \lambda_*)\xi_{\lambda}] \in X$ solves Eq. (2.1). \qed

**Remark 2.2.** The existence of positive equilibrium solutions near $(\lambda, u) = (\lambda_*, 0)$ can also be obtained by using the “bifurcation from simple eigenvalue theorem” of Crandall and Rabinowitz [6]. Moreover one can apply the global bifurcation theorem in Rabinowitz [31] to show that the curve $\{(\lambda, u_{\lambda_*}) : \lambda \in (\lambda_*, \lambda^*)\}$ belongs to a global continuum which is unbounded in $\mathbb{R} \times X^+$, where $X^+$ is the positive cone in $X$. 


2.2. Eigenvalue problems

Let \( \lambda \in (\lambda_*, \lambda^*) \), and let \( u_1 \) be the positive equilibrium solution of Eq. (1.2) obtained in Theorem 2.1. In the following, we will always assume \( \lambda \in (\lambda_*, \lambda^*) \) unless otherwise specified, and \( 0 < \lambda^* - \lambda_* \ll 1 \). But the value of \( \lambda^* \) may be chosen smaller than the one in Theorem 2.1 when further perturbation arguments are used. Linearizing system (1.2) at \( u_\lambda \), we have

\[
\begin{aligned}
\frac{\partial v(x, t)}{\partial t} &= d \Delta v(x, t) + \lambda v(x, t) \left(1 - \int_\Omega K(x, y)u_\lambda(y) \, dy\right) \\
&\quad - \lambda u_\lambda(x) \int_\Omega K(x, y)v(y, t - \tau) \, dy, \quad x \in \Omega, \ t > 0, \\
v(x, t) &= 0, \quad x \in \partial \Omega, \ t > 0.
\end{aligned}
\] (2.7)

Define a linear operator \( A(\lambda) : \mathcal{D}(A(\lambda)) \to Y \) by

\[
A(\lambda) = d \Delta + \lambda \left(1 - \int_\Omega K(\cdot, y)u_\lambda(y) \, dy\right),
\]

with domain \( \mathcal{D}(A(\lambda)) = X \), then \( A(\lambda) \) is the infinitesimal generator of a compact \( C_0 \)-semigroup [30]. From [40], the semigroup induced by the solutions of Eq. (2.7) has the infinitesimal generator \( A_\tau(\lambda) \) given by

\[
A_\tau(\lambda) \psi = \dot{\psi},
\] (2.8)

where

\[
\mathcal{D}(A_\tau(\lambda)) = \left\{ \psi \in C_\mathcal{C} \cap C_1^\mathcal{C}: \psi(0) \in X_\mathcal{C}, \ \dot{\psi}(0) = A(\lambda)\psi(0) - \lambda u_\lambda \int_\Omega K(\cdot, y)\psi(y, -\tau)(y) \, dy \right\},
\]

and \( C_1^\mathcal{C} = C^1([-\tau, 0], Y_\mathcal{C}) \). The spectral set of \( A_\tau(\lambda) \) is

\[
\sigma(A_\tau(\lambda)) = \{ \mu \in \mathbb{C}: \Delta(\lambda, \mu, \tau)\psi = 0, \ \text{for some } \psi \in X_\mathcal{C} \setminus \{0\} \},
\]

where

\[
\Delta(\lambda, \mu, \tau)\psi := A(\lambda)\psi - \lambda u_\lambda \int_\Omega K(\cdot, y)\psi(y) \, dy e^{-\mu \tau} - \mu \psi.
\] (2.9)

Then \( A_\tau(\lambda) \) has a purely imaginary eigenvalue \( \mu = i\nu \ (\nu \neq 0) \) for some \( \tau \geq 0 \) if and only if

\[
A(\lambda)\psi - \lambda u_\lambda \int_\Omega K(\cdot, y)\psi(y) \, dy e^{-i\theta} - i\nu \psi = 0, \quad \psi(\neq 0) \in X_\mathcal{C},
\] (2.10)

is solvable for some value of \( \nu > 0 \) and \( \theta \in [0, 2\pi) \). So if there exists a pair \( (\nu, \theta) \) such that Eq. (2.10) has a solution \( \psi \), then

\[
\Delta(\lambda, i\nu, \tau_n)\psi = 0, \quad \tau_n = \frac{\theta + 2n\pi}{\nu}, \quad n = 0, 1, 2, \ldots.
\]
Next we shall show that, for \( \lambda \in (\lambda_*, \lambda^*) \), there exists a unique pair \((\nu, \theta)\) which solves Eq. (2.10). First we give two lemmas which will be used later.

**Lemma 2.3.** If \( z \in X_C \) and \( \langle \phi, z \rangle = 0 \), then \(|(d\Delta + \lambda_*)z, z| \geq (\lambda_2 - \lambda_*)\|z\|_{Y_C}^2\). where \( \lambda_2 \) is the second eigenvalue of (1.6).

This is similar to Lemma 2.3 of [4] and we omit its proof here.

**Lemma 2.4.** If \((\nu, \theta, \psi)\) solves Eq. (2.10) with \( \psi(\neq 0) \in X_C\), then \( \frac{\nu}{\lambda - \lambda_*} \) is bounded for \( \lambda \in (\lambda_*, \lambda^*) \).

**Proof.** We see that if \((\nu, \theta, \psi)\) solves Eq. (2.10) with \( \psi(\neq 0) \in X_C\), then

\[
\left\langle A(\lambda)\psi - \lambda u_{\lambda} \int_{\Omega} K(\cdot, y)\psi(y) \, dy \, e^{-i\theta} - i\nu \psi, \psi \right\rangle = 0, \tag{2.11}
\]

and for some \( \theta_1 \in [0, 2\pi) \),

\[
\left\langle \lambda u_{\lambda} \int_{\Omega} K(\cdot, y)\psi(y) \, dy, \psi \right\rangle = \left| \left\langle \lambda u_{\lambda} \int_{\Omega} K(\cdot, y)\psi(y) \, dy, \psi \right\rangle \right| e^{i\theta_1}.
\]

Since \( A(\lambda) \) is self-adjoint, then separating the real and imaginary parts of Eq. (2.11), we have

\[
\nu(\psi, \psi) = -\lambda \sin(\theta + \theta_1) \left| \left\langle u_{\lambda} \int_{\Omega} K(\cdot, y)\psi(y) \, dy, \psi \right\rangle \right|.
\]

Then

\[
\frac{|v|}{\lambda - \lambda_*} \leq \lambda_0 \left[ \sin(\theta + \theta_1) \left( \|\phi\|_{\infty} + (\lambda - \lambda_*) \|\xi_{\lambda}\|_{\infty} \right) \max_{\Omega \times \Omega} K(x, y) \|\psi\|_{L^1(\Omega)}^2 / \|\psi\|_{Y_C}^2 \right]
\leq \lambda_0 \left[ (\|\phi\|_{\infty} + (\lambda - \lambda_*) \|\xi_{\lambda}\|_{\infty}) \right] \max_{\Omega \times \Omega} K(x, y) |\Omega|.
\]

From the continuity of mapping \( \lambda \mapsto (\|\xi_{\lambda}\|_{\infty}, \alpha_{\lambda}) \), we have the conclusion. \( \square \)

Now, for \( \lambda \in (\lambda_*, \lambda^*) \), suppose that \((\nu, \theta, \psi)\) is a solution of Eq. (2.10) with \( \psi(\neq 0) \in X_C\). Ignoring a scalar factor, we see that \( \psi \) can be represented as

\[
\psi = \beta \phi + (\lambda - \lambda_*)z, \quad \langle \phi, z \rangle = 0, \quad \beta \geq 0,
\]

\[
\|\psi\|_{Y_C}^2 = \beta^2 \phi \|\phi\|_{Y_C}^2 + (\lambda - \lambda_*)^2 \|z\|_{Y_C}^2 = \|\phi\|_{Y_C}^2. \tag{2.12}
\]

Substituting (2.2), (2.12) and \( v = (\lambda - \lambda_*)h \) into Eq. (2.10), we obtain the following system equivalent to Eq. (2.10):

\[
g_1(z, \beta, h, \theta, \lambda) := (d\Delta + \lambda_*)z + \left[ \beta \phi + (\lambda - \lambda_*)z \right] \left( 1 - \lambda m_{\lambda}(\xi_{\lambda}, \alpha_{\lambda}, \lambda) - ih \right)
- \lambda \alpha_{\lambda} \left[ \phi + (\lambda - \lambda_*)\xi_{\lambda} \right] \int_{\Omega} K(\cdot, y) \left[ \beta \phi(y) + (\lambda - \lambda_*)z(y) \right] dy \, e^{-i\theta},
\]

\[
g_2(z, \beta, h, \theta, \lambda) := \left( d\Delta + \lambda_* \right)z + \left( \beta \phi + (\lambda - \lambda_*)z \right) \left( 1 - \lambda m_{\lambda}(\xi_{\lambda}, \alpha_{\lambda}, \lambda) - ih \right)
- \lambda \alpha_{\lambda} \left[ \phi + (\lambda - \lambda_*)\xi_{\lambda} \right] \int_{\Omega} K(\cdot, y) \left[ \beta \phi(y) + (\lambda - \lambda_*)z(y) \right] dy \, e^{-i\theta},
\]

\[
g_3(z, \beta, h, \theta, \lambda) := \left( d\Delta + \lambda_\ast \right)z + \left[ \beta \phi + (\lambda - \lambda_\ast)z \right] \left( 1 - \lambda m_{\lambda}(\xi_{\lambda}, \alpha_{\lambda}, \lambda) - ih \right)
- \lambda \alpha_{\lambda} \left[ \phi + (\lambda - \lambda_\ast)\xi_{\lambda} \right] \int_{\Omega} K(\cdot, y) \left[ \beta \phi(y) + (\lambda - \lambda_\ast)z(y) \right] dy \, e^{-i\theta},
\]

\[
g_4(z, \beta, h, \theta, \lambda) := \left( d\Delta + \lambda_\ast \right)z + \left[ \beta \phi + (\lambda - \lambda_\ast)z \right] \left( 1 - \lambda m_{\lambda}(\xi_{\lambda}, \alpha_{\lambda}, \lambda) - ih \right)
- \lambda \alpha_{\lambda} \left[ \phi + (\lambda - \lambda_\ast)\xi_{\lambda} \right] \int_{\Omega} K(\cdot, y) \left[ \beta \phi(y) + (\lambda - \lambda_\ast)z(y) \right] dy \, e^{-i\theta}.
\]
where $m_1(\xi, \alpha, \lambda)$ is defined in (2.6). We define $G : (X_1)_C \times \mathbb{R}^3 \times \mathbb{R} \rightarrow Y_C \times \mathbb{R}$ by $G = (g_1, g_2)$ and note that

$$
G(z_{\lambda_*}, \beta_{\lambda_*}, h_{\lambda_*}, \theta_{\lambda_*}, \lambda_*) = 0,
$$

where

$$
z_{\lambda_*} = (1 - i)\xi_{\lambda_*}, \quad \beta_{\lambda_*} = 1, \quad h_{\lambda_*} = 1, \quad \theta_{\lambda_*} = \frac{\pi}{2},
$$

and $\xi_{\lambda_*}$ is defined as in Theorem 2.1. Then we have the following result on the solvability of $G = 0$.

**Theorem 2.5.** There exists a continuously differentiable mapping $\lambda \mapsto (z_{\lambda}, \beta_{\lambda}, h_{\lambda}, \theta_{\lambda})$ from $[\lambda_*, \lambda^*]$ to $X_C \times \mathbb{R}^3$ such that $G(z_{\lambda}, \beta_{\lambda}, h_{\lambda}, \theta_{\lambda}, \lambda) = 0$. Moreover, if $\lambda \in (\lambda_*, \lambda^*)$, and $(z^\lambda, \beta^\lambda, h^\lambda, \theta^\lambda, \lambda)$ solves the equation $G = 0$ with $h^\lambda > 0$, and $\theta^\lambda \in (0, 2\pi)$, then $(z^\lambda, \beta^\lambda, h^\lambda, \theta^\lambda) = (z_{\lambda}, \beta_{\lambda}, h_{\lambda}, \theta_{\lambda})$.

**Proof.** Let $T = (T_1, T_2) : (X_1)_C \times \mathbb{R}^3 \rightarrow Y_C \times \mathbb{R}$ be defined by

$$
T = D(z, \beta, h, \theta)G(z_{\lambda_*}, \beta_{\lambda_*}, h_{\lambda_*}, \theta_{\lambda_*}, \lambda_*).
$$

Thus, we have

$$
T_1(\chi, \kappa, \epsilon, \vartheta) = (d\Delta + \lambda_*)\chi - i\epsilon \phi + \lambda_* \theta \alpha_{\lambda_*} \phi \int_{\Omega} K(\cdot, y)\phi(y) dy
$$

$$
+ \kappa(1 - i)\phi \left(1 - \lambda_* \alpha_{\lambda_*} \int_{\Omega} K(\cdot, y)\phi(y) dy \right),
$$

$$
T_2(\kappa) = 2\kappa \|\phi\|^2_{Y_C}.
$$

Since $\alpha_{\lambda_*}$ is defined as in Eq. (2.3), then $T$ is bijective from $(X_1)_C \times \mathbb{R}^3$ to $Y_C \times \mathbb{R}$. Then from the implicit function theorem, we see that there exists a continuously differentiable mapping $\lambda \mapsto (z_\lambda, \beta_\lambda, h_\lambda, \theta_\lambda)$ from $[\lambda_*, \lambda^*]$ to $X_C \times \mathbb{R}^3$ such that $G(z_\lambda, \beta_\lambda, h_\lambda, \theta_\lambda, \lambda) = 0$. Hence the existence is proved, and it remains to prove the uniqueness. From the implicit function theorem, we need to verify that if $G(z^\lambda, \beta^\lambda, h^\lambda, \theta^\lambda, \lambda) = 0$, $h^\lambda > 0$ and $\theta^\lambda \in (0, 2\pi)$, then

$$
(z^\lambda, \beta^\lambda, h^\lambda, \theta^\lambda) \rightarrow (z_{\lambda_*}, \beta_{\lambda_*}, h_{\lambda_*}, \theta_{\lambda_*}) = \left((1 - i)\xi_{\lambda_*}, 1, 1, \frac{\pi}{2}\right)
$$

as $\lambda \rightarrow \lambda_*$ in the norm of $X_C \times \mathbb{R}^3$. From Lemma 2.4 and Eq. (2.13), we see that $\{h^\lambda\}, \{\beta^\lambda\}$ and $\{\theta^\lambda\}$ are bounded. From Lemma 2.3 and the first equation of Eq. (2.13), we have

$$
\|z^\lambda\|^2_{Y_C} \leq \frac{1}{\lambda_2 - \lambda_*} \left|\left(1 - \lambda m_1(\alpha_{\lambda_*}, \xi_{\lambda_*}, \lambda) - i\Delta h^\lambda\right)\left[\beta^\lambda \phi + (\lambda - \lambda_*) z^\lambda, z^\lambda\right]\right|
$$

$$
+ \left|\lambda \alpha_{\lambda_*} \left[\phi + (\lambda - \lambda_*) \xi_{\lambda_*}\right] \int_{\Omega} K(x, y) \left[\beta^\lambda \phi + (\lambda - \lambda_*) z^\lambda\right], z^\lambda\right|.
$$
The boundedness of \{h^k\}, \{\alpha_k\} and \{\xi_k\} implies that there exists \( M > 0 \) such that \( \|1 - \lambda m_1(\alpha_k, \xi_k, \lambda) - ih^k\|_\infty \leq M \), and

\[
\|\lambda \alpha_k \left[ \phi + (\lambda - \lambda_k) \xi_k \right] \|_\infty \max_{\Omega \times \Omega} K(x, y) \leq M
\]

for \( \lambda \in [\lambda_+, \lambda^*] \). Thus we have

\[
\|z^\lambda\|^2_{Y_C} \leq \frac{M|\beta^\lambda|}{\lambda_2 - \lambda_+} (1 + |\Omega|) \|\phi\|_{Y_C} \|z^\lambda\|^2_{Y_C} + \frac{1 + |\Omega|}{\lambda_2 - \lambda_+} M(\lambda - \lambda_+) \|z^\lambda\|^2_{Y_C}.
\]

Hence for sufficiently small \( \lambda_+ \), \( \{z^\lambda\} \) is bounded in \( Y_C \) when \( \lambda \in [\lambda_+, \lambda^*] \). Since the operator \( \partial_1 + \lambda_+ : (X_1)_C \mapsto (Y_1)_C \) has a bounded inverse, by applying \( (\partial_1 + \lambda_+)^{-1} \) on \( g_1(z^\lambda, \beta^\lambda, h^\lambda, \theta^\lambda, \lambda) \equiv 0 \), we find that \( \{z^\lambda\} \) is also bounded in \( X_\infty \), and hence \( \{z^\lambda, \beta^\lambda, h^\lambda, \theta^\lambda, \lambda \} \in \Omega C(\lambda_+, \lambda^*) \) is precompact in \( Y_C \times \mathbb{R}^3 \). Therefore, there is a subsequence \( \{z^{\lambda_n}, \beta^{\lambda_n}, h^{\lambda_n}, \theta^{\lambda_n}, \lambda_n \} \) such that

\[
(z^{\lambda_n}, \beta^{\lambda_n}, h^{\lambda_n}, \theta^{\lambda_n}) \to (z^{\lambda_*}, \beta^{\lambda_*}, h^{\lambda_*}, \theta^{\lambda_*}), \quad \lambda_n \to \lambda_* \quad \text{as} \quad n \to \infty.
\]

By taking the limit of the equation \( (\partial_1 + \lambda_+)^{-1} G(z^\lambda, \beta^\lambda, h^\lambda, \theta^\lambda, \lambda) = 0 \) as \( n \to \infty \), we have that \( G(z^{\lambda_*}, \beta^{\lambda_*}, h^{\lambda_*}, \theta^{\lambda_*}, \lambda_*) = 0 \). Also, we can verify that

\[
G(z, \beta, h, \theta, \lambda_+) = 0
\]

has a unique solution given by \( (z, \beta, h, \theta) = (z_{\lambda_*}, \beta_{\lambda_*}, h_{\lambda_*}, \theta_{\lambda_*}) \) defined in (2.14), thus

\[
(z^{\lambda_*}, \beta^{\lambda_*}, h^{\lambda_*}, \theta^{\lambda_*}) = (z_{\lambda_*}, \beta_{\lambda_*}, h_{\lambda_*}, \theta_{\lambda_*}).
\]

Hence, \( (z^\lambda, \beta^\lambda, h^\lambda, \theta^\lambda) \to (z_{\lambda_*}, \beta_{\lambda_*}, h_{\lambda_*}, \theta_{\lambda_*}) \) as \( \lambda \to \lambda_* \) in the norm of \( X_\infty \times \mathbb{R}^3 \). \( \square \)

Hence we have the following conclusion about the eigenvalue problem:

**Corollary 2.6.** For each \( \lambda \in (\lambda_+, \lambda^*) \), the eigenvalue problem

\[
\Delta(\lambda, iv, \tau) \psi = 0, \quad \nu \geq 0, \quad \tau \geq 0, \quad \psi(\neq 0) \in X_C,
\]

has a solution, or equivalently, \( iv \in \sigma(A_\tau(\lambda)) \) if and only if

\[
\nu = \nu_\lambda = (\lambda - \lambda_+) h_\lambda, \quad \tau = \tau_n = \frac{\theta_\lambda + 2n\pi}{\nu_\lambda}, \quad n = 0, 1, 2, \ldots,
\]

and

\[
\psi = r \psi_\lambda, \quad \psi_\lambda = \beta_\lambda \phi + (\lambda - \lambda_+) z_\lambda,
\]

where \( r \) is a nonzero constant, and \( z_\lambda, \beta_\lambda, h_\lambda, \theta_\lambda \) are defined as in Theorem 2.5.

For later application, it is also useful to consider the adjoint operator of \( A_\tau(\lambda) \). Since the domain of \( \Delta(\lambda, iv, \tau) \) is \( X_C \), which is dense in \( Y_C \), and for \( \psi, \tilde{\psi} \in X_C \),

\[
\langle \tilde{\psi}, \Delta(\lambda, iv, \tau) \psi \rangle = \langle \tilde{\psi}, \Delta(\lambda, iv, \tau) \psi \rangle
\]

(2.16)
where

$$\tilde{\Delta}(\lambda, iv, \tau)\tilde{\psi} = A(\lambda)\tilde{\psi} + iv\tilde{\psi} - \lambda \int_{\Omega} K(y, \cdot)u_\lambda(y)\tilde{\psi}(y) dy e^{iv\tau}.$$  

Then from [30], we have that $\tilde{\Delta}(\lambda, iv, \tau)$ is the adjoint operator of $\Delta(\lambda, iv, \tau)$, and its point spectrum is the same as that of $\Delta(\lambda, iv, \tau)$:

$$\sigma_p(\Delta(\lambda, iv, \tau)) = \sigma_p(\tilde{\Delta}(\lambda, iv, \tau)).$$

Similar to the study of Eq. (2.10), we can conclude that if the corresponding adjoint equation

$$A(\lambda)\tilde{\psi} - \lambda \int_{\Omega} K(y, \cdot)u_\lambda(y)\tilde{\psi}(y) dy e^{i\tilde{\theta}} + iv\tilde{\psi} = 0, \quad \tilde{\psi}(\neq 0) \in X_C,$$  

is solvable for some value of $\tilde{\nu} > 0$, $\tilde{\theta} \in [0, 2\pi)$, then

$$\tilde{\Delta}(\lambda, iv, \tilde{\tau}_n)\tilde{\psi} = 0, \quad \tilde{\tau}_n = \frac{\tilde{\theta} + 2n\pi}{\tilde{\nu}}, \quad n = 0, 1, 2, \ldots.$$  

Similar to Theorem 2.5, we can show that, for $\lambda \in (\lambda_\ast, \lambda^+)$, there is a unique $(\tilde{\nu}, \tilde{\theta}, \tilde{\psi})$ which solves Eq. (2.17) with $\tilde{\psi}(\neq 0) \in X_C$. Ignoring a scalar factor, we see that $\tilde{\psi}$ can be represented as

$$\tilde{\psi} = \tilde{\beta}\phi + (\lambda - \lambda_\ast)\tilde{z}, \quad (\tilde{\phi}, \tilde{z}) = 0, \quad \tilde{\beta} \geq 0,$$

$$\|\tilde{\psi}\|^2_{Y_C} = \tilde{\beta}^2\|\phi\|^2_{Y_C} + (\lambda - \lambda_\ast)^2\|\tilde{z}\|^2_{Y_C} = \|\phi\|^2_{Y_C}. \quad (2.18)$$

Substituting (2.18) and $\nu = (\lambda - \lambda_\ast)\tilde{h}$ into Eq. (2.17), we obtain the following system equivalent to Eq. (2.17):

$$\tilde{g}_1(\tilde{z}, \tilde{\beta}, \tilde{h}, \tilde{\theta}, \lambda) := (d\Delta + \lambda_\ast)\tilde{z} + \left[\tilde{\beta}\phi + (\lambda - \lambda_\ast)\tilde{z}\right](1 - \lambda m_1(\xi, \alpha, \lambda, i\tilde{h})$$

$$- \lambda\alpha\lambda \int_{\Omega} K(y, \cdot)[\phi(y) + (\lambda - \lambda_\ast)\xi_\lambda(y)]\left[\tilde{\beta}\phi(y) + (\lambda - \lambda_\ast)\tilde{z}(y)\right] dy e^{i\tilde{\theta}},$$

$$\tilde{g}_2(\tilde{z}, \tilde{\beta}, \lambda) := (\tilde{\beta}^2 - 1)\|\phi\|^2_{Y_C} + (\lambda - \lambda_\ast)^2\|\tilde{z}\|^2_{Y_C},$$

where $m_1(\xi, \alpha, \lambda)$ is defined in Eq. (2.6). We define $\tilde{G} : (X_1)_C \times \mathbb{R}^3 \times \mathbb{R} \to Y_C \times \mathbb{R}$ by $\tilde{G} = (\tilde{g}_1, \tilde{g}_2)$ and note that

$$\tilde{G}(\tilde{z}_{\lambda_\ast}, \tilde{\beta}_{\lambda_\ast}, \tilde{h}_{\lambda_\ast}, \tilde{\theta}_{\lambda_\ast}, \lambda_\ast) = 0,$$

where

$$\tilde{\beta}_{\lambda_\ast} = 1, \quad \tilde{h}_{\lambda_\ast} = 1, \quad \tilde{\theta}_{\lambda_\ast} = \frac{\pi}{2}, \quad (2.19)$$
and \( \tilde{z}_{\lambda_+} \in (X_1)_\mathbb{C} \) is the unique solution of equation

\[
\begin{cases}
(d\Delta + \lambda_+) z = -\phi &\left[ 1 - \lambda_+ \alpha_{\lambda_+} \int_{\Omega} K(\cdot, y)\phi(y) \, dy \right] - i \phi + i \lambda_0 \alpha_{\lambda_0} \int_{\Omega} K(y, \cdot)\phi^2(y) \, dy, \\
(\phi, z) = 0.
\end{cases}
\tag{2.20}
\]

Since the right-hand side term of the first equation in Eq. (2.20) belongs to \((Y_1)_\mathbb{C}\), then the uniqueness of the solution of Eq. (2.20) can be easily obtained. Hence we have the following result similar to Theorem 2.5 and Corollary 2.6 (with a similar proof):

**Theorem 2.7.**

1. There exists a continuously differentiable mapping \( \lambda \mapsto (\tilde{z}_\lambda, \tilde{\beta}_\lambda, \tilde{h}_\lambda, \tilde{\theta}_\lambda) \) from \([\lambda_-, \lambda^*] \) to \( X_\mathbb{C} \times \mathbb{R}^3 \) such that \( \tilde{G}(\tilde{z}_\lambda, \tilde{\beta}_\lambda, \tilde{h}_\lambda, \tilde{\theta}_\lambda, \lambda) = 0 \). Moreover, if \( \lambda \in (\lambda_-, \lambda^*) \), and \((z^\lambda, \beta^\lambda, h^\lambda, \theta^\lambda, \lambda) \) solves the equation \( \tilde{G} = 0 \) with \( h^\lambda > 0 \), and \( \theta^\lambda \in [0, 2\pi) \), then \((z^\lambda, \beta^\lambda, h^\lambda, \theta^\lambda) = (\tilde{z}_\lambda, \tilde{\beta}_\lambda, \tilde{h}_\lambda, \tilde{\theta}_\lambda) \).

2. For each \( \lambda \in (\lambda_-, \lambda^*) \), the eigenvalue problem

\[
\tilde{\Delta}(\lambda, i\tilde{\nu}, \tilde{\tau}) \tilde{\psi} = 0, \quad \tilde{\nu} \geq 0, \quad \tilde{\tau} \geq 0, \quad \tilde{\psi}(\neq 0) \in X_\mathbb{C},
\]

has a solution, if and only if

\[
\tilde{\nu} = \tilde{\nu}_\lambda = (\lambda - \lambda_+) \tilde{h}_\lambda, \quad \tilde{\tau} = \tilde{\tau}_n = \frac{\tilde{\theta}_\lambda + 2n\pi}{\tilde{\nu}_\lambda}, \quad n = 0, 1, 2, \ldots \tag{2.21}
\]

and

\[
\tilde{\psi} = r \tilde{\psi}_\lambda, \quad \tilde{\psi}_\lambda = \tilde{\beta}_\lambda \phi + (\lambda - \lambda_+) \tilde{z}_\lambda,
\]

where \( r \) is a nonzero constant, and \( \tilde{z}_\lambda, \tilde{\beta}_\lambda, \tilde{h}_\lambda, \tilde{\theta}_\lambda \) are defined as above.

**Remark 2.8.** For a fixed \( \lambda \in (\lambda_-, \lambda^*) \), if \( 0 \in \sigma_{p}(\Delta(\lambda, i
\nu_\lambda, \tau_\lambda)) \), then we have that \( 0 \in \sigma_{p}(\tilde{\Delta}(\lambda, i\nu_\lambda, \tau_\lambda)) \).

From the uniqueness of \((h_\lambda, \theta_\lambda) \) and \((\tilde{h}_\lambda, \tilde{\theta}_\lambda) \) in Theorems 2.5 and 2.7, we must have that \( h_\lambda = \tilde{h}_\lambda \) and \( \theta_\lambda = \tilde{\theta}_\lambda \), and consequently \( \nu_\lambda = \tilde{\nu}_\lambda \) and \( \tau_\lambda = \tilde{\tau}_\lambda \). Therefore in the following we will use \((h_\lambda, \nu_\lambda, \tau_\lambda) \) only and not the ones with tilde. On the other hand, the corresponding eigenfunction and its components \( (\beta_\lambda, z_\lambda, \psi_\lambda) \) of \( \Delta(\lambda, i\nu_\lambda, \tau_\lambda) \) are possibly different from the ones for the adjoint operator \( \Delta(\lambda, i\nu_\lambda, \tau_\lambda) \).

### 2.3. Stability and Hopf bifurcations

We first analyze the stability of the positive equilibrium \( u_\lambda \) of Eq. (1.2) when \( \tau = 0 \).

**Proposition 2.9.** For each \( \lambda \in (\lambda_-, \lambda^*) \), all the eigenvalues of \( A_\tau(\lambda) \) have negative real parts when \( \tau = 0 \), and hence the positive equilibrium \( u_\lambda \) of Eq. (1.2) is locally asymptotically stable when \( \tau = 0 \).

**Proof.** If the conclusion is not true, then there exists a sequence \( \{\lambda^n\}_{n=1}^\infty \), such that \( \lambda^n > \lambda_* \) for \( n \geq 1 \), \( \lim_{n \to \infty} \lambda^n = \lambda_* \), and for \( n \geq 1 \), the corresponding eigenvalue problem

\[
\begin{cases}
A(\lambda^n) \psi - \lambda^n u_{\lambda^n} \int_{\Omega} K(x, y)\psi(y) \, dy = \mu \psi, \quad x \in \Omega, \\
\psi(x) = 0, \quad x \in \partial\Omega,
\end{cases}
\tag{2.22}
\]
has an eigenvalue \( \mu_n \) with nonnegative real part and the eigenfunction \( \psi_n \) satisfying \( \| \psi_n \|_{Y_C} = 1 \). For each \( n \geq 1 \), we write \( \psi_n \) as \( \psi_n = c_n u_n + \phi_n \), where \( c_n \in \mathbb{C} \) and \( c_n = (u_n, \psi_n) / (u_n, u_n) \). Here \( u_n \) is the positive solution of Eq. (1.2) when \( \lambda = \lambda^n \) satisfying Eq. (2.2), and \( \phi_n \in X_C \) satisfies \( \langle \phi_n, u_n \rangle = 0 \). If \( \phi_n \equiv 0 \), then substituting \( \psi_n = c_n u_n \) and \( \mu = \mu_n \) into the first equation of Eq. (2.22), we have

\[
-\mu_n u_n = \lambda^n u_n \int_{\Omega} K(\cdot, y) u_n(y) \, dy. \tag{2.23}
\]

Since the kernel function \( K \) satisfies assumption (A), then we have a contradiction. Hence \( \phi_n \neq 0 \) for each \( n \geq 1 \). Since

\[
\langle A(\lambda^n) \phi_n, u_n \rangle = \langle \phi_n, A(\lambda^n) u_n \rangle \quad \text{and} \quad A(\lambda^n) u_n = 0,
\]

multiplying by \( \psi_n = u_n + \phi_n \) the first equation of Eq. (2.22) when \( \mu = \mu_n \), we have that

\[
\langle A(\lambda^n) \phi_n, \phi_n \rangle = \lambda^n \left( \psi_n, u_n \int_{\Omega} K(\cdot, y) \psi_n(y) \, dy \right) + \mu_n. \tag{2.24}
\]

Since \( u_n \) is the principal eigenfunction of \( A(\lambda^n) \) with principal eigenvalue 0, then \( \langle A(\lambda^n) \phi_n, \phi_n \rangle < 0 \), and consequently

\[
0 \leq \Re(\mu_n) \leq \Re \left[ -\lambda^n \left( \psi_n, u_n \int_{\Omega} K(\cdot, y) \psi_n(y) \, dy \right) \right] \leq \sigma \| u_n \|_{\infty} \max_{\Omega \times \overline{\Omega}} K(x, y) |\Omega|,
\]

where \( \sigma = \max_n \lambda^n \). Hence \( \lim_{n \to \infty} \Re(\mu_n) = 0 \). Similarly, we have that

\[
|\Im(\mu_n)| = |\Im \left[ -\lambda^n \left( \psi_n, u_n \int_{\Omega} K(\cdot, y) \psi_n(y) \, dy \right) \right] | \leq \sigma \| u_n \|_{\infty} \max_{\Omega \times \overline{\Omega}} K(x, y) |\Omega|,
\]

thus \( \lim_{n \to \infty} \Im(\mu_n) = 0 \). Similar to the proof of Lemma 2.3, we have that

\[
\| A(\lambda^n) \phi_n \|_Y^2 \geq |\lambda_n \lambda^n| \cdot \| \phi_n \|^2_{Y_C},
\]

where \( \lambda_n \) is the second eigenvalue of \( A(\lambda^n) \). So

\[
|\lambda_n \lambda^n| \cdot \| \phi_n \|^2_{Y_C} \leq \lambda^n \left( \psi_n, u_n \int_{\Omega} K(\cdot, y) \psi_n(y) \, dy \right) + |\mu_n| \| u_n \|_{\infty} \max_{\Omega \times \overline{\Omega}} K(x, y) |\Omega|, \tag{2.25}
\]

Since all the eigenvalues of \( A(\lambda) \) continuously depend on \( \lambda \), then we have that

\[
\lim_{n \to \infty} \lambda_2(\lambda^n) = \lambda_2 - \lambda_s > 0,
\]

where \( \lambda_2 \) is the second eigenvalue of Eq. (1.6). Since

\[
\| A(\lambda) \phi_n \|_Y^2 \leq \lambda^n \left( \psi_n, u_n \int_{\Omega} K(\cdot, y) \psi_n(y) \, dy \right) \leq \sigma \| u_n \|_{\infty} \max_{\Omega \times \overline{\Omega}} K(x, y) |\Omega|,
\]
then we have that \( \lim_{n \to \infty} \| \phi_{\lambda_n} \|_Y = 0 \). Since \( \psi_{\lambda_n} = c_{\lambda_n} u_{\lambda_n} + \phi_{\lambda_n} \) and \( \| \psi_{\lambda_n} \|_{L^2} = 1 \), then we have that
\[
\lim_{n \to \infty} |c_{\lambda_n}| \left( \frac{\lambda_n - \lambda_*}{\lambda_*} \right) \lim_{n \to \infty} \frac{u_{\lambda_n}}{\lambda_n - \lambda_*} = 1,
\]
and hence \( \lim_{n \to \infty} |c_{\lambda_n}|(\lambda_n - \lambda_*) > 0 \) from Theorem 2.1. We denote
\[
\lambda_n \left( \psi_{\lambda_n}, u_{\lambda_n} \int K(\cdot, y) \psi_{\lambda_n}(y) \, dy \right)
\]
in Eq. (2.25) by \( D_{\lambda_n} \), then
\[
\frac{D_{\lambda_n}}{\lambda_n - \lambda_*} = \frac{1}{\lambda_n - \lambda_*} \lambda_n \left( c_{\lambda_n} u_{\lambda_n} + \phi_{\lambda_n}, u_{\lambda_n} \int K(\cdot, y) (c_{\lambda_n} u_{\lambda_n} + \phi_{\lambda_n}) \, dy \right)
\]
\[
= |c_{\lambda_n}|^2 (\lambda_n - \lambda_*)^2 \lambda_n \int K(x, y) \frac{u_{\lambda_n}^2(x) u_{\lambda_n}(y)}{(\lambda_n - \lambda_*)^3} \, dx \, dy
\]
\[
+ c_{\lambda_n} (\lambda_n - \lambda_*) \lambda_n \int K(x, y) \frac{\phi_{\lambda_n}(x) u_{\lambda_n}(x) u_{\lambda_n}(y)}{(\lambda_n - \lambda_*)^2} \, dx \, dy
\]
\[
+ c_{\lambda_n} (\lambda_n - \lambda_*) \lambda_n \int K(x, y) \frac{\phi_{\lambda_n}(y) u_{\lambda_n}^2(x)}{(\lambda_n - \lambda_*)^2} \, dx \, dy
\]
\[
+ \lambda_n \int K(x, y) \frac{\phi_{\lambda_n}(x) \phi_{\lambda_n}(y) u_{\lambda_n}(x)}{\lambda_n - \lambda_*} \, dx \, dy.
\] (2.26)

Since \( \lim_{n \to \infty} \| \phi_{\lambda_n} \|_Y = 0 \), then \( \lim_{n \to \infty} \| \phi_{\lambda_n} \|_{L^1} = 0 \), and hence each of the last three terms of Eq. (2.26) goes to zero as \( n \to \infty \). Since \( K(x, y) \) satisfies assumption (A) and \( u_{\lambda_n} \) satisfies Eq. (2.2), then
\[
\lim_{n \to \infty} \int K(x, y) \frac{u_{\lambda_n}^2(x) u_{\lambda_n}(y)}{(\lambda_n - \lambda_*)^3} \, dx \, dy = \alpha_{\lambda_*}^3 \int K(x, y) \phi^2(x) \phi(y) \, dx \, dy > 0,
\]
and hence the first term of Eq. (2.26) tends to a positive constant as \( n \to \infty \). So there exists \( N_* \in \mathbb{N} \) such that for each \( n \geq N_* \), \( \Re e(D_{\lambda_n}) > 0 \), which implies that
\[
\Re e(\mu_{\lambda_n}) = \Re e(A(\lambda) \phi_{\lambda_n}, \phi_{\lambda_n}) - \Re e(D_{\lambda_n}) < 0.
\] (2.27)

This is a contradiction with \( \Re e(\mu_{\lambda_n}) \geq 0 \) for \( n \geq 1 \). Therefore all the eigenvalues of \( \Lambda_\tau(\lambda) \) have negative real parts when \( \tau = 0 \). □

Next we prove some estimates needed for stability and bifurcation results.

**Lemma 2.10.** Assume that \( \lambda \in (\lambda_*, \lambda^*) \), and let \( \psi_{\lambda} \) and \( \tilde{\psi}_{\lambda} \) be the eigenfunctions defined as in Corollary 2.6 and Theorem 2.7 respectively, then for \( n = 0, 1, 2, \cdots \),
\[
S_{\lambda}(\lambda) := \int_\Omega \tilde{\psi}_\lambda(y) \psi_\lambda(y) \, dy - \lambda \tau_n \int_\Omega \int_\Omega u_{\lambda}(x) K(x, y) e^{-i \theta_n} \tilde{\psi}_\lambda(x) \psi_\lambda(y) \, dx \, dy \neq 0.
\] (2.28)
**Proof.** From the expressions of $u_\lambda$, $\psi_\lambda$, $\tilde{\psi}_\lambda$, $\tau_n$, and $\theta_\lambda$, $\tilde{\theta}_\lambda \to \pi/2$ as $\lambda \to \lambda_*$, we obtain from the Dominated Convergence Theorem that
\[
\lim_{\lambda \to \lambda_*} \int_{\Omega} \overline{\psi}_\lambda(y) \psi_\lambda(y) \, dy = \int_{\Omega} \phi^2(y) \, dy
\]
and
\[
\lim_{\lambda \to \lambda_*} \lambda \tau_n \int_{\Omega} \int_{\Omega} u_\lambda(x) K(x, y) e^{-i\theta_\lambda} \overline{\psi}_\lambda(x) \psi_\lambda(y) \, dx \, dy = -i\alpha_{\lambda, \lambda_*} \left( \frac{\pi}{2} + 2n\pi \right) \int_{\Omega} \int_{\Omega} K(x, y) \phi^2(x) \phi(y) \, dy \, dx.
\] (2.29)

Then from (2.3),
\[
S_n(\lambda) \to \left[ 1 + i \left( \frac{\pi}{2} + 2n\pi \right) \right] \int_{\Omega} \phi^2(x) \, dx, \quad \text{as } \lambda \to \lambda_*.
\] (2.30)

So we have $S_n(\lambda) \neq 0$ for $\lambda \in (\lambda_*, \lambda^*)$ and $n = 0, 1, 2, \ldots$. □

**Theorem 2.11.** Assume that $\lambda \in (\lambda_*, \lambda^*)$, then $\mu = iv_\lambda$ is a simple eigenvalue of $A_{\tau_n}$ for $n = 0, 1, 2, \ldots$.

**Proof.** From Corollary 2.6 we have $N[A_{\tau_n}(\lambda) - iv_\lambda] = \text{Span}[e^{iv_\lambda} \psi_\lambda]$. Suppose that for some $\phi_1 \in D(A_{\tau_n}(\lambda)) \cap D([A_{\tau_n}(\lambda)]^2)$, we have
\[
[A_{\tau_n}(\lambda) - iv_\lambda] \phi_1 = 0.
\]

Then
\[
[A_{\tau_n}(\lambda) - iv_\lambda] \phi_1 \in N[A_{\tau_n}(\lambda) - iv_\lambda] = \text{Span}[e^{iv_\lambda} \psi_\lambda].
\]

So there is a constant $a$ such that
\[
[A_{\tau_n}(\lambda) - iv_\lambda] \phi_1 = ae^{iv_\lambda} \psi_\lambda.
\]

Hence
\[
\dot{\phi}_1(\theta) = iv_\lambda \phi_1(\theta) + ae^{iv_\lambda \theta} \psi_\lambda, \quad \theta \in [-\tau_n, 0],
\]
\[
\dot{\phi}_1(0) = A(\lambda) \phi_1(0) - \lambda u_\lambda \int_{\Omega} K(\cdot, y)(\phi_1(-\tau_n))(y) \, dy.
\] (2.31)

The first equation of Eq. (2.31) yields
\[
\phi_1(\theta) = \phi_1(0)e^{iv_\lambda \theta} + a\theta e^{iv_\lambda \theta} \psi_\lambda,
\]
\[
\dot{\phi}_1(0) = iv_\lambda \phi_1(0) + a\psi_\lambda.
\] (2.32)

From Eqs. (2.31) and (2.32) we have
\[
\Delta(\lambda, iv, \tau_n)\phi_1(0) = \left[A(\lambda) - i\nu_\lambda\right]\phi_1(0) - \lambda u_\lambda \int_\Omega K(\cdot, y)\phi_1(0)(y) dy e^{-i\theta_\lambda} = a\left(\psi_\lambda - \lambda \tau_n u_\lambda \int_\Omega K(\cdot, y)\psi_\lambda(y) dy e^{-i\theta_\lambda}\right) \tag{2.33}
\]

From Eq. (2.16) and Remark 2.8, we have

\[
0 = \langle \tilde{\Delta}(\lambda, iv, \tau_n)\tilde{\psi}_\lambda, \phi_1(0) \rangle = \langle \tilde{\Delta}(\lambda, iv, \tau_n)\tilde{\psi}_\lambda, \phi_1(0) \rangle
\]
\[
= a\left(\int_\Omega \tilde{\psi}_\lambda(y)\psi_\lambda(y) dy - \lambda \tau_n \int_\Omega u_\lambda(x)K(x, y) e^{-i\theta_\lambda} \tilde{\psi}_\lambda(x) \psi_\lambda(y) dx dy\right).
\]

As a consequence of Lemma 2.10 we have \(a = 0\), which leads to \(\phi_1 \in \mathcal{N}[A_{\tau_n}(\lambda) - iv_\lambda]\). By induction we obtain

\[
\mathcal{N}[A_{\tau_n}(\lambda) - iv_\lambda]^j = \mathcal{N}[A_{\tau_n}(\lambda) - iv_\lambda], j = 1, 2, 3, \ldots, n = 0, 1, 2, \ldots.
\]

Therefore, \(\lambda = iv_\lambda\) is a simple eigenvalue of \(A_{\tau_n}\) for \(n = 0, 1, 2, \ldots\). \(\square\)

Since \(\mu = iv_\lambda\) is a simple eigenvalue of \(A_{\tau_n}\), from the implicit function theorem, there are a neighborhood \(O_n \times D_n \times H_n \subset \mathbb{R} \times \mathbb{C} \times X_{\mathbb{C}}\) of \((\tau_n, iv_\lambda, \psi_\lambda)\) and a continuously differential function \((\mu, \psi): O_n \to D_n \times H_n\) such that for each \(\tau \in O_n\), the only eigenvalue of \(A_{\tau}(\lambda)\) in \(D_n\) is \(\mu(\tau)\), and

\[
\mu(\tau_n) = iv_\lambda, \quad \psi(\tau_n) = \psi_\lambda,
\]
\[
\Delta(\lambda, \mu(\tau), \tau) = \left[A(\lambda) - \mu(\tau)\right]\psi(\tau) - \lambda u_\lambda \int_\Omega K(\cdot, y)(\psi(\tau))(y) dy e^{-\mu(\tau)\tau} = 0, \quad \tau \in O_n. \tag{2.34}
\]

Then we have the following transversality condition.

**Theorem 2.12.** Assume that \(\lambda \in (\lambda_+, \lambda^*)\), and \(\mu(\tau)\) is the eigenvalue of \(A_{\tau}\) defined as above, then

\[
\frac{dRe(\mu(\tau_n))}{d\tau} > 0, \quad n = 0, 1, 2, \ldots.
\]

**Proof.** Differentiating Eq. (2.34) with respect to \(\tau\) at \(\tau = \tau_n\), we have

\[
\frac{d\mu(\tau_n)}{d\tau} \left[-\psi_\lambda + \lambda \tau_n u_\lambda e^{-i\theta_\lambda} \int_\Omega K(\cdot, y)\psi_\lambda(y) dy\right] + \Delta(\lambda, iv_\lambda, \tau_n) \frac{d\psi(\tau_n)}{d\tau} + iv_\lambda \lambda u_\lambda \int_\Omega K(\cdot, y)\psi_\lambda(y) dy e^{-i\theta_\lambda} = 0. \tag{2.35}
\]

Multiplying the equation by \(\tilde{\psi}_\lambda(x)\) and integrating on \(\Omega\), we see that
delays have been proved in [40] (see Theorem 4.6 on page 211). With Corollary 2.6, Proposition 2.9, then a family of periodic orbits exists for a left-hand side or right-hand side neighborhood of positive steady state solution Eq. (1.2) Moreover there exists positive real parts when \( \tau > 0 \) then \( \text{the first Lyapunov coefficient} \), \( \tau \)

\[
\frac{d\mu(\tau_n)}{d\tau} = \frac{i v_\lambda \lambda e^{-i\theta_0} \int_{\Omega} \int_{\Omega} u_\lambda(x) K(x, y) \psi_\lambda(y) \overline{\psi_\lambda(x)} \, dx \, dy}{\int_{\Omega} \overline{\psi_\lambda(x)} \psi_\lambda(x) \, dx - \lambda \tau_n e^{-i\theta_0} \int_{\Omega} \int_{\Omega} u_\lambda(x) K(x, y) \psi_\lambda(y) \overline{\psi_\lambda(x)} \, dx \, dy} \\
= \frac{1}{|S_n|^2} \left( \int_{\Omega} \int_{\Omega} u_\lambda(x) K(x, y) \psi_\lambda(y) \overline{\psi_\lambda(x)} \, dx \, dy \right) \psi_\lambda(x) \, dx \, dy \\
- \int_{\Omega} \int_{\Omega} u_\lambda(x) K(x, y) \psi_\lambda(y) \overline{\psi_\lambda(x)} \, dx \, dy \right)^2.
\]

From the expressions of \( u_\lambda, \tau_n \), the fact that

\[
\theta_\lambda, \tilde{\theta}_\lambda \to \frac{\pi}{2}, \quad \psi_\lambda \to \phi, \quad \overline{\psi_\lambda} \to \phi, \quad (\lambda - \lambda_*) v_\lambda = \theta_\lambda \to \frac{\pi}{2} \quad \text{as} \ \lambda \to \lambda_*,
\]

and the Dominated Convergence Theorem, we have that

\[
\lim_{\lambda \to \lambda_*} \frac{d\text{Re}(\mu(\tau_n))}{d\tau} = \frac{\alpha_1 \pi \lambda_*}{2 |S_n(\lambda)|^2} \int_{\Omega} \phi(x) \, dx \int_{\Omega} K(x, y) \phi(x) \phi(y) \, dx \, dy > 0,
\]

where \( \alpha_1 > 0 \) is defined in Eq. (2.3). \( \Box \)

From Corollary 2.6, Proposition 2.9, and Theorem 2.12 we see that:

**Theorem 2.13.** For \( \lambda \in (\lambda_*, \lambda^*) \), the infinitesimal generator \( A_\lambda(\lambda) \) has exactly \( 2(n + 1) \) eigenvalues with positive real parts when \( \tau \in (\tau_n, \tau_{n+1}) \), \( n = 0, 1, 2, \cdots \).

Then we have the following results on the stability and the associated Hopf bifurcations of the positive steady state solution \( u_\lambda \).

**Theorem 2.14.** For \( \lambda \in (\lambda_*, \lambda^*) \), the positive equilibrium solution \( u_\lambda \) of Eq. (1.2) is locally asymptotically stable when \( \tau \in [0, \tau_0) \) and is unstable when \( \tau \in (\tau_0, \infty) \). Moreover at \( \tau = \tau_n \) \( n = 0, 1, 2, \cdots \), a Hopf bifurcation occurs so that a branch of spatially nonhomogeneous periodic orbits of Eq. (1.2) emerges from \( (\tau_n, u_\lambda) \).

More precisely, there exist \( \epsilon_0 > 0 \) and continuously differentiable function \( [-\epsilon_0, \epsilon_0] \to (\tau_0(\epsilon), T_n(\epsilon)), u_0(\epsilon, x, t) \in \mathbb{R} \times \mathbb{R} \times X \) satisfying \( \tau_0(0) = \tau_n, T_n(0) = 2\pi / \nu_\lambda \), and \( u_0(\epsilon, x, t) \) is a \( T_n(\epsilon) \)-periodic solution of Eq. (1.2) such that \( u_\lambda = u_0 + \epsilon v_\lambda(\epsilon, x, t) \) where \( v_\lambda \) satisfies \( v_\lambda(0, x, t) \) is a \( 2\pi / \nu_\lambda \)-periodic solution of (2.7). Moreover there exists \( \delta > 0 \) such that if Eq. (1.2) has a nonconstant periodic solution \( u(x, t) \) of period \( T \) for some \( \tau > 0 \) with

\[
|\tau - \tau_n| < \delta, \quad \left| \frac{T - 2\pi}{\nu_\lambda} \right| < \delta, \quad \max_{t \in \mathbb{R}, x \in \overline{\Omega}} \| u(x, t) - u_\lambda(x) \| < \delta,
\]

then \( \tau = \tau_0(\epsilon) \) and \( u(x, t) = u_\lambda(\epsilon, x, t + \theta) \) for some \( |\epsilon| < \epsilon_0 \) and some \( \theta \in \mathbb{R} \).

We comment that local Hopf bifurcation theorems for evolution equation in a Banach space with delays have been proved in [40] (see Theorem 4.6 on page 211). With Corollary 2.6, Proposition 2.9, and Theorem 2.12, all conditions in the result of [40] are verified, hence the conclusions in Theorem 2.14 hold. Note that the direction of the Hopf bifurcation curve \( \tau_0(\epsilon) \) can be calculated from the first Lyapunov coefficient \( \mu_2 \), which will be done in Section 4. The nonlinear terms in the equation play an important role for the direction of Hopf bifurcation. If the first Lyapunov coefficient \( \mu_2 \neq 0 \), then a family of periodic orbits exists for a left-hand side or right-hand side neighborhood of \( \tau = \tau_n \).
3. Eigenvalue problem with homogeneous kernel

In this section we analyze Eq. (1.2) when \( K(x, y) \equiv 1, n = 1 \) and \( \Omega = (0, L) \) where \( L > 0 \). Following the method of [4, Section 5], we obtain the following dimensionless form:

\[
\begin{align*}
\frac{\partial u(x, t)}{\partial t} &= \frac{\partial^2 u(x, t)}{\partial x^2} + \lambda u(x, t) \left( 1 - \int_0^\pi u(y, t - \tau) \, d\tau \right), \quad x \in (0, \pi), \ t > 0, \\
u(x, t) &= 0, \quad x = 0, \pi, \ t > 0.
\end{align*}
\]

We can easily verify that Eq. (3.1) has a unique positive equilibrium solution \( u_\lambda(x) = \frac{\lambda - 1}{2\lambda} \sin x \) for any \( \lambda > 1 \) (here \( \lambda_* = 1 \)). Linearizing Eq. (3.1) at \( u_\lambda \), we have that:

\[
\begin{align*}
\frac{\partial v(x, t)}{\partial t} &= \frac{\partial^2 v(x, t)}{\partial x^2} + v - \frac{\lambda - 1}{2} \sin x \int_0^\pi v(y, t - \tau) \, d\tau, \quad x \in (0, \pi), \ t > 0, \\
v(x, t) &= 0, \quad x = 0, \pi, \ t > 0.
\end{align*}
\]

Following the approach in Section 2, we still denote the infinitesimal generator of Eq. (3.2) by \( A_\tau(\lambda) \). Then \( \mu \) is an eigenvalue of \( A_\tau(\lambda) \) if and only if \( \mu \) is an eigenvalue of the following nonlocal elliptic eigenvalue problem:

\[
\left\{ \begin{array}{l}
\Delta(\lambda, \mu, \tau) \psi := \psi'' + \psi - \frac{\lambda - 1}{2} e^{-\mu \tau} \sin x \int_0^\pi \psi(y) \, dy - \mu \psi = 0, \quad x \in (0, \pi), \\
\psi(0) = \psi(\pi) = 0.
\end{array} \right.
\]

**Lemma 3.1.** Suppose that \( \lambda > 1 \) and \( \tau \geq 0 \). Then \( \mu \in \mathbb{C} \) is an eigenvalue of the problem (3.3) if and only if one of the following is satisfied:

1. \( \mu = -n^2 + 1 \) for \( n = 2, 3, 4, \ldots \); or
2. \( \mu \) satisfies

\[
(\lambda - 1)e^{-\mu \tau} + \mu = 0. \tag{3.4}
\]

**Proof.** Substituting the Fourier series \( \psi = \sum_{n=1}^{\infty} c_n \sin nx \) into Eq. (3.3), we have:

\[
\sum_{n=2}^{\infty} c_n (-n^2 + 1 - \mu) \sin nx - \left[ (\lambda - 1) \sum_{n=0}^{\infty} \frac{c_{2n+1}}{2n+1} e^{-\mu \tau} + \mu c_1 \right] \sin x = 0. \tag{3.5}
\]

Suppose that \( \mu \in \mathbb{C} \) is an eigenvalue of (3.3), and \( \mu \neq -n^2 + 1 \) for each of \( n = 2, 3, 4, \ldots \), then (3.5) implies each \( c_n = 0 \) for \( n \geq 2 \), and if \( c_1 \neq 0 \), then (3.4) is satisfied.

On the other hand, if (3.4) is not satisfied and for some \( m = 2, 3, 4, \ldots \), \( \mu = -m^2 + 1 \), then \( c_n = 0 \) for \( n \geq 2 \) and \( n \neq m \). If \( m \) is even, then \( c_1 = 0 \) as well, hence \( \mu = -m^2 + 1 \) is an eigenvalue with an eigenfunction \( \phi_m(x) = \sin mx \); if \( m \) is odd, then \( \mu = -m^2 + 1 \) is an eigenvalue with an eigenfunction in form \( \phi_m(x) = \sin x + c_m \sin mx \), where \( c_m \) satisfies

\[
(\lambda - 1) \left( 1 + \frac{c_m}{m} \right) e^{(-m^2 + 1) \tau} - m^2 + 1 = 0.
\]

If \( \mu \) satisfies (3.4), then \( \mu \) is an eigenvalue with an eigenfunction \( \phi_1(x) = \sin x \). \( \square \)
It is clear that \( \mu = -n^2 + 1, \) \( n = 2, 3, \ldots, \) are the fixed eigenvalues for all \( \tau \geq 0. \) For eigenvalues satisfying \((3.4)\), we have the following further result:

**Lemma 3.2.** Suppose that \( \lambda > 1 \) and \( \tau \geq 0. \) Then \( \mu \in \mathbb{C} \) is an eigenvalue of \((3.3)\) satisfying \((3.4)\). Then either

1. \( \mu \in \mathbb{R}, \) and for each \( \tau \in [0, \tau_*), \) there are exactly two such real-valued eigenvalues \( \mu_1^\pm(\tau) \) satisfying \( 1 - \lambda \geq \mu_1^+(\tau) > \mu_1^-(\tau), \) where \( \tau_* = \frac{1}{\tau(\lambda - 1)}. \) Moreover

\[
\lim_{\tau \to 0^+} \mu_1^+(\tau) = 1 - \lambda, \quad \lim_{\tau \to 0^+} \mu_1^-(\tau) = -\infty, \quad \text{and} \quad \lim_{\tau \to \tau_*} \mu_1^+(\tau) = -e(\lambda - 1),
\]

which is the unique real-valued eigenvalue for \( \tau = \tau_* \); or

2. \( \mu = \alpha \pm i\beta \in \mathbb{C} \) with \( \beta > 0, \) where \( \alpha \) and \( \beta \) satisfy

\[
(\lambda - 1)e^{-\alpha \tau} \cos \beta \tau = -\alpha, \quad (\lambda - 1)e^{-\alpha \tau} \sin \beta \tau = \beta. \quad (3.6)
\]

Moreover for each \( \tau > \tau_* \), there are infinitely many such complex-valued eigenvalues \( \alpha_n \pm i\beta_n \) (\( \beta_n > 0 \)), for \( n \in \mathbb{N} \cup \{0\} \), where \( \alpha_n \) satisfies

\[
\tau (\lambda - 1)e^{-\alpha_n \tau} \left( 1 - \frac{\alpha_n^2 e^{2\alpha_n \tau}}{(\lambda - 1)^2} \right)^{1/2} = \arccos \left( \frac{-\alpha_n e^{\alpha_n \tau}}{\lambda - 1} + 2n\pi \right) \quad (3.7)
\]

and \( \beta_n \) satisfies

\[
\beta_n = (\lambda - 1)e^{-\alpha_n \tau} \left( 1 - \frac{\alpha_n^2 e^{2\alpha_n \tau}}{(\lambda - 1)^2} \right)^{1/2} \quad (3.8)
\]

**Proof.** In the case of \( \mu \in \mathbb{R}, \) since \( \lambda > 1, \) then \( \mu = - (\lambda - 1)e^{-\mu \tau} < 0. \) So from Eq. \((3.4)\), we have that

\[
\tau = \frac{\ln (-\mu) - \ln (\lambda - 1)}{-\mu}. \quad (3.9)
\]

Since \( \tau \geq 0, \) then the domain of \( \mu \) is \((-\infty, -(\lambda - 1)]. \) Differentiating Eq. \((3.9)\) with respect to \( \mu, \) we have that

\[
\tau'(\mu) = \frac{\ln (-\mu) - 1 - \ln (\lambda - 1)}{\mu^2}. \quad (3.10)
\]

From Eq. \((3.10)\), we have that there exists \( \mu_* = -e(\lambda - 1) \) such that \( \tau'(\mu) = 0, \) \( \tau'(\mu) > 0 \) when \( \tau \in (-\infty, \mu_*), \) and \( \tau'(\mu) < 0 \) when \( \tau \in (\mu_*, -(\lambda - 1)). \) Hence when \( \tau \in (-\infty, \mu_*), \) \( \tau(\mu) \) is strictly increasing, when \( \tau \in (\mu_*, -(\lambda - 1)), \) \( \tau(\mu) \) is strictly decreasing, and when \( \mu = \mu_* \), \( \tau(\mu) \) obtains its maximum value. Setting \( \tau_* = \tau(\mu_*) = \frac{1}{\ln(\lambda - 1)}, \) we obtain the first result.

If \( \mu = \alpha \pm i\beta \in \mathbb{C} \) with \( \beta > 0, \) substituting \( \mu = \alpha + i\beta \) into Eq. \((3.4)\), we obtain that \( \alpha \) and \( \beta \) satisfy Eq. \((3.6). \) Since \( \beta > 0, \) then from the second equation of Eq. \((3.6), \) we have that \( \beta \tau \in (2n\pi, (2n + 1)\pi) \) for \( n \in \mathbb{N} \cup \{0\}. \) Hence solving the first equation of Eq. \((3.6), \) we have that

\[
\beta = \frac{1}{\tau} \left( \arccos \left( \frac{-\alpha e^{\alpha \tau}}{\lambda - 1} + 2n\pi \right) \right), \quad (3.11)
\]

for some \( n \in \mathbb{N}, \) and

\[
\sin \beta \tau = \left( 1 - \cos^2 \beta \tau \right)^{1/2} = \left( 1 - \frac{\alpha^2 e^{2\alpha \tau}}{(\lambda - 1)^2} \right)^{1/2}. \quad (3.12)
\]

Substituting Eqs. \((3.11)\) and \((3.12)\) into the second equation of Eq. \((3.6), \) we have Eq. \((3.7). \) \( \square \)
Fig. 1. Relation between $\Re(\mu)$ and $\tau$ for Eq. (3.4). Here $\lambda = 2$, $\mu = -3$ is a fixed real-valued eigenvalue; on the left side of $\tau = \tau_*$ is the curve of real-valued eigenvalues $\mu$ satisfying $(\lambda - 1)e^{-\mu \tau} + \mu = 0$; and on the right side of $\tau = \tau_*$ are the curves of real part $\alpha_n$ of complex-valued eigenvalues $\alpha_n \pm i\beta_n$. The curve $\alpha_0(\tau)$ connects with the curve of real eigenvalues at $\tau = \tau_*$, and at $\tau = \pi/2$, $\alpha_0(\tau) = 0$ which gives rise of the first Hopf bifurcation point.

Lemmas 3.1 and 3.2 completely classify the eigenvalues of the nonlocal eigenvalue problem (3.3), and the variation of the eigenvalues with respect to the delay $\tau$ is shown in Fig. 1. It can be shown that $\alpha_n(\tau)$ is strictly increasing in $\tau$, and

$$
\lim_{\tau \to \tau_+^*} \alpha_0(\tau) = -e(\lambda - 1) \quad \text{and} \quad \lim_{\tau \to \tau_+^*} \alpha_n(\tau) = -\infty, \quad \text{for } n \in \mathbb{N}.
$$

The spectral properties of nonlocal linear elliptic eigenvalue problem (without delay effect) have been studied in [7,13,14]. It is known that such problem may have different spectral properties compared to the linear elliptic eigenvalue problem without integral nonlocal terms. The following can be noticed for the nonlocal eigenvalue problem (3.3) even with $\tau = 0$:

1. The eigenspace of (3.3) may not be one-dimensional. When $\mu = -n^2 + 1$ is also a root of (3.4), the eigenspace is two-dimensional. However as shown in [7], usually the eigenspace of such nonlocal problem is at most two-dimensional.

2. The eigenvalue problem (3.3) with $\tau = 0$ always has a principal eigenvalue $\mu_0$ satisfying (3.4) with a positive eigenfunction $\sin x$. But $\mu_0$ may not be the largest eigenvalue of (3.3). For example when $\tau = 0$ and $\lambda < 4$, the maximum eigenvalue of (3.3) is $1 - \lambda$ which is also the principal eigenvalue; but when $\tau = 0$ and $\lambda \geq 4$, then the maximum eigenvalue is $-3$ with the corresponding eigenfunction $\sin 2x$, and hence the maximum eigenvalue is not the principal eigenvalue.

We can now state our main result for the Hopf bifurcations along the unique positive equilibrium $u_\lambda(x) = \frac{\lambda - 1}{2\lambda} \sin x$ for any $\lambda > 1$:

**Theorem 3.3.** For each $\lambda > 1$, there exist

$$
\tau_n(\lambda) = \frac{(4n + 1)\pi}{2(\lambda - 1)}, \quad n = 0, 1, 2, \ldots,
$$

(3.13)
such that when \( \tau = \tau_n(\lambda) \), \( n = 0, 1, 2, \cdots \), \( A_\tau(\lambda) \) has a pair of simple purely imaginary roots \( \pm iv_\lambda = \pm i(\lambda - 1) \). Moreover when \( \tau < \tau_0 \), all the eigenvalues of (3.3) have negative real parts, and when \( \tau \in (\tau_n, \tau_{n+1}) \) \( (n = 0, 1, 2, \cdots) \), the eigenvalue problem (3.3) has exactly \( 2n + 2 \) eigenvalues with positive real parts.

**Proof.** When \( \tau = 0 \), from Lemma 3.1 we obtain that all the eigenvalues of characteristic equation (3.3) have negative real parts. For any \( \tau \geqslant 0 \), from Lemmas 3.1 and 3.2, we also have that 0 is not an eigenvalue of (3.3). If \( \mu = \pm i\beta \) \( (\beta > 0) \) is a pair of purely imaginary eigenvalue, then

\[
(\lambda - 1) \cos \beta \tau = 0, \quad (\lambda - 1) \sin \beta \tau = 0.
\]

Hence only when \( \tau = \tau_n(\lambda) \) defined as in (3.13), the characteristic equation (3.3) has a pair of purely imaginary root \( \pm iv_\lambda = \pm i(\lambda - 1) \), and \( \Delta(\lambda, iv_\lambda, \tau_n(\lambda)) \) \( x = 0 \). Then in this case the adjoint equation of \( \Delta(\lambda, \mu, \tau) \) becomes:

\[
\begin{aligned}
\tilde{\Delta}(\lambda, \mu, \tau)\tilde{\psi} := \tilde{\psi}'' + \tilde{\psi} - \frac{\lambda - 1}{2} e^{i\mu \tau} \int_0^\pi \sin y \tilde{\psi}(y) \ dy + \mu \tilde{\psi} = 0, \quad x \in (0, \pi),
\tilde{\psi}(0) = \tilde{\psi}(\pi) = 0.
\end{aligned}
\]  

(3.14)

Substituting \( \mu = iv_\lambda = i(\lambda - 1) \), \( \tau = \tau_n(\lambda) \), and \( \tilde{\psi} = \sum_{n=1}^\infty \tilde{c}_n \sin nx \) into Eq. (3.14), we have that

\[
\begin{aligned}
\tilde{c}_1 \sin x &\left[ - (\lambda - 1)e^{iv_\lambda \tau_n(\lambda)} + iv_\lambda \right] + \sum_{n=1}^\infty \tilde{c}_n \sin 2nx \left[ 1 - (2n)^2 + iv_\lambda \right] \\
&= - \sum_{n=1}^\infty \left[ 1 - (2n + 1)^2 + iv_\lambda \right] \tilde{c}_{2n+1} - \frac{\lambda - 1}{2n + 1} \tilde{c}_1 e^{iv_\lambda \tau_n(\lambda)} \sin(2n + 1)x.
\end{aligned}
\]

Hence in this case we can solve that

\[
\tilde{\psi}_\lambda(x) = \sin x + \sum_{n=1}^\infty \frac{iv_\lambda}{(2n + 1)(1 + iv_\lambda - (2n + 1)^2)} \sin(2n + 1)x,
\]  

(3.15)

and \( \tilde{\Delta}(\lambda, iv_\lambda, \tau_n(\lambda))\tilde{\psi} = 0 \). Substituting \( \psi_\lambda = \sin x, \ \tilde{\psi}_\lambda \) into Eq. (2.28), we have

\[
S_n(\lambda) = \frac{\pi}{2} + \left( \frac{\pi^2}{4} + n\pi^2 \right) i \neq 0.
\]

Using the same method in Theorem 2.11, we can prove that \( \pm iv_\lambda \) is a pair of simple purely imaginary roots of \( A_{\tau_n}(\lambda) \). By using the implicit function theorem, then there is a continuously differential function \( (\mu(\tau), \psi(\tau)) \), which is defined in a neighborhood of \( \tau_n \), such that

\[
\mu(\tau_n) = iv_\lambda, \quad \psi(\tau_n) = \psi_\lambda, \quad \Delta(\lambda, \mu(\tau), \tau)\psi(\tau) = 0.
\]

Then using the same method as in Theorem 2.12, we have \( \frac{dRe(\mu(\tau_n))}{d\tau} > 0 \). Then the conclusions in the theorem follow. □

We can now state the result on the stability of positive equilibrium and the associated Hopf bifurcation for Eq. (3.1) with any \( \lambda > 1 \).
Theorem 3.4. Consider the nonlocal problem (3.1). For each $\lambda > 1$ and $n \in \mathbb{N} \cup \{0\}$, there exists a $\tau_n(\lambda)$ defined as in (3.13) such that a Hopf bifurcation occurs for Eq. (3.1) at the unique positive equilibrium solution $u_{\lambda} = \frac{\lambda - 1}{2\lambda} \sin x$ when $\tau = \tau_n(\lambda)$. Moreover, $u_{\lambda}$ is locally asymptotically stable when $0 \leq \tau < \tau_0(\lambda)$, and it is unstable when $\tau > \tau_0(\lambda)$.

In Theorem 3.4, the meaning of occurrence of a Hopf bifurcation is the same as that in Theorem 2.14, which is not repeated here. We remark that the results in Theorems 3.3 and 3.4 are proved for any $\lambda > 1$ because the equilibrium solution and associated eigenvalues are explicitly expressed, which is impossible for general kernel functions and general domains in higher dimension. It is also interesting to compare Eq. (3.1) and the classical Fisher–KPP equation with delay:

$$\begin{cases}
\frac{\partial v(x,t)}{\partial t} = \frac{\partial^2 v(x,t)}{\partial x^2} + \lambda v(x,t)(1 - v(x,t - \tau)), & x \in (0, \pi), \ t > 0, \\
v(x,0) = 0, \ x = 0, \pi, \ t > 0.
\end{cases}$$

(3.16)

It is well known that Eq. (3.16) has a unique positive equilibrium solution $v_{\lambda}$ for $\lambda > 1$, and as $\lambda \to \infty$, $v_{\lambda}(x) \to 1$ uniformly on any compact subset of $(0, \pi)$. Hence the profiles of equilibrium solutions for Eqs. (3.1) and (3.16) are different. For Eq. (3.16), the transition to oscillatory pattern for large delay $\tau$ is only known for $\lambda$ near $\lambda^* = 1$, and here we showed that such transition always occurs for the nonlocal equation (3.1).

Finally we make the following observation: suppose that a solution $u(x,t)$ of Eq. (3.1) is in a separable form

$$u(x,t) = \frac{\lambda - 1}{2\lambda} \sin x \cdot w(t).$$

(3.17)

Here we recall that $u_{\lambda}(x) = \frac{\lambda - 1}{2\lambda} \sin x$ is the unique positive equilibrium of Eq. (3.1) for $\lambda > 1$. Then it is easy to verify that $w(t)$ satisfies the well-known (non-spatial) Hutchinson equation

$$\frac{dw}{dt} = (\lambda - 1)w(t)(1 - w(t - \tau)).$$

(3.18)

It is also well known that the Hopf bifurcation points of Eq. (3.18) are also given by (3.13) [27,32,33], hence all the bifurcating periodic orbits obtained in Theorem 3.4 are indeed in separable form (3.17). This shows that the dynamics of Eq. (3.18) is embedded in the dynamics of Eq. (3.1) if the initial value is also in separable form (3.17). This is interesting for a Dirichlet boundary value problem, while it is common for Neumann (no-flux) boundary value problem. It would be interesting to know the stability of periodic solution with such separable form for all $\lambda > 1$, and whether a symmetry-breaking bifurcation can occur so that non-separable periodic orbits can arise.

4. The direction of the Hopf bifurcation

In this section, we analyze the direction of the Hopf bifurcation of Eq. (1.2) obtained in Theorem 2.14 using $\tau$ as bifurcation parameter. Here we combine the methods in Faria [10–12] and Hassard et al. [23]. Similar approach has also been used in [38,41].

We first transform the equilibrium to the origin via the translations $U(t) = u(\cdot,t) - u_{\lambda}$ and $\tau = \tau_\lambda + \gamma$, then $\gamma = 0$ is the Hopf bifurcation value of system (1.2). Re-scaling the time by $t \to \frac{t}{\tau}$ to normalize the delay, system (1.2) can be written in the following form

$$\frac{dU(t)}{dt} = \tau_0 d\Delta U(t) + \tau_0 L_0(U_t) + J(U_t, \gamma).$$

(4.1)
\[ U_t \in C, \quad L_0(\psi) = \lambda \left( 1 - \int_\Omega K(\cdot, y)u_\lambda(y) \, dy \right) \psi(0) - \lambda u_\lambda \int_\Omega K(\cdot, y)\psi(-1)(y) \, dy, \]

\[ J(\psi, \gamma) = \gamma \Delta \psi(0) + \gamma L_0(\psi) - (\gamma + \tau_n)\lambda \psi(0) \int_\Omega K(\cdot, y)\psi(-1)(y) \, dy, \]

for \( \psi \in C \), and \( C = C([-1,0], Y) \). Denote \( A_{\tau n} \) to be the infinitesimal generator of the linearized equation

\[ \frac{dU(t)}{dt} = \tau_n dU(t) + \tau_n L_0(U_t). \]  

(4.2)

Then

\[ A_{\tau n} \psi = \dot{\psi}, \]

\[ \mathcal{D}(A_{\tau n}) = \{ \psi \in C_C \cap C_C^1 : \psi(0) \in X_C, \dot{\psi}(0) = \tau_n A(\lambda)\psi(0) - \lambda \tau_n u_\lambda \int_\Omega K(\cdot, y)\psi(-1)(y) \, dy \}, \]

where \( C_C^1 = C^1([-1,0], Y_C) \). So Eq. (4.1) can be written in the following abstract form

\[ \frac{dU_t}{dt} = A_{\tau n} U_t + X_0 J(U_t, \gamma). \]  

(4.3)

where

\[ X_0(\theta) = \begin{cases} 0, & \theta \in [-1,0), \\ I, & \theta = 0. \end{cases} \]

From Theorem 2.14, we know that \( A_{\tau n} \) has only one pair of purely imaginary eigenvalues \( \pm iv_\lambda \tau_n \) which are simple. The corresponding eigenfunction with respect to \( iv_\lambda \tau_n \) (or \(-iv_\lambda \tau_n\)) is \( \psi(\lambda)(x)e^{iv_\lambda \tau_n \theta} \) for \( \theta \in [-1,0] \), where \( \psi(\lambda) \) is defined in Corollary 2.6.

Following [11], we introduce the formal duality \( \langle \cdot, \cdot \rangle \) in \( C \) by

\[ \langle \psi, \psi \rangle = \{ \psi(0), \psi(0) \} - \lambda \tau_n \int_0^1 \left( \psi(s + 1), u_\lambda \int_\Omega K(\cdot, y)\psi(s)(y) \, dy \right) ds. \]  

(4.4)

for \( \psi \in C_C \) and \( \tilde{\psi} \in C^*_C := C([0,1], Y_C) \). Using similar consideration in [22], we give two lemmas about the formal adjoint operator of \( A_{\tau n} \).

**Lemma 4.1.** Define an operator \( A^*_{\tau n} : \mathcal{D}(A_{\tau n}^*) \to C^* \) by \( A^*_{\tau n} \tilde{\psi}(s) = -\tilde{\psi}(s) \) with

\[ \mathcal{D}(A_{\tau n}^*) = \{ \tilde{\psi} \in C_C^* \cap (C_C^*)^1 : \tilde{\psi}(0) \in X_C, \dot{\tilde{\psi}}(0) = \tau_n A(\lambda)\tilde{\psi}(0) - \lambda \tau_n \int_\Omega K(\cdot, y)\tilde{\psi}(1)(y) \, dy \}. \]

where \( (C_C^*)^1 = C^1([0,1], Y_C) \). Then \( A^*_{\tau n} \) and \( A_{\tau n} \) satisfy

\[ \langle A_{\tau n} \tilde{\psi}, \psi \rangle = \langle \tilde{\psi}, A_{\tau n} \psi \rangle, \quad \text{for } \psi \in \mathcal{D}(A_{\tau n}) \text{ and } \tilde{\psi} \in \mathcal{D}(A_{\tau n}^*). \]  

(4.5)
Proof. For \( \psi \in \mathcal{D}(A_{\tau_n}) \) and \( \tilde{\psi} \in \mathcal{D}(A^*_n) \),

\[
\|\tilde{\psi}, A_{\tau_n} \psi\| = \left\{ \psi(0), (A_{\tau_n} \psi)(0) \right\} - \lambda \tau_n \int_{-1}^{0} \tilde{\psi}(s + 1), u_\lambda \int_{\Omega} K(\cdot, y) \psi(s)(y) dy ds \\
= \left\{ \tilde{\psi}(0), \tau_n A(\lambda) \psi(0) - \lambda \tau_n u_\lambda \int_{\Omega} K(\cdot, y) \psi(-1)(y) dy \right\} \\
- \lambda \tau_n \left[ \left\{ \tilde{\psi}(s + 1), u_\lambda \int_{\Omega} K(\cdot, y) \psi(s)(y) dy \right\} \right]_{-1}^{0} \\
+ \lambda \tau_n \int_{-1}^{0} \tilde{\psi}(s + 1), u_\lambda \int_{\Omega} K(\cdot, y) \psi(s)(y) dy ds \\
= \left\{ \tau_n A(\lambda) \tilde{\psi}(0), \psi(0) \right\} - \lambda \tau_n \left\{ \tilde{\psi}(1), u_\lambda \int_{\Omega} K(\cdot, y) \psi(0)(y) dy \right\} \\
- \lambda \tau_n \int_{-1}^{0} \tilde{\psi}(s + 1), u_\lambda \int_{\Omega} K(\cdot, y) \psi(s)(y) dy ds \\
= \left\{ \tau_n A(\lambda) \tilde{\psi}(0) - \lambda \tau_n \int_{\Omega} K(y, \cdot) u_\lambda(y) \tilde{\psi}(1)(y) dy, \psi(0) \right\} \\
- \lambda \tau_n \int_{-1}^{0} \tilde{\psi}(s + 1), u_\lambda \int_{\Omega} K(\cdot, y) \psi(s)(y) dy ds \\
= \|A^*_n \tilde{\psi}, \psi\|. \quad \square
\]

Lemma 4.2. The operator \( A^*_{\tau_n} \) has only one pair of purely imaginary eigenvalues \( \pm i \nu_\lambda \tau_n \) which are simple, and the corresponding eigenfunction with respect to \( -i \nu_\lambda \tau_n \) (or \( i \nu_\lambda \tau_n \)) is \( \tilde{\psi}_\lambda(x) e^{i(\nu_\lambda \tau_n s)} \) (or \( \tilde{\psi}_\lambda(x) e^{i(\nu_\lambda \tau_n s)} \)) for \( s \in [0, 1] \), where \( \tilde{\psi}_\lambda \) is defined in Theorem 2.7.

Proof. If \( \mu \) is an eigenvalue of \( A^*_{\tau_n} \), then there exists \( \tilde{\psi} \in \mathcal{D}(A^*_{\tau_n}) \) such that \( A^*_{\tau_n} \tilde{\psi} = \mu \tilde{\psi} \). From the definition of \( A^*_{\tau_n} \), we have that \( -\tilde{\psi} = \mu \tilde{\psi} \), and hence \( \tilde{\psi}(s) = \tilde{\psi}(0) e^{-\mu s} \), where \( \tilde{\psi}(0) \in X_C \) satisfies

\[
\tau_n A(\lambda) \tilde{\psi}(0) - \lambda \tau_n \int_{\Omega} K(y, \cdot) u_\lambda(y) \tilde{\psi}(0)(y) dy dx e^{-\mu} = \mu \tilde{\psi}(0).
\]

Hence from Theorem 2.7 and Remark 2.8, we have that \( A^*_{\tau_n} \) has only one pair of purely imaginary eigenvalues \( \pm i \nu_\lambda \tau_n \). The simplicity can be proved as in Theorem 2.11. \( \square \)

Lemma 4.2 implies that \( A_{\tau_n} \) and \( A^*_{\tau_n} \) are adjoint operators under the bilinear form (4.4). The center subspace of Eq. (4.1) is \( P = \text{span}(p(\theta), \tilde{p}(\theta)) \), where \( p(\theta) = \tilde{\psi}_\lambda e^{i(\nu_\lambda \tau_n \theta)} \) is the eigenfunction of \( A_{\tau_n} \) with respect to \( i \nu_\lambda \tau_n \). Similarly the formal adjoint subspace of \( P \) with respect to the bilinear
form (4.4) is \( P^* = \text{span}\{q(s), \tilde{q}(s)\} \), where \( q(s) = \tilde{\psi}_\lambda e^{iv_\lambda \tau_n s} \) is the eigenfunction of \( A^*_n \) with respect to \(-iv_\lambda \tau_n\). Then \( C_C \) can be decomposed as \( C_C = P \oplus Q \), where

\[ Q = \{ \psi \in C_C : \langle \tilde{\psi}, \psi \rangle = 0 \text{ for all } \tilde{\psi} \in P^* \}. \]

Let \( \Phi = (p(\theta), \overline{p}(\theta)) \), \( \Psi = \frac{1}{S_n(\lambda)} (q(s), \overline{q}(s))^T \), where \( S_n(\lambda) \) is defined in Lemma 2.10, then \( \langle \Psi, \Phi \rangle = I \), where \( I \) is the identity matrix in \( \mathbb{R}^{2 \times 2} \).

As the formulas to be developed for the bifurcation direction and stability are all relative to \( \gamma = 0 \) only, we set \( \gamma = 0 \) in Eq. (4.1) and obtain a center manifold

\[ w(z, \bar{z}) = w_{20}(\theta) \frac{z^2}{2} + w_{11}(\theta) z \bar{z} + w_{02}(\theta) \frac{\bar{z}^2}{2} + \cdots \]  

with the range in \( Q \). The flow of Eq. (4.1) on the center manifold can be written as:

\[ U_t = \Phi \cdot (z(t), \bar{z}(t))^T + w(z(t), \bar{z}(t)), \]

where

\[ \dot{z}(t) = \frac{d}{dt} \langle q(s), U_t \rangle = \langle q(s), A_n U_t \rangle + \frac{1}{S_n(\lambda)} \langle q(s), X_0 J(U_t, 0) \rangle 
= \langle A^*_n q(s), U_t \rangle + \frac{1}{S_n(\lambda)} \langle q(0), J(U_t, 0) \rangle 
= iv_\lambda \tau_n z(t) + \frac{1}{S_n(\lambda)} \langle q(0), J(\Phi(z(t), \bar{z}(t))^T + w(z(t), \bar{z}(t)), 0) \rangle. \]  

(4.7)

We rewrite (4.7) as

\[ \dot{z}(t) = iv_\lambda \tau_n z(t) + g(z, \bar{z}) \]  

(4.8)

with

\[ g(z, \bar{z}) = \frac{1}{S_n(\lambda)} \langle q(0), J(\Phi(z(t), \bar{z}(t))^T + w(z(t), \bar{z}(t)), 0) \rangle 
= g_{20} \frac{z^2}{2} + g_{11} z \bar{z} + g_{21} \frac{\bar{z}^2}{2} + g_{21} \frac{z^2 \bar{z}}{2} + \cdots. \]  

(4.9)

Hence we have that

\[ g_{20} = -\frac{2\lambda \tau_n}{S_n(\lambda)} e^{-iv_\lambda \tau_n} \int_\Omega \int_\Omega \overline{\psi}_\lambda(x) \psi_\lambda(x) K(x, y) \psi_\lambda(y) \, dx \, dy, \]

\[ g_{11} = -\frac{\lambda \tau_n}{S_n(\lambda)} e^{iv_\lambda \tau_n} \int_\Omega \int_\Omega \overline{\psi}_\lambda(x) \psi_\lambda(x) K(x, y) \overline{\psi}_\lambda(y) \, dx \, dy \]

\[ -\frac{\lambda \tau_n}{S_n(\lambda)} e^{-iv_\lambda \tau_n} \int_\Omega \int_\Omega \overline{\psi}_\lambda(x) \overline{\psi}_\lambda(x) K(x, y) \psi_\lambda(y) \, dx \, dy. \]
\[ g_{02} = -\frac{2\lambda \tau_n}{S_n(\lambda)} e^{i\nu_\lambda \tau_n} \int_\Omega \int_\Omega \overline{\psi_\lambda(x)} \psi_\lambda(x) K(x, y) \overline{\psi_\lambda(y)} \, dx \, dy. \]

\[ g_{21} = -\frac{2\lambda \tau_n}{S_n(\lambda)} \int_\Omega \int_\Omega \overline{\psi_\lambda(x)} \psi_\lambda(x) K(x, y) w_{11}(-1)(y) \, dx \, dy \]
\[ - \frac{\lambda \tau_n}{S_n(\lambda)} \int_\Omega \int_\Omega \overline{\psi_\lambda(x)} \psi_\lambda(x) K(x, y) w_{20}(-1)(y) \, dx \, dy \]
\[ - \frac{\lambda \tau_n}{S_n(\lambda)} e^{i\nu_\lambda \tau_n} \int_\Omega \int_\Omega \overline{\psi_\lambda(x)} w_{20}(0)(x) K(x, y) \psi_\lambda(y) \, dx \, dy \]
\[ - \frac{2\lambda \tau_n}{S_n(\lambda)} e^{-i\nu_\lambda \tau_n} \int_\Omega \int_\Omega \overline{\psi_\lambda(x)} w_{11}(0)(x) K(x, y) \psi_\lambda(y) \, dx \, dy. \] (4.10)

So in order to compute \( g_{21} \), we need to compute \( w_{20}(\theta) \) and \( w_{11}(\theta) \).

Since \( w(z(t), \bar{z}(t)) \) satisfies
\[
\dot{w} = \mathcal{A}_{r_n} w + X_0 J \left( \Phi(z, \bar{z})^T + w(z, \bar{z}), 0 \right) - \Phi \left( \langle \psi, X_0 J \left( \Phi(z, \bar{z})^T + w(z, \bar{z}), 0 \right) \rangle \right)
\]
\[ = \mathcal{A}_{r_n} w + H_{20} \frac{z_2}{2} + H_{11} z \bar{z} + H_{02} \frac{z_2}{2} + \cdots, \] (4.11)
then by using the chain rule
\[ \dot{w} = \frac{\partial w(z, \bar{z})}{\partial z} \dot{z} + \frac{\partial w(z, \bar{z})}{\partial \bar{z}} \dot{\bar{z}}, \]
we have that
\[
\begin{cases}
(2i\nu_\lambda \tau_n - \mathcal{A}_{r_n}) w_{20} = H_{20}, \\
-\mathcal{A}_{r_n} w_{11} = H_{11}, \\
(-2i\nu_\lambda \tau_n - \mathcal{A}_{r_n}) w_{02} = H_{02}.
\end{cases} \] (4.12)

Note that for \(-1 \leq \theta < 0\),
\[
-\Phi \left( \langle \psi, X_0 J \left( \Phi(z, \bar{z})^T + w(z, \bar{z}), 0 \right) \rangle \right) = H_{20} \frac{z_2}{2} + H_{11} z \bar{z} + H_{02} \frac{z_2}{2} + \cdots,
\]
and then we see that for \(-1 \leq \theta < 0\),
\[
H_{20}(\theta) = -\left( g_{20} p(\theta) + \bar{g}_{02} \bar{p}(\theta) \right), \] (4.13)
\[
H_{11}(\theta) = -\left( g_{11} p(\theta) + \bar{g}_{11} \bar{p}(\theta) \right). \] (4.14)

Therefore from (4.12), \( w_{20} \) and \( w_{11} \) can be expressed as
\[
w_{20}(\theta) = \frac{i g_{20}}{\nu_\lambda \tau_n} p(\theta) + \frac{i \bar{g}_{02}}{3 \nu_\lambda \tau_n} \bar{p}(\theta) + E e^{2i\nu_\lambda \tau_n \theta} \] (4.15)
and

\[ w_{11}(\theta) = -\frac{i g_{11}}{\nu_1 \tau_n} p(\theta) + \frac{i \tilde{g}_{11}}{\nu_1 \tau_n} \tilde{p}(\theta) + F. \]  

(4.16)

From Eqs. (4.11) and (4.12) with \( \theta = 0 \), the definition of \( \mathcal{A}_n \) and

\[ H_{20}(0) = -(g_{20} p(0) + \tilde{g}_{02} \tilde{p}(0)) - 2 \nu_1 \tau_n e^{-i \nu_1 \tau_n} \psi_\lambda \int_\Omega K(., y) \psi_\lambda(y) \, dy. \]

we find that \( E \) satisfies

\[ (2i \nu_1 \tau_n - \mathcal{A}_n) E e^{2i \nu_1 \tau_n \theta} \bigg|_{\theta=0} = -2 \nu_1 \tau_n e^{-i \nu_1 \tau_n} \psi_\lambda \int_\Omega K(., y) \psi_\lambda(y) \, dy, \]

that is,

\[ \Delta(\lambda, 2i \nu_1, \tau_n) E = 2 \nu_1 e^{-i \nu_1 \tau_n} \psi_\lambda \int_\Omega K(., y) \psi_\lambda(y) \, dy. \]  

(4.17)

From Corollary 2.6, we have \( 2i \nu_1 \) is not the eigenvalue of \( \mathcal{A}_n(\lambda) \), and hence

\[ E = 2 \nu_1 e^{-i \nu_1 \tau_n} \Delta(\lambda, 2i \nu_1, \tau_n)^{-1} \left( \psi_\lambda \int_\Omega K(., y) \psi_\lambda(y) \, dy \right), \]

where \( \Delta(\lambda, \mu, \tau) \) is defined in Eq. (2.9). Similarly,

\[ F = \lambda \Delta(\lambda, 0, \tau_n)^{-1} \left( e^{i \nu_1 \tau_n} \psi_\lambda \int_\Omega K(., y) \overline{\psi_\lambda}(y) \, dy + e^{-i \nu_1 \tau_n} \overline{\psi_\lambda} \int_\Omega K(., y) \psi_\lambda(y) \, dy \right). \]  

(4.18)

Now we compute the functions \( E \) and \( F \) in the following lemma.

**Lemma 4.3.** For \( \lambda \in (\lambda_-, \lambda^*) \), let \( E \) and \( F \) be defined as in (4.15) and (4.16). Then

\[ E = \frac{1}{\lambda - \lambda_*} (c_\lambda u_\lambda + \varphi_\lambda), \quad F = \frac{\bar{\varphi}_\lambda}{\lambda - \lambda_*}, \]  

(4.19)

where \( u_\lambda \) is the positive solution of Eq. (1.2) satisfying (2.2), \( \varphi_\lambda, \bar{\varphi}_\lambda \) satisfy

\[ \langle u_\lambda, \varphi_\lambda \rangle = 0, \quad \lim_{\lambda \to \lambda_*} \| \varphi_\lambda \|_{Y_\infty} = 0, \quad \lim_{\lambda \to \lambda_*} \| \bar{\varphi}_\lambda \|_{Y_\infty} = 0, \]

and the constant \( c_\lambda \) satisfies \( \lim_{\lambda \to \lambda_*} (\lambda - \lambda_*)c_\lambda = \frac{2i}{\alpha_{\lambda_*}^2 (2i-1)}. \)

**Proof.** We only prove the estimate for \( E \), and the one for \( F \) is similar. Substituting Eq. (4.19) into Eq. (4.17), we have that
\[ A(\lambda)\varphi_\lambda - \lambda u_\lambda \int_\Omega K(\cdot, y)(c_\lambda u_\lambda + \varphi_\lambda)\,dy\,e^{-2iv_\lambda \tau_n} - 2iv_\lambda (c_\lambda u_\lambda + \varphi_\lambda) = 2\lambda e^{-iv_\lambda \tau_n}(\lambda - \lambda_s)\psi_\lambda \int_\Omega K(\cdot, y)\psi_\lambda(y)\,dy. \tag{4.20} \]

Multiplying Eq. (4.20) by \( u_\lambda \), we have that
\[
c_\lambda \left( \lambda \int_\Omega \int_\Omega K(x, y)u_\lambda^2(x)u_\lambda(y)\,dx\,dy\,e^{-2iv_\lambda \tau_n} + 2iv_\lambda \|u_\lambda\|_{Y_C}^2 \right)
= -\lambda \int_\Omega \int_\Omega K(x, y)u_\lambda^2(x)\varphi_\lambda(y)\,dx\,dy\,e^{-2iv_\lambda \tau_n}
- 2\lambda e^{-iv_\lambda \tau_n}(\lambda - \lambda_s) \int_\Omega K(x, y)u_\lambda(x)\psi_\lambda(x)\psi_\lambda(y)\,dx\,dy. \tag{4.21} \]

Multiplying Eq. (4.20) by \( \varphi_\lambda \), we have that
\[
\langle A(\lambda)\varphi_\lambda, \varphi_\lambda \rangle - c_\lambda \int_\Omega \int_\Omega K(x, y)\varphi_\lambda(x)u_\lambda(x)\psi_\lambda(y)\,dx\,dy\,e^{-2iv_\lambda \tau_n}
= \lambda \int_\Omega \int_\Omega K(x, y)u_\lambda(x)\varphi_\lambda(x)\varphi_\lambda(y)\,dx\,dy\,e^{-2iv_\lambda \tau_n} + 2iv_\lambda \|\varphi_\lambda\|_{Y_C}^2
+ 2\lambda e^{-iv_\lambda \tau_n}(\lambda - \lambda_s) \int_\Omega \int_\Omega K(x, y)\varphi_\lambda(x)\psi_\lambda(x)\psi_\lambda(y)\,dx\,dy. \tag{4.22} \]

From the expression of \( \nu_\lambda, u_\lambda, \psi_\lambda \) and \( \tau_n \), we have that
\[ \psi_\lambda \to \phi, \quad u_\lambda/(\lambda - \lambda_s) \to \alpha_\lambda \phi, \quad \nu_\lambda/(\lambda - \lambda_s) \to 1, \quad \text{and} \quad \nu_\lambda \tau_n \to \frac{\pi}{2} + 2n\pi. \]

So from Eq. (4.21), we have that
\[
(\lambda - \lambda_s)c_\lambda = \frac{(\lambda - \lambda_s)\lambda \int_\Omega \int_\Omega K(x, y)u_\lambda^2(x)\varphi_\lambda(y)\,dx\,dy\,e^{-2iv_\lambda \tau_n}}{(\lambda \int_\Omega \int_\Omega K(x, y)u_\lambda^2(x)u_\lambda(y)\,dx\,dy + 2iv_\lambda \|u_\lambda\|_{Y_C}^2)}
- \frac{2\lambda e^{-iv_\lambda \tau_n}(\lambda - \lambda_s)^2 \int_\Omega \int_\Omega K(x, y)u_\lambda(x)\psi_\lambda(x)\psi_\lambda(y)\,dx\,dy}{(\lambda \int_\Omega \int_\Omega K(x, y)u_\lambda^2(x)u_\lambda(y)\,dx\,dy + 2iv_\lambda \|u_\lambda\|_{Y_C}^2)},
\]

and hence there exist constants \( \tilde{\lambda} > \lambda_s, \ M_0, M_1 > 0 \) such that for any \( \lambda \in (\lambda_s, \tilde{\lambda}), \ |(\lambda - \lambda_s)c_\lambda| \leq M_0\|\varphi_\lambda\|_{Y_C} + M_1. \) From Eq. (4.22), and the expression of \( \nu_\lambda, u_\lambda, \psi_\lambda \) and \( \tau_n \), we have that there exist constants \( \tilde{\lambda} > \lambda_s, \ M_3, M_4, M_5 > 0 \) such that for any \( \lambda \in (\lambda_s, \tilde{\lambda}), \)
\[
|\lambda_2(\lambda)|: \|\varphi_\lambda\|_{Y_C}^2 \leq M_3(\lambda - \lambda_s)\|\varphi_\lambda\|_{Y_C} (M_0\|\varphi_\lambda\|_{Y_C} + M_1)
+ (\lambda - \lambda_s)M_4\|\varphi_\lambda\|_{Y_C}^2 + M_5(\lambda - \lambda_s)\|\varphi_\lambda\|_{Y_C},
\]
where \( \lambda_2(\lambda) \) is the second eigenvalue of \( A(\lambda) \). Since \( \lim_{\lambda \to \lambda_*} \lambda_2(\lambda) = \lambda_2 - \lambda_* > 0 \), where \( \lambda_2 \) is the second eigenvalue of Eq. (1.6), then we have that \( \lim_{\lambda \to \lambda_*} \| \psi_\lambda \|_\mathbb{C} = 0 \). Together with (4.21), we have that

\[
\lim_{\lambda \to \lambda_*} (\lambda - \lambda_*) c_\lambda = \frac{2i}{\alpha_\lambda^2(2i - 1)}. \tag{\ref{eq:1.2}}
\]

It is well known that the following quantities determine the direction and stability of bifurcating periodic orbits (see [23,40]):

\[
C_1(0) = \frac{i}{2\nu_\lambda\tau_n} \left( g_{11} g_{20} - 2|g_{11}|^2 - \frac{|g_{02}|^2}{3} \right) + \frac{g_{21}}{2}, \quad \mu_2 = -\frac{\Re e(C_1(0))}{\Re e(\mu'(\tau_n))},
\]

\[
\beta_2 = 2\Re e(C_1(0)), \quad T_2 = -\frac{\Im m(C_1(0)) + \mu_2 \Im m(\mu'(\tau_n))}{\tau_n}.
\]

Here

1. \( \mu_2 \) determines the direction of the Hopf bifurcation: if \( \mu_2 > 0 \) (\( \mu_2 < 0 \)), then the bifurcating periodic solutions exist for \( \tau > \tau_n \) (\( \tau < \tau_n \)), and the bifurcation is called forward (backward);
2. \( \beta_2 \) determines the stability of bifurcating periodic solutions: the bifurcating periodic solutions are orbitally asymptotically stable (unstable) if \( \beta_2 < 0 \) (\( \beta_2 > 0 \));
3. \( T_2 \) determines the period of the bifurcating periodic solutions: the period increases (decreases) if \( T_2 > 0 \) (\( T_2 < 0 \)).

From Eqs. (4.10), (4.15), (4.16) and (4.19), we can compute \( g_{20}, g_{11}, g_{02} \) and \( g_{21} \) for the periodic orbits emerging from the Hopf bifurcation of Eq. (1.2) obtained in Theorem 2.14. Since \( \lim_{\lambda \to \lambda_*} \psi_\lambda(x) = \lim_{\lambda \to \lambda_*} \psi_\lambda(x) = \phi(x) \), then

\[
\lim_{\lambda \to \lambda_*} S_\eta(\lambda) = \frac{1}{2} \left( 2 + i(\pi + 4n\pi) \right) \int_\Omega \phi^2(x) \, dx, \quad \lim_{\lambda \to \lambda_*} (\lambda - \lambda_*) F = 0,
\]

\[
\lim_{\lambda \to \lambda_*} (\lambda - \lambda_*) \tau_n = \lim_{\lambda \to \lambda_*} \nu_\lambda \tau_n = \frac{\pi}{2} + 2n\pi, \quad \lim_{\lambda \to \lambda_*} (\lambda - \lambda_*) E = \frac{2i}{\alpha_\lambda^2(2i - 1)} \phi.
\]

So we compute that

\[
\lim_{\lambda \to \lambda_*} (\lambda - \lambda_*) g_{20} = \frac{2i(\pi + 4n\pi)}{\alpha_\lambda^2(2 + i(\pi + 4n\pi))}, \quad \lim_{\lambda \to \lambda_*} (\lambda - \lambda_*) g_{11} = 0,
\]

\[
\lim_{\lambda \to \lambda_*} (\lambda - \lambda_*) g_{02} = \frac{-2i(\pi + 4n\pi)}{\alpha_\lambda^2(2 + i(\pi + 4n\pi))},
\]

\[
\lim_{\lambda \to \lambda_*} (\lambda - \lambda_*)^2 g_{21} = \frac{2(\pi + 4n\pi)(1 - 3i)}{\alpha_\lambda^2(10 + 5i(\pi + 4n\pi))} + \frac{8i(1 + 4n)}{3\alpha_\lambda^2(10 + 5i(\pi + 4n\pi))^2}.
\]

Then we can compute that \( \lim_{\lambda \to \lambda_*} \Re e((\lambda - \lambda_*)^2 g_{21}) < 0 \) and \( \lim_{\lambda \to \lambda_*} \Re e((\lambda - \lambda_*)^2 C_1(0)) < 0 \). Hence we have the following results:

**Theorem 4.4.** For \( \lambda \in (\lambda_*, \lambda^*) \), let \( \tau_n(\lambda) \) given as in (2.15) be the Hopf bifurcation points for Eq. (1.2) where spatially nonhomogeneous periodic orbits of Eq. (1.2) emerge from \( (\tau_n, u_\lambda) \). Then for each \( n \in \mathbb{N} \cup \{0\} \), the direction of the Hopf bifurcation at \( \tau = \tau_n \) is forward and the bifurcating periodic solution from \( \tau = \tau_0 \) is locally asymptotically stable.
Similarly we can consider the direction of Hopf bifurcations and stability of bifurcating periodic orbits of Eq. (3.1) for all \( \lambda > 1 \). In this case, from the proof of Theorem 3.3, \( \psi_\lambda, \tilde{\psi}_\lambda \) and \( S_n(\lambda) \) can all be explicitly calculated for all \( \lambda > 1 \), and the normal form calculation earlier also holds here. From Eqs. (4.17) and (4.18), we can also solve that

\[
E = \frac{4i\lambda}{(2i-1)(\lambda-1)} \sin x, \quad F = 0,
\]

and by substituting the explicit form of \( \psi_\lambda, \tilde{\psi}_\lambda \), and \( S_n(\lambda) \) into Eq. (4.10), we have that

\[
g_{20} = \frac{4i(\pi + 4n\pi)\lambda}{(\lambda - 1)(2 + i(\pi + 4n\pi))}, \quad g_{11} = 0,
\]

\[
g_{02} = \frac{-4i(\pi + 4n\pi)\lambda}{(\lambda - 1)(2 + i(\pi + 4n\pi))},
\]

\[
g_{21} = \frac{8(\pi + 4n\pi)(1-3i)\lambda^2}{(\lambda - 1)^2(10 + 5i(\pi + 4n\pi))} + \frac{32i\pi (1+4n)^2}{3(\lambda - 1)^2(2 + i(\pi + 4n\pi))^2}.
\]

Then again we obtain that \( \text{Re}(g_{21}) < 0 \) and \( \text{Re}(C_1(0)) < 0 \). Hence we have the following results:

**Theorem 4.5.** For each \( \lambda > 1 \), let \( \tau_n(\lambda) \) given as in (3.13) be the Hopf bifurcation points for Eq. (3.1) where spatially nonhomogeneous periodic orbits of Eq. (3.1) emerge from \((\tau_n, u_\lambda)\). Then for each \( n \in \mathbb{N} \cup \{0\} \), the direction of the Hopf bifurcation at \( \tau = \tau_n \) is forward and the bifurcating periodic solution from \( \tau = \tau_0 \) is locally asymptotically stable.

The results in Theorems 4.4 and 4.5 show that the Hopf bifurcation at \( \tau_n \) is forward, hence for some \( \varepsilon_n > 0 \), there exists a spatially inhomogeneous periodic orbit for (1.2) (or (3.1) respectively) when \( \tau \in (\tau_n, \tau_n + \varepsilon_n) \). This in a sense shows that a true Hopf bifurcation occurs at \( \tau = \tau_n \). Finally we show two numerical simulations of Eq. (1.2) to demonstrate our results. In Fig. 2, the numerical simulations with a homogeneous kernel \( K(x, y) \equiv 1 \) are shown, and in Fig. 3, the ones with a nonhomogeneous kernel \( K(x, y) = \frac{|x-y|}{\pi} \) are shown respectively. In each figure, \( \lambda = 2, \Omega = (0, \pi), d = 1 \), and the initial value is \( u(x, t) = 0.5 \sin^2 x \). In each case, the convergence to the spatially nonhomogeneous equilibrium \( u_\lambda \) occurs when \( \tau \) is less than the first Hopf bifurcation point \( \tau_0 \), and an oscillatory pattern emerges for \( \tau > \tau_0 \). While each simulation verifies the occurrence of spatially nonhomogeneous temporal oscillation, one can notice that the spatial profiles of the periodic solutions are different due to the different dispersal kernel. In particular, the spatial profile in Fig. 2 is concave (indeed it is \( \sin x \) in this case), and the one in Fig. 3 is not.
Fig. 3. Spatially nonhomogeneous kernel $K(x, y) = \frac{|x - y|}{\pi}$. Left: $\tau = 1$; right: $\tau = 1.6$.
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