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Abstract Of all the Antarctic coastal polynyas, the Amundsen Sea Polynya is the most productive per unit area. Observations from the 2010–2011 Amundsen Sea Polynya International Research Expedition (ASPIRE) revealed that both light and iron can limit the growth of phytoplankton (*Phaeocystis antarctica*), but how these controls manifest over the bloom season is poorly understood, especially with respect to their climate sensitivity. Using a 1-D biogeochemical model, we examine the influence of light and iron limitation on the phytoplankton bloom and vertical carbon flux at 12 stations representing different bloom stages within the polynya. Model parameters are determined by Bayesian optimization and assimilation of ASPIRE observations. The model-data fit is most sensitive to phytoplankton physiological parameters, which among all model parameters are best constrained by the optimization. We find that the 1-D model captures the basic elements of the bloom observed during ASPIRE, despite some discrepancies between modeled and observed dissolved iron distributions. With this model, we explore the way iron availability, in combination with light availability, controlled the rise, peak, and decline of the bloom at the 12 stations. Modeled light limitation by self-shading is very strong, but iron is drawn down as the bloom rises, becoming limiting in combination with light as the bloom declines. These model results mechanistically confirm the importance of climate-sensitive controls like stratification and meltwater on phytoplankton bloom development and carbon export in this region.

1. Introduction

Coastal polynyas, areas of seasonally open waters surrounded by sea ice, account for 65% of all Antarctic continental shelf primary production (Arrigo & Van Dijken, 2003). The Amundsen Sea Polynya (ASP) supports rates of net primary production as high as 2.5 gC m⁻² day⁻¹ (Arrigo et al., 2012; Arrigo & Van Dijken, 2003), 3–5 times greater than peak rates observed in the marginal ice zone (Arrigo et al., 2012, 2008) and the greatest of all Antarctic polynyas (Arrigo & Van Dijken, 2003). *Phaeocystis antarctica*, a colony-forming prymnesiophyte, dominates the blooms of the ASP (Ducklow et al., 2015; Kim et al., 2015, 2016; Lee, Park, et al., 2016; Lee, Yang, et al., 2016; Yager et al., 2016). This bloom is important to understanding the role of Antarctic polynyas in the global carbon cycle (Kim et al., 2016; Lee et al., 2017; Yager et al., 2016), but climate-sensitive factors of the bloom are not well understood.

Both light and the micronutrient iron (Fe) are important controls on the productivity in the polynya (Alderkamp et al., 2015; Schofield et al., 2015). Springtime sea ice retreat (1) frees the water column from shading by sea ice (Arrigo et al., 2012; Hahm et al., 2014) and (2) enhances stratification with the introduction of buoyant sea ice melt and solar warming, rendering the polynya favorable to phytoplankton growth. The very high chlorophyll a (Chl a) concentrations (up to 20 mg/m³; Yager et al., 2016) result in shallow euphotic depths because of phytoplankton self-shading, however. Thus, light can limit productivity during the summer, and phytoplankton growth depends on the depth of the upper mixed layer and the vertical mixing rate (Park et al., 2017; Schofield et al., 2015).

The unusually high productivity of the ASP has also been attributed to a large supply of bioavailable Fe (Arrigo et al., 2015; Sherrell et al., 2015; Yager et al., 2012). This flux of iron to the euphotic zone is derived in part from buoyancy-driven upwelling caused by nearby melting glaciers (Gerringa et al., 2012; Greisman, 1979; St-Laurent et al., 2017) and also results from Circumpolar Deep Water contributions and seafloor...
sedimentary inputs (St-Laurent et al., 2017). The importance of dissolved Fe (dFe) to the bloom is supported by measurements of depleted trace metals in the ASP, with surface dFe drawn down to concentrations that limit phytoplankton growth (Alderkamp et al., 2015; Sherrell et al., 2015), whereas inorganic macronutrients are not reduced to limiting concentrations (Lee et al., 2012; Yager et al., 2016). Shipboard incubation experiments also indicate some iron stress during the growth phase of the bloom (Alderkamp et al., 2015). Additions of dFe to both high- and low-light incubations resulted in higher maximum Chl a normalized photosynthesis rates ($P^{*}_{\text{max}}$), suggesting iron limitation effects on the primary productivity of the phytoplankton. Both lateral advective processes and vertical mixing play a role in delivery of dFe to the upper water column (St-Laurent et al., 2017, 2019). ASP biogeochemical processes have been successfully accounted for in a 1-D framework, however. A well-balanced carbon budgeting exercise assuming no horizontal inputs can account for the bloom in the ASP (Yager et al., 2016), although uncertainty in the results was attributed in part to the assumption of one dimensionality as well as temporal variability. Modeling the ASP upper ocean with a 1-D model helps assess the roles of biological cycling and scavenging on distributions of dFe, as well as to test the extent to which the bloom can be resolved without accounting for lateral transport processes.

Light and nutrient supply in the ASP are likely to be altered rapidly with global climate change. While predicted shortening of sea ice duration (Stammerjohn et al., 2008, 2015) allows light availability for phytoplankton growth over a larger area, prolonged open water duration combined with stronger wind mixing may result in deeper mixed layers and thus increased light limitation (Park et al., 2017). In addition, increased fluxes of glacial meltwater to the ASP may increase the flux of dFe to the polynya, relieving iron limitation. Understanding the mechanisms controlling the full seasonal bloom will enable better projections of the future of the ASP ecosystem under anthropogenic climate change.

This study seeks to address the question of the relative importance of light versus iron limitation for the progression of the _P. antarctica_ bloom in the ASP. We use a 1-D physical model coupled to a nitrogen and iron biogeochemical model to simulate the bloom at 12 Amundsen Sea Polynya International Research Expedition (ASPIRE) stations where the bloom was observed in austral summer 2010–2011 (Yager et al., 2016, 2012; Figure 1). In addition to isolating controls on the bloom, we also test the sensitivity of the results to key parameters of the biogeochemical model, which is used within a high-resolution, 3-D ocean circulation model (St-Laurent et al., 2017, 2019).

### 2. Methods

#### 2.1. Overview

We developed a 1-D, nitrate-, light-, and iron-limited Nitrogen-Phytoplankton-Zooplankton-Detritus (NPZD) ecosystem model by adapting the iron-limited NPZD model developed by Fiechter et al. (2009) to the coastal environment in the Southern Ocean. Our iron-nitrate NPZD model is embedded within a vertical mixing model that is a part of the Regional Ocean Modeling System (ROMS). While lateral transport processes are important in the ASP (St-Laurent et al., 2017, 2019), the 1-D model is run with the assumption that the biogeochemical properties of the Winter Water “reserve” are sufficient to reproduce the bloom in the ASP, an assumption that has proven to be reasonably robust by a 1-D carbon budgeting effort (Yager et al., 2016). Taking advantage of the low computational cost of the 1-D model, we test its sensitivity to variations in the biogeochemical parameters, as well as the extent to which ASPIRE observations can be reproduced without the influence of lateral transport over the course of the bloom.

#### 2.2. ROMS 1-D Model

We use the 1-D ROMS/biogeochemical model at 12 ASPIRE bloom stations (Figure 1) from 1 October 2010 to 31 March 2011 (6 months). These stations are the same as those considered by Yager et al. (2016), except for Station 68, a sea ice-covered station on the shelf break that we did not include since it was far from the
The observations from these stations span from 14 December 2010 to 5 January 2011, representing the beginning and rise of the bloom. The 1-D model uses a 9-min time step and represents the upper 210 m of the water column with 30 vertical levels. The model vertical resolution is highest in the surface layer (2- to 4-m resolution in the top 25 m) and lowest in the bottom layer (maximum of 15.5-m resolution at 210 m). The model physics evolve over time according to vertical mixing (Large et al., 1994) and surface forcing. The model physics are not affected by biogeochemical cycling in the model, however. The prognostic variables of the physical component of the model are temperature, salinity, horizontal velocity, and sea surface height (for a detailed description see Shchepetkin & McWilliams, 2005; Hedström, 2009).

### 2.3. The Iron-Nitrate NPZD Model

The biogeochemical model used in this study is a modified version of the iron-, light- and nitrate-limited NPZD model developed by Fiechter et al. (2009) for ROMS in the Gulf of Alaska. Phytoplankton growth is determined by a maximum specific rate and a multiplicative function of iron, nitrate, and light availability relative to saturating values. The model considers the cycles of both nitrogen and iron (Figure 2), allowing for explicit iron and nitrate limitation on the rate of nutrient uptake using Michaelis-Menten kinetics. The state variables of the nitrogen and iron cycles assumed in this study are similar to those in the original Fiechter et al. (2009) model. Since nitrate is the dominant form of dissolved inorganic nitrogen (DIN) in the ASP (Yager et al., 2016), nitrate is the sole nutrient in the model’s nitrogen cycle, and we use nitrate and DIN interchangeably throughout this study. All source and sink terms are calculated at every model depth and at each time step in ROMS.

We modify the Fiechter et al. (2009) model by (1) adding a second size-specific detrital pool, (2) aggregating of phytoplankton and small detritus into large detritus (Fennel et al., 2006), and (3) scavenging of dissolved iron onto small detritus only, as large detritus is assumed to account for a negligible fraction of total particle surface area per volume of seawater. We also replace the original Ivlev formulation of grazing with a Holling-type formulation (Fennel et al., 2006). By distinguishing large detritus (dead zooplankton, aggregated phytoplankton, and aggregated small detritus) from small detritus (dead phytoplankton), the model can treat separately the faster sinking of aggregated *P. antarctica* and large detritus and the slower sinking of small particles. Also, unlike in the original Fiechter et al. (2009) model, our model assumes that the uptake of dissolved inorganic nutrients by phytoplankton proceeds with a fixed Fe:N ratio (Table 1), given the lack of relevant observations for the ASP. In our model, the simplification is made that all dFe is available for uptake or scavenging. We do not attempt to represent explicitly dissolved Fe ligands, which are often unrealistically assigned a fixed concentration and a conditional stability constant (Matsumoto et al., 2013; Tagliabue et al., 2016). Colloidal Fe is implicitly assumed to be a component of dFe and is not treated explicitly, as no observations are available for Fe ligands or colloidal Fe in the ASP.

Scavenging rates of Fe onto particulate organic matter are set proportional to the product of small detritus and dFe concentrations. The scavenging of dFe \( S \) (in \( \mu mol \ Fe \ m^{-3} \ day^{-1} \)) by small detritus is parameterized as in Aumont et al. (2015), their equation 50):

\[
S = S_{SD} \times N_{SD} \times dFe,
\]

where \( S_{SD} \) is the scavenging rate coefficient of dFe by small detritus (\( \mu mol \ N \ m^{-3} \ day^{-1} \)), \( N_{SD} \) is the concentration of small detritus (\( \mu mol \ N/m^{-3} \)), and \( dFe \) is the dFe concentration in \( \mu mol \ Fe/m^3 \). Rather than using a fixed dFe scavenging coefficient at all depths (e.g., Parekh et al., 2005), this dependence of the scavenging rate on both the particle and iron concentrations is arguably a somewhat more realistic representation...
of surface adsorption processes in the ocean (Tagliabue et al., 2016). Desorption of Fe is not modeled explicitly, again because of a lack of relevant data, but is instead implicitly included in the process of remineralization, which transfers N and Fe (at a fixed ratio) from both large and small detritus to the dissolved pool. Other models have treated the processes of desorption and remineralization separately (Marchal & Lam, 2012). In the absence of supporting data from ASP, we do not allow Fe to cycle more rapidly than N (Rafter et al., 2017).

The governing equations of the nitrogen cycle model (Figure 2a) are (all terms in units of mmol N m$^{-3}$ day$^{-1}$, with parameter definitions as in Table 1):

DIN:

$$\frac{\partial \text{DIN}}{\partial t} = -\text{UNP} + \text{EGNZ} + \text{R_{SD}N_{SD}} + \text{R_{LD}N_{LD}} + \frac{\partial}{\partial z} K_z \frac{\partial \text{DIN}}{\partial z}$$ (2)

Phytoplankton ($N_P$):

$$\frac{\partial N_P}{\partial t} = +\text{UNP} - \text{GNZ} - m_P N_P - A(N_{SD} + N_P)N_F - w_P \partial N_P/\partial z + \frac{\partial}{\partial z} K_z \frac{\partial N_P}{\partial z}$$ (3)

Zooplankton ($N_Z$):

$$\frac{\partial N_Z}{\partial t} = +\text{GNZ} - \text{EGNZ} - m_Z N_Z + \frac{\partial}{\partial z} K_z \frac{\partial N_Z}{\partial z}$$ (4)

Small detrital nitrogen ($N_{SD}$):

$$\frac{\partial N_{SD}}{\partial t} = +m_P N_P - A(N_{SD} + N_P)N_{SD} - R_{SD} N_{SD} - w_{SD} \partial N_{SD}/\partial z + \frac{\partial}{\partial z} K_z \frac{\partial N_{SD}}{\partial z}$$ (5)

Large detrital nitrogen ($N_{LD}$):

$$\frac{\partial N_{LD}}{\partial t} = +m_Z N_Z + A(N_{SD} + N_P)^2 - R_{LD} N_{LD} - w_{LD} \partial N_{LD}/\partial z + \frac{\partial}{\partial z} K_z \frac{\partial N_{LD}}{\partial z}$$ (6)

In equations (2)–(6) the term UNP is the uptake rate of nitrate by phytoplankton, EGNZ is zooplankton excretion, R_{SD}N_{SD} is small detritus remineralization, R_{LD}N_{LD} is large detritus remineralization, GNZ is grazing.
The governing equations of the iron cycle model (Figure 2b) are (all terms in units of μmol Fe m^{-3} day^{-1}):

**Dissolved iron (dFe):**

\[
\frac{\partial dFe}{\partial t} = -UF\dot{e}N N_P - S_{SD} N_{SD} dFe + R_{SD} Fe_{SD} + R_{LD} Fe_{LD} + \frac{\partial}{\partial z} K_z \frac{\partial dFe}{\partial z} \tag{7}
\]

**Living phytoplankton-associated iron (FeP):**

\[
\frac{\partial FeP}{\partial t} = +UF\dot{e}N N_P - GR Z (Fe_P/N_P) - m_P Fe_P - A(N_{SD} + N_P) Fe_P - w_P \frac{\partial FeP}{\partial z} + \frac{\partial}{\partial z} K_z \frac{\partial FeP}{\partial z} \tag{8}
\]

**Small detritus-associated iron (FeSD):**

\[
\frac{\partial FeSD}{\partial t} = +m_P Fe_P + S_{SD} N_{SD} dFe - A(N_{SD} + N_P) FeSD - R_{SD} Fe_{SD} - w_{SD} \frac{\partial FeSD}{\partial z} + \frac{\partial}{\partial z} K_z \frac{\partial FeSD}{\partial z} \tag{9}
\]

**Large detritus-associated iron (FeLD):**

\[
\frac{\partial FeLD}{\partial t} = +GR Z (FeP/N_P) + A(N_{SD} + N_P) (FeSD + FeP) - R_{LD} Fe_{LD} - w_{LD} \frac{\partial FeLD}{\partial z} + \frac{\partial}{\partial z} K_z \frac{\partial FeLD}{\partial z} \tag{10}
\]

In equations (7)–(10) the term \(UF\dot{e}N N_P\) is phytoplankton uptake, \(S_{SD} N_{SD} dFe\) is scavenging, \(R_{SD} Fe_{SD}\) is small detrital remineralization, \(R_{LD} Fe_{LD}\) is large detrital remineralization, \(GR Z (FeP/N_P)\) is grazing, \(m_P Fe_P\) is phytoplankton mortality, \(A(N_{SD} + N_P)\) is phytoplankton aggregation, \(w_P \frac{\partial FeP}{\partial z}\) is phytoplankton sinking, \(A(N_{SD} + N_P) FeSD\) is small detrital aggregation, \(w_{SD} \frac{\partial FeSD}{\partial z}\) is small detrital sinking, \(A(N_{SD} + N_P) (FeSD + FeP)\) is the aggregation of phytoplankton and small detritus, and \(w_{LD} \frac{\partial FeLD}{\partial z}\) is large detrital sinking. As in the nitrogen cycle model, the last term of each equation is the vertical mixing term.

The following functional forms are assumed in the model:

**Phytoplankton growth rate (U, day^{-1}),** with the last term representing the photosynthesis-irradiance relationship (Evans & Parslow, 1985):

\[
U = P_{max} \times \min \left( \frac{dFe}{k_p} + \frac{DIN}{k_N + DIN} \right) \frac{\alpha I}{\sqrt{\alpha I^2 + P_{max}^2}} \tag{11}
\]

**Photosynthetically active radiation (I, W/m^2):**

\[
\frac{\partial I}{\partial z} = -k_d I \tag{12}
\]

**Light attenuation (k_d, m^{-1}; Fasham et al., 1990):**

\[
k_d = 0.04 + 0.040 \times N_P \tag{13}
\]

**Grazing rate (G, day^{-1}):**

\[
G = G_{max} \frac{N_P^2}{k_p + N_P^2} \tag{14}
\]

In equations (2)–(14), all variables not listed as prognostic (state) variables are model parameters defined in Table 1.
2.4. Model Forcing

Surface forcing for the model (1 October 2010 to 31 March 2011) includes (1) zonal and meridional wind speed, (2) sea ice concentration, (3) incoming shortwave radiation, (4) surface air temperature, (5) net surface longwave radiation, and (6) sea ice meltwater contribution at the location of each station. The wind speed and direction come from the Antarctic Mesoscale Prediction System (Powers et al., 2012) and have 3-hr resolution (see Figure S1 in the supporting information showing a reasonably good comparison with winds observed from the ship during ASPIRE). The wind speed values used in our model calculations are adjusted for sea ice cover by assuming that the squared wind speed (proportional to surface stress) is proportional to sea ice concentration (i.e., zero speed for a full ice cover). To this end, we use observed sea ice concentration (SIC) from the local ASMR-E sea ice concentration (Cavalieri et al., 2014). The incoming shortwave radiation is from the European Centre for Medium-Range Weather Forecasts Reanalysis Interim (ERA-Interim) reanalysis (Dee et al., 2011, 3-hourly) and is multiplied by \((1 - \text{SIC})\) to account for sea ice cover. Surface air temperature and net longwave radiation are from ERA-Interim (monthly resolution) and are prescribed over open water (SIC = 0), while values of \(-1.8 \text{ C}\) and \(0 \text{ W/m}^2\) (respectively) are assumed during a full ice cover (SIC = 1). A weighted average of those two extremes is used when \(0 < \text{SIC} < 1\) (corresponding to the case of a grid cell that is partially covered by sea ice). Finally, a surface freshwater contribution is included to represent the effect of sea ice melt between 1 October and 1 January, during which the polynya transitions from closed to open (Mu et al., 2014; Stammerjohn et al., 2015). For simplicity, the flux is assumed constant over this period and, given the absence of data, it is adjusted for each station (by trial and error) to maximize agreement with the observed salinity profile once the model reaches the calendar date at which ASPIRE observations were made (Figure 3). This freshwater contribution, cumulated between 1 October and 1 January, varies between 0 and 0.27 m of meltwater, depending on station. This represents a small fraction of the typical sea ice thickness in the Amundsen Sea (~1.5 m in winter; Kurtz & Markus, 2012; Xie et al., 2013) and is consistent with the observations that the ASP is primarily formed by winds (Stammerjohn et al., 2015) and dominated by sea ice production over sea ice melt (Randall-Goodwin et al., 2015). The model uses bulk formulas (Fairall et al., 2003) to derive surface wind stresses and surface heat fluxes from the observations described above. The model does not account for evaporation and precipitation at the surface and assumes that vertical wind mixing is the only process influencing salinity after 1 January. The assumption behind this approximation is that evaporation and precipitation play a much smaller role than does sea ice melt (whose parameterization is described above) and can be neglected for simplicity. For example, reanalysis products suggest that precipitation and evaporation represent a freshwater net input of \(-1.5 \text{ mm/day}\) in the Amundsen Sea (Grieger et al., 2016, their Figure 1). The model considers the bottom as a solid boundary (i.e., the vertical fluxes are zero) with the exception of sinking particles (detritus, living phytoplankton). Sinking particles pass through the bottom boundary as if the water column continued beyond 210-m depth.

The photosynthetically active radiation (PAR) immediately above the sea surface (denoted as \(0^+\)) is assumed to be proportional to the 3-hourly surface downwelling shortwave radiation of ERA-Interim (SW). With 3-hourly PAR values, the model simulates the diurnal cycle. Ship observations collected during ASPIRE suggest that \(\text{PAR} \approx 0.64 \text{ SW}\), the proportion assumed in our study. Vertical PAR profiles (84 profiles) collected during the same cruise suggest that PAR immediately below the surface (\(0^-\)) can be approximated as \(\text{PAR}(0^-)/\text{PAR}(0^+) \approx 0.84 - 0.0071 \times \text{zeni}\), where zeni is the solar zenith angle. The same PAR profiles are

Figure 3. Vertical profiles of (a) salinity and (b) potential temperature for the model (green) and Amundsen Sea Polynya International Research Expedition (ASPIRE) observations (orange) at the 12 ASPIRE stations. The model is sampled at the same dates the stations were visited during ASPIRE.
combined with observed profiles of chlorophyll (converted to nitrogen assuming a mass ratio C:Chl = 50 and Redfield C:N) to derive a parameterization of the light attenuation coefficient ($k_d$, in m$^{-1}$) due to phytoplankton self-shading (see section 2.3, equation (13)).

2.5. Model Initialization

Initial temperature-salinity profiles are taken as different among the 12 stations. No temperature and salinity data were available for 1 October 2010 (when the simulations begin), and thus, these initial profiles have to be generated from other data (15 December 15 to 9 January 2010 depending on the station; see Yager et al., 2016). Conditions below 100 m are assumed to be identical to those at the time of ASPIRE. Above 100 m, salinity and temperature are assumed to vary linearly with depth until they reach surface values chosen (by trial and error) to maximize agreement with the data once the model reaches the time period of the ASPIRE field measurements (Figure 3). We note that because ROMS is limited in that the biogeochemistry cannot affect the physics, the modeled evolution of the temperature profile does not take into account the potential effects of reduced shortwave light penetration due to high biomass in the mixed layer (the model assumes a constant absorption coefficient).

Initial concentrations of DIN and dissolved Fe are taken as uniform throughout the water column and for all stations and are set at their estimated winter water concentrations: DIN = 31 mmol/m$^3$ (Yager et al., 2016) and dFe = 0.3 ± 0.05 μmol/m$^3$ (Sherrell et al., 2015). The initial concentrations of the other pools are set to low values: $10^{-3}$ mmol N/m$^3$ for all other nitrogen pools and $10^{-3}$ μmol Fe/m$^3$ for all other iron pools.

2.6. Biogeochemical Model Parameters

The model includes 18 biogeochemical parameters (Table 1), which can be divided into the following three categories: (1) parameters constrained by previous studies on P. antarctica or biogeochemical cycling in the ASP, (2) parameters that can be derived from the ASPIRE data set, and (3) poorly constrained parameters. Parameters falling into Category 1 include (1) the half-saturation constant for nitrate uptake by colonial P. antarctica ($k_N$, 2.5 mmol N/m$^3$, Wang & Moore, 2011), (2) the half-saturation constant for Fe uptake by colonial P. antarctica ($k_F$, 0.26 μmol Fe/m$^{-3}$, Garcia et al., 2009), (3) the maximum grazing rate of microzooplankton ($G_{max}$, 0.3 day$^{-1}$, Yang et al., 2016), (4) the sinking rates of colonial P. antarctica ($wP$, 0.05 m/day$^3$, Becquevort & Smith, 2001) and small detritus ($wSD$, 0.71 m/day, Becquevort & Smith, 2001), and (5) the Fe:C ratio for P. antarctica uptake (2 μmol Fe (mol C)$^{-2}$, Strzepek et al., 2011, 2012, Figure S2 in the supporting information).

Though significantly lower half-saturation constants for Fe uptake have been observed for (likely) solitary P. antarctica in the Ross Sea (Coale et al., 2003), relatively high half-saturation constants have been measured for colonial P. antarctica living under light-limited conditions (Garcia et al., 2009; Sedwick et al., 2007). Given that colonial P. antarctica were dominant during ASPIRE (Yager et al., 2012; Hyun et al, 2016) and were likely experiencing significant light limitation (Schofield et al., 2015), we selected the larger half-saturation constant for Fe uptake of Garcia et al. (2009).

The final Category 1 parameter is the Fe:C ratio. Given the iron limitation observed during ASPIRE (Alderkamp et al., 2015), we select a Fe:C ratio determined for P. antarctica growing under iron-limiting conditions (Figure S2 in the supporting information). Assuming Redfield stoichiometry (C:N = 6.625, Redfield, 1963), we use this Fe:C ratio to derive the Fe:N ratio for phytoplankton uptake (Fe: N = 0.013 μmol Fe (mmol N)$^{-1}$).

Category 2 parameters derived from ASPIRE observations (Yager et al., 2016) include the remineralization rate of nitrogen in large detritus ($R_{LD}$, 0.05 day$^{-1}$) and the sinking rate of large detritus ($w_{LD}$, 5 m/day), which are determined from data from drifting sediment traps deployed at 60 and 150 m during ASPIRE (Yager et al., 2016).

The remaining nine parameters (Category 3) have a large observed range (e.g., photosynthesis-irradiance curve parameters $\alpha$ and $P_{max}$; Table 1), have limited constraints from available measurements (e.g., dFe scavenging and remineralization rates), or have not been measured in the ASP (e.g., grazing half-saturation concentration and the zooplankton mortality rate).
The scavenging rate coefficient of dissolved iron onto small detritus, $S_{SD}$ (equation (1)), is particularly critical, given that the nonbiological process of scavenging can reduce dFe available for phytoplankton growth (Figure 2b). The possible range of values is large (Tagliabue et al., 2016). Recent estimates of vertical particulate Fe flux, a partial function of scavenging rate, show variations of at least a factor of 2, depending on the method used to estimate the flux (Hayes et al., 2018). Aumont et al. (2015) suggested a value of 0.005 (μmol CL$^{-1}$)$^{-1}$ day$^{-1}$, where scavenging rate is dependent on the product of dFe and particle concentration in units of particulate organic carbon. We have employed this rate coefficient, equivalent to 0.033 (mmol N m$^{-3}$)$^{-1}$ day$^{-1}$ for our model, assuming a C:N molar ratio of 6.6 (Redfield, 1963; Yager et al., 2016).

In this study, we are interested to see what ranges of Category 3 parameter values could reproduce the observations made in the ASP and to determine parameters to which the model output is most sensitive. We test a large range of these parameters to find a set of values that is both realistic and most consistent with ASPIRE observations. We also explore relationships among the model parameters in the process.

### 2.6.1. Model-Data Comparison: The Cost Function

We formulate a cost function to estimate values of model parameters that lead to the best fit to the observations. The cost function is a weighted sum of squared differences between the model output and field observations. A lower value of the cost function indicates a better fit of the model to the observations. An optimal set of parameter values is thus obtained when the cost function is minimized.

The observations used in the cost function are concentrations of DIN and dFe collected between the surface and 200 m at 12 stations occupied during ASPIRE (the same observations were used by Yager et al., 2016, not including Station 68). Observations from these stations span 14 December 2010 to 5 January 2011, covering the beginning and rise of the bloom. We determined DIN to be the most important variable to include in the cost function, because the differences in DIN between stations were used as the primary indicator of bloom progression in Yager et al. (2016). Since DIN values at each depth and station strongly correlated negatively with particulate organic nitrogen (PON; $R = -0.96; n = 85; p < 0.01$) and with Chl $a$ ($R = -0.90; n = 86; p < 0.01$; Yager et al. (2016)), we find that including PON and Chl $a$ in the optimization (section 2.6.2) effectively overweights DIN, resulting in a very close fit to observed DIN, but a poorer fit to dFe. Therefore, we do not include PON and Chl $a$ in the calculation of the cost function to ensure the equal weighting of Fe and nitrogen. We note that an initial optimization that included all four variables did not produce very different results.

Our cost function ($J$) is a simplified version of that considered by Friedrichs et al. (2007):

$$J = \frac{1}{M} \sum_{m=1}^{M} \frac{1}{N_m} \sum_{j=1}^{N_m} (a_{jm} - \tilde{a}_{jm})^2$$  \hspace{1cm} (15)

where $M$ is the number of observation types, $\sigma_m$ is the error of the observation type $m$, $N_m$ is the total number of observations of type $m$, $a_{jm}$ is the modeled value, and $\tilde{a}_{jm}$ is the measured value.

### 2.6.2. Optimization Algorithm

Running the model over several stations to calculate the cost function during parameter tuning is a time-intensive process. High computational time is required for each cost function calculation, which must be carried out for each change in a Category 3 parameter value. Therefore, derivative-based numerical optimization algorithms that require many cost function calculations do not minimize the cost function efficiently.

Instead, we use Bayesian optimization, a global optimization algorithm that does not require derivatives (Mockus, 1989). Bayesian optimization is best suited for optimizing computationally expensive functions, like the cost function used in this study. For the Bayesian optimization algorithm, previous data about the behavior of the cost function (the prior) is used to estimate the parameters that will result in the largest expected decrease of the cost function (Snoek et al., 2012). With the first iterations, the prior is treated as a random function. With each iterative calculation of the cost function, the algorithm updates its prior and incorporates the new prior into the next estimate of best parameter values. This Bayesian approach determines simultaneously the best values of parameters that minimize the cost function, with fewer calculations of the cost function than a derivative-based optimization approach.

The optimization algorithm iteratively tests different sets of parameter values, within imposed inequality constraints for each (Table 1) and is applied at 9 of the 12 ASPIRE stations (retaining three stations to test...
We optimize nine Category 3 parameters (Table 1): (1) the initial slope of the photosynthesis-irradiance curve ($\alpha$), (2) the maximum uptake rate of DIN ($P_{max}$), (3) the phytoplankton mortality rate constant ($m_P$), (4) the scavenging rate constant ($S_{SD}$), (5) the aggregation rate constant for phytoplankton and small detritus ($A$), (6) the remineralization rate constant for nitrogen and iron present in small detritus ($R_{SD}$), (7) the half-saturation constant for zooplankton grazing ($k_P$), (8) the zooplankton excretion rate constant ($E$), and (9) the zooplankton mortality rate constant ($m_Z$). Upper and lower parameter bounds of $\alpha$ and $P_{max}$ are determined from the range of values reported for *P. antarctica* (Alderkamp et al., 2015). Given that averaged stoichiometric ratios during ASPIRE indicated a high proportion of living cells (Yager et al., 2016), we assume that the phytoplankton mortality rate ($m_P$) would not exceed 0.05 day$^{-1}$. Ranges covering several orders of magnitude are used for $S_{SD}$, $A$, $D$, and $R_{SD}$ to explore a wide parameter space (Table 1). For the zooplankton parameters $k_P$, $m_Z$, and $E$, we assume ranges from previous modeling studies (Fennel et al., 2006, for $k_P$ and $m_Z$, and Fennel et al., 2006, and Fiechter et al., 2009, for $E$).

To check that the optimization yields parameter estimates that could be applied at stations where model results are not constrained by observations, three stations are excluded from optimization: (1) Station 6, with a shallow mixed layer, (2) Station 13, with a deep mixed layer, and (3) Station 50, with a mixed layer depth that is typical of most polynya stations (Figure 1). By testing the model-data fit at these three stations, we could assess whether the optimized values are applicable at stations for which data have not been assimilated (Friedrichs et al., 2007).

We evaluate the uncertainty of the optimized parameters by rerunning the model at the nine stations used for optimization while varying the parameters relative to their optimized values, one at a time. We vary each of the nine Category 3 parameters at five equally spaced values between the upper and lower parameter bounds (45 total runs). Figure 4 shows the outcome of the cost function for each of these runs. We use this same method, except varying parameters two at a time rather than just one at a time, to evaluate how the cost function changes when varying two parameters together through both of their ranges (Figure 5). We exclude the parameters that did not significantly influence the cost function (Figure 4, solid blue rows) from this pairwise analysis. We find that optimized parameter values coincide with those at which the cost function is lowest in both of these exercises, so we are satisfied with the outcome of the optimization.

### 2.6.3. Accounting for Uncertainty in Remaining Unconstrained Parameters

Some parameters did not significantly influence the cost function (Figure 4, blue solid rows) and therefore cannot be constrained by the optimization procedure. The main reason certain parameters cannot be constrained by the optimization is presumed to be because the ASPIRE data only cover the first half of the bloom. While these parameters do not influence the model fit to DIN and dFe data from December and early January, they may influence the later part of the bloom, the timing of which is documented by remote sensing data (Arrigo et al., 2012). To constrain the remaining parameters, we use a Latin hypercube analysis (Stein, 2012), which is more efficient computationally than a Monte Carlo analysis (Helton & Davis, 2003). For this analysis, three values (minimum and maximum [Table 1] and midrange) of these parameters are run for all 12 ASPIRE stations with the rest of the parameters held at their constrained or optimal values, totaling to 27 (3$^3$) additional model runs for each station. By excluding parameterizations that result in...
unrealistic bloom ending dates (defined as the last date with average surface Chl a ≥ 1 mg/m³), we narrow down possible values of these remaining poorly constrained parameters.

Of the 27 combinations of parameters tested in the Latin hypercube analysis, only one results in an average bloom ending date (all stations except marginal ice zone Station 66) within a week of that observed by satellite remote sensing for the polynya region (Arrigo et al., 2012). The combination of parameters that results in a modeled bloom end date closest to the observed end date (23 February ±5 days) is designated as the optimized parameter set (red asterisks in Figures 4 and 5).

2.7. Low Winter dFe Scenario

Using the optimized parameter set, we also test the model with a hypothetically low winter concentration of dFe, which would be the concentration predicted if there were no “meltwater pump” bringing dFe
from either glacial meltwater, circumpolar deep water, or the sediments to the upper 200 m of the polynya (St-Laurent et al., 2017). For this scenario, we lower the initial dFe concentration from 0.3 to 0.1 μmol/m$^3$. We select 0.1 μmol/m$^3$ for the winter dFe concentration for this scenario since this approximates the lowest dFe concentration observed in subsurface waters during ASPIRE (Sherrell et al., 2015, e.g., Station 57.04 at 100 m).

2.8. Definitions

For the sake of clarity, we will use the term “model-data fit” instead of “cost function” for the remainder of this paper.

We define the model-data difference in depth-integrated (0–100 m) net community production (NCP difference, mol C/m$^2$) as the model-data difference in DIN drawdown at the dates of ASPIRE sampling over the upper 100 m between model and observations, multiplied by the C:N molar ratio of 6.6 (Redfield, 1963; Yager et al., 2016).

Integrated gross primary production (GPP, in mmol C m$^{-2}$ day$^{-1}$) is defined as

$$\text{GPP} = \int U \times N_P \times C : N \, dz$$

(16)

where $U$ is the phytoplankton growth rate from equation (11), $N_P$ is the concentration of nitrogen in the phytoplankton pool, and $C : N$ is the carbon:nitrogen ratio, assuming Redfield stoichiometry (C:N = 6.6, Redfield, 1963). The vertical integral is over the top 210 m of the water column.

We use the terms from the uptake rate calculation from equation (11) to assess quantitatively the light and nutrient limitation and availability. Mixed-layer DIN concentrations observed during ASPIRE were always greater than 3 times $k_N$, suggesting no nitrogen limitation during the first half of the bloom. The model showed no N limitation either ($\frac{\text{DIN}}{k_N + \text{DIN}} < 1$) so we will discuss limitation in terms of light and iron only, not DIN, for the remainder of the article.

Light availability varies between 0 (not available) and 1 (saturating) and is defined as

$$\text{light availability} = \frac{\alpha I}{\sqrt{\alpha^2 I^2 + P_{\text{max}}^2}}$$

(17)

with photosynthetic parameters $\alpha$ and $P_{\text{max}}$ as defined in Table 1 and $I$ (the photosynthetically active radiation) as defined by equation (12).

Light limitation varies between 0 (saturating) and 1 (not available) and is defined as

$$\text{light limitation} = 1 - \text{light availability}$$

(18)

Iron availability varies between 0 (not available) and 1 (replete) and is defined as

$$\text{iron availability} = \frac{dFe}{k_F + dFe}$$

(19)

where $dFe$ is the concentration of dFe and $k_F$ is the half-saturation constant (Table 1). Note that given our chosen values of $k_F = 0.26$ μmol Fe/m$^3$ (see section 2.6) and initial winter dFe concentration of 0.3 μmol Fe/m$^3$ (see section 2.5), iron availability does not exceed 50% of replete concentrations.

Iron limitation varies between 0 (not limiting) and 1 (not available) and is defined as

$$\text{iron limitation} = 1 - \text{iron availability}$$

(20)

In the absence of a detailed colimitation analysis (e.g., Saito et al., 2008) in the ASP, we assume that light and iron limitations are multiplicative. Total availability varies between 0 (no light or dFe available) and 1 (saturating light and replete dFe) and is defined as

$$\text{total availability} = \text{light availability} \times \text{iron availability}$$

(21)
This approach may overestimate the total limitation because most phytoplankton cells adjust their iron demand in response to light availability.

When reporting a statistic across multiple stations, results are reported as the mean ±1 standard deviation. Results from Station 66 are considered as representative of a “marginal ice zone.” All other locations are considered “within the polynya.”

The mixed layer depth (MLD) is defined as the depth of the maximum buoyancy frequency (Carvalho et al., 2017), which should reflect the halocline depth in the early bloom and the thermocline or halocline depth later in the season.

Vertical carbon flux is defined as that arriving at 100 m, when we are not comparing modeled vertical carbon flux to ASPIRE observations of vertical carbon fluxes at 60 and 150 m. We define total seasonal (6-month) vertical carbon flux as the cumulative vertical carbon flux at 100 m over the entire modeled period (from 1 October 2010 to 31 March 2011). The vertical carbon flux includes small detritus, large detritus, and living phytoplankton.

3. Results
3.1. Model-Data Fit Sensitivity

The optimization using dFe and DIN data from APSIRE successfully constrains most of the parameters from Category 3 with the exception of the zooplankton parameters (Figure 4). The model-data fit is best with low values of $P_{\text{max}}$, phytoplankton mortality, small detritus remineralization, and aggregation, and moderate values of $\alpha$ and the scavenging rate constant. The optimized value of the scavenging rate constant is very close to that suggested by Aumont et al. (2015). The three zooplankton parameters have little to no effect on the model-data fit and therefore are constrained by bloom ending date only.

Overall, the model-data fit is more sensitive to phytoplankton growth and mortality parameters than to the aggregation, scavenging, and remineralization rates (Figures 4 and 5). The photosynthesis-irradiance curve parameters $\alpha$ and $P_{\text{max}}$ strongly influence the model-data fit: high $\alpha$ values result in low cost function values when paired with low $P_{\text{max}}$ values and low $\alpha$ values result in low cost function values when paired with high $P_{\text{max}}$ values (Figure 5a). Choice of $\alpha$ and $P_{\text{max}}$ is also sensitive to the phytoplankton mortality rate, since low mortality constants result in a better model fit when combined with low $P_{\text{max}}$ (Figure 5b) and high $\alpha$ (Figure 5c). In contrast, aggregation, remineralization, and iron scavenging influence the model-data fit more weakly, with relatively wide ranges of values resulting in small variations in the model-data fit (Figures 5d–5f). Narrower ranges of these three parameters result in good model-data fit under higher phytoplankton mortality, however. With a high phytoplankton mortality constant, higher remineralization (Figure 5f), higher aggregation (Figure 5i), and lower scavenging (Figure 5m), a better agreement of the model with the data is obtained.

3.2. Model-Data Comparisons

After parameter optimization, the 1-D model largely captures the observed patterns in DIN, Chl $\alpha$, and PON, and to a lesser extent dFe at the stations used for data assimilation during optimization (Figures 6a–6d). Average model-data differences were $0.1 \pm 3.0$ mmol DIN/m$^3$, $1.8 \pm 4.8$ mg Chl $\alpha$/m$^3$, $1.7 \pm 2.5$ mmol PON/m$^3$, and $0.03 \pm 0.10$ $\mu$mol dFe/m$^3$, with standard deviations <30% of maximum model output values. The modeled mixed layer concentrations of dFe are generally higher than observed concentrations (Figure 6a), suggesting biological drawdown and/or scavenging are underestimated. For stations where, and times when, DIN > 20 mmol/m$^3$, the model performs well but it is unable to reproduce the very lowest DIN concentrations observed at Station 35 (Figure 6b).

The model generally performs equally well for the three stations not included in the optimization (Figures 6e–6h). At these stations, model results differ from observations by $-0.2 \pm 3.3$ mmol DIN/m$^3$, $2.5 \pm 5.2$ mg Chl $\alpha$/m$^3$, and $2.7 \pm 2.8$ mmol PON/m$^3$. The model performs somewhat better for dFe for these three stations than for the stations used in the optimization (Figure 6e), and modeled dFe differs from observed values by $0.03 \pm 0.07$ $\mu$mol/m$^3$. The better model performance at these stations may result from there (accidentally) being fewer observations from the modeled nutricline, where the model-data fit for the nine stations used for optimization is rather poor (Figure 7a).
At the surface, when modeled DIN concentrations are overestimated, dFe concentrations are underestimated (Stations 5, 57, and 13, see Figures 7a and 7b). The model does not capture the finer details of observed dFe vertical profiles (Figure 7a), despite reproducing observed DIN (Figure 7b), Chl a (Figure 7c), and PON (Figure 7d) reasonably well at most stations. Modeled nutriclines also tend to be “sharper” than observed, especially for dFe. Modeled dFe concentrations below the nutricline are generally too high (Figure 7a), contrasting with DIN vertical profiles, which reproduce ASPIRE profiles relatively well (Figure 7b).

**Figure 6.** Comparison of model results with observations at the nine stations used for parameter optimization (left column) and at Stations 6, 13, and 50 whose data are not considered for parameter optimization (right column). Blue lines show the linear regression ($r^2$ is the squared Pearson correlation coefficient), and black lines are lines of perfect agreement. DIN = dissolved inorganic nitrogen; PON = particulate organic nitrogen.
Despite its importance to phytophysiology (Carvalho et al., 2017), the depth of the mixed layer does not appear to influence the model-data fit. Model-data Chl $a$ and DIN differences are relatively small across stations with both shallow (Stations 66, 6, and 34) and deep (Stations 29 and 57) MLDs. The most notable exception is Station 5, which is very close to the Getz Ice Shelf (Figure 1). At the time of ASPIRE sampling of Station 5, only the first hints of the bloom were observed, while in our model the bloom is already well underway by this time, driving large model-data differences of dFe, Chl $a$, DIN, and PON.

We also examine whether there exists a spatial pattern to the model-data NCP differences (Figure 8). While the NCP difference is significantly ($p < 0.05$) correlated with latitude (higher difference closer to continent;

<table>
<thead>
<tr>
<th>A. dFe (umol m$^{-3}$)</th>
<th>B. DIN (mmol m$^{-3}$)</th>
<th>C. Chl $a$ (mg m$^{-3}$)</th>
<th>D. PON (mmol m$^{-3}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Figure 7.** Vertical profiles of (a) dissolved iron (dFe), (b) dissolved inorganic nitrogen (DIN), (c) Chl $a$, and (d) particulate organic nitrogen (PON), observed (solid circles) and modeled at the time of sampling (gray lines) at each of the 12 Amundsen Sea Polynya International Research Expedition (ASPIRE) stations (the numbers on the right are station numbers). The profiles are ordered by increasing modeled surface DIN drawdown.
Figure 8b), neither longitude (Figure 8c) nor seafloor depth (Figure 8d) appears to influence significantly the degree to which modeled NCP matches observations. When excluding Station 5, where the NCP difference is very large due to overestimated modeled primary production, the p values of the Pearson correlations are affected, though the NCP difference remains significantly correlated with latitude, and not significantly correlated with longitude or seafloor depth (red versus black lines in Figure 8).

We note that the model’s range of integrated primary production over the annual cycle for the 12 stations (40–210 gC m\(^{-2}\) year\(^{-1}\)) compares well with the satellite observations (30–140 gC m\(^{-2}\) year\(^{-1}\); Yager et al., 2012, their Figure 3).

Observations of vertical carbon fluxes at 60 and 150 m from floating sediment traps have an estimated error of a factor of 2 (Yager et al., 2016). We find that the modeled vertical carbon flux is within a factor of 2 of the four ASPIRE flux estimates (based on sediment trap data). The modeled flux differs from the other two ASPIRE flux estimates by more than a factor of 2: the model overestimates the 150-m
vertical C flux at Station 35 by 113% and underestimates the 60-m vertical carbon flux at Station 57 by 60% (Table 2).

3.3. Controls on Bloom Initiation and Development

According to the model, the start date of the bloom (defined as the first day when surface Chl a reaches 1 mg/m³) averaged over all stations is 23 November 2010 (±9 days), with light limitation sharply relieved at the time of sea ice opening (Figures 9a and 9c, and S3a and S3c in the supporting information). Once relieved from light limitation (Figure 9c), GPP increases to its seasonal maximum of 274 ± 61 mmol C m⁻² day⁻¹, 13 ± 4 days after the bloom start date (Figures 9b and S3b in the supporting information). The rapid increase in surface Chl a concentration causes severe self-shading, however, and the euphotic depth shoals by 78 ± 14 m within 2 weeks of bloom initiation (Figures 9d and S3d in the supporting information). Despite intense self-shading, phytoplankton biomass continues to increase after the peak in integrated GPP.

At most stations (except the marginal ice zone, where mixed layers are very shallow at the beginning of the bloom), the euphotic depth quickly becomes shallower than the mixed layer depth in the early days of the bloom (Figures 9d and S3d in the supporting information). This is a consequence of phytoplankton self-shading. When the euphotic depth is shallower than the mixed layer depth, some proportion of phytoplankton in the surface mixed layer can be mixed below the depth of 1% incident light. This causes phytoplankton to become strongly light-limited (Figures 9c and 9d, and S3c and S3d in the supporting information). The euphotic depth becomes shallower than the mixed layer depth for the first time on 27 November 2010.

<table>
<thead>
<tr>
<th>Station</th>
<th>Depth (m)</th>
<th>Observed vertical carbon flux (mmol C m⁻² day⁻¹)</th>
<th>Modeled vertical carbon flux (mmol C m⁻² day⁻¹)</th>
</tr>
</thead>
<tbody>
<tr>
<td>35</td>
<td>60</td>
<td>18.0</td>
<td>30.4</td>
</tr>
<tr>
<td></td>
<td>150</td>
<td>3.0</td>
<td>6.4</td>
</tr>
<tr>
<td>57</td>
<td>60</td>
<td>27.0</td>
<td>10.9</td>
</tr>
<tr>
<td></td>
<td>150</td>
<td>2.7</td>
<td>2.3</td>
</tr>
</tbody>
</table>

Note. Modeled vertical carbon fluxes shown are averaged over the same period that Amundsen Sea Polynya International Research Expedition floating sediment traps were deployed (see Yager et al., 2016, for additional information on the observed vertical carbon flux data).
(±9 days), not long after the bloom begins (Figures 9d and S3d in the supporting information). Despite the high primary production in the first days of the bloom, dFe is only drawn down by 0.05 ± 0.04 nmol/m³ before the euphotic depth becomes shallower than the mixed layer depth, and so light is more limiting than iron for the bloom in the mixed layer.

According to the model results, this rapid onset of self-shading and light limitation is more extreme under weaker stratification, such as at Station 57. Here the euphotic depth becomes shallower than the mixed layer depth at about the same time as the bloom start date and remains so for most of the rest of the modeled period (Figure 9d). Under the much more highly stratified conditions at the marginal ice zone, however, the mixed layer depth remains shallower than the euphotic depth despite rapid increases in surface Chl a. Here the mixed layer is shallower than in the central polynya, and iron limitation in the mixed layer can impose itself more rapidly as long as sea ice cover is low enough for sufficient light availability (Figure 9c).

3.4. Controls on Bloom Peak Biomass

According to model results at all 12 stations (Figures 9 and S3), light limitation is the dominant factor capping the maximum surface Chl a concentration, defined as the “bloom peak” (Figures 9a and S3a), in the ASP. In the polynya (excluding the marginal ice zone), surface Chl a concentrations are maximal when the combined light and iron availability (equation (21)) averages 3% ± 2% of replete levels (Figures 9c and S3c, purple lines). When this level of limitation occurs, average mixed layer dFe concentration is 28% ± 5% of replete concentration (Figure 9c, orange lines), while average mixed layer light is only 16% ± 9% of the saturating level (Figure 9c, green lines).

The modeled bloom reaches its maximum Chl a concentration more quickly when mixed layers are shallower. At the five more stratified stations (Stations 6, 18, 25, 34, and 66), where the time-averaged mixed layer depth is <30 m between the bloom's start and peak, the bloom peak is reached 27 ± 5 days after the bloom starts. The bloom peak occurs much later than the maximum integrated GPP (13 ± 4 days after bloom start). At the other seven stations, where average prepeak mixed layer depths are >40 m, the bloom takes weeks longer to develop, with a 42 ± 10 day period between the beginning of the bloom and the peak of surface Chl a concentration. This lag between peak values of GPP and Chl a occurs because GPP in the model varies as the product of the nutrient uptake rate and phytoplankton biomass (section 2.8, equation (16)). In the model simulation, there is a little phytoplankton biomass at the beginning of the bloom, but very fast uptake rates result in high GPP before the onset of self-shading (Figures 9b and 9c). With fast rates of GPP, Chl a rapidly increases. However, even when GPP drops with the onset of light limitation, Chl a remains relatively steady since phytoplankton growth rates still exceed phytoplankton loss rates.

Maximum modeled seasonal Chl a concentrations precede minimum nutrient concentrations (Figures 9a, 9c, and S3a and S3c in the supporting information). After the peak in surface Chl a, phytoplankton continue to draw down nutrients, with maximum drawdown of surface concentrations of DIN and dFe occurring 15 ± 11 and 29 ± 10 days, respectively, after peak Chl a concentrations. Seasonal surface nutrient concentrations drop to values as low as 13 ± 1 mmol N/m³ and 0.013 ± 0.007 μmol dFe/m³ (5 ± 3% replete). Over the period between the maximum Chl a concentration and the maximum dFe drawdown across all stations, surface Chl a concentrations decrease by 6 ± 2 mg/m³ (27% ± 7%).

3.5. Controls on Bloom Decline and Termination

When the combined effects of light and iron limitation cause phytoplankton losses to outweigh phytoplankton growth, the modeled bloom goes into decline. At the time of maximum dFe drawdown within the polynya (27 January 2011 ± 4 days), light and iron total availability is 0.9% ± 0.3% (average across stations; Figures 9c and S3c), and Chl a concentrations drop precipitously. When the bloom goes into decline phytoplankton in the upper 100 m are lost mainly to aggregation (63% ± 5%) and mortality (28% ± 1%), while grazing (7% ± 5%) and sinking (2% ± 0.4%) are smaller loss terms (Figures 10 and S3e).

When the modeled bloom goes into decline, iron is more limiting than light, though light limitation by self-shading is still intense outside of the marginal ice zone. Within the polynya, light is 21% ± 5% saturating and dFe is 8% ± 3% replete when Chl a concentrations drop (Figure 9c). At the marginal ice zone, dFe is more limiting than light over the mixed layer (13% replete dFe versus 41% saturating light).
Modeled grazing becomes significant only very late in the season, which may be an artifact of the grazing parameters being poorly constrained. According to model results, grazing did not become a significant sink for phytoplankton until after the ASPIRE sampling period. This result is consistent with ASPIRE observations (Wilson et al., 2015; Yager et al., 2016). Varying the zooplankton parameters, therefore, has little influence on the model-data fit during the beginning and height of the bloom. With the zooplankton parameter values that result in the bloom ending date closest to satellite observations (Arrigo et al., 2012), the maximum grazing rates integrated over the upper 100 m of the water column occur on 5 March 2011 (±9 days), making up 95% ± 5% of the phytoplankton sinks on that date (Figures 10 and S3e).

### 3.6. Controls on Iron Cycling

All iron in the model is initially present in the dissolved phase and is transferred to the phytoplankton Fe pool. Dissolved Fe is taken up rapidly when early bloom primary productivity is high (Figures 11a and S3f). The dFe uptake rates decrease sharply and do not recover, however, with the early season decrease in primary production and rapid increase in light limitation (see section 3.3). While rates of dFe uptake by phytoplankton rise quickly with the initial development of the bloom, iron remineralization and scavenging rates increase more slowly, vertical (upper 100 m) integrals of remineralization and scavenging rates being highest, respectively, on 3 March 2011 (±9 days) and on 2 February 2011 (±27 days). By the bloom’s peak, 46% ± 7% of iron present in the top 100 m is in the phytoplankton Fe pool, 15% ± 7% in small detritus, and 3% ± 1% in large detritus.

As the bloom goes into decline and ends, dFe uptake in surface waters at all stations drops and approaches zero, while iron remineralization, scavenging, and sinking decline more slowly and continue through the end of the modeled period (Figures 11b and S3g). As the bloom comes to an end, the dFe pool begins to increase again while the other three iron pools decline, with the phytoplankton Fe pool decreasing faster.
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**Figure 10.** Time series of phytoplankton growth and losses at the same stations as in Figure 9, integrated over the top 100 m. The vertical gray bars show that the period Amundsen Sea Polynya International Research Expedition (ASPIRE) data are available. MLD = mixed layer depth.
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**Figure 11.** Time series of (a) Fe concentration in different pools integrated over the top 100 m, and (b) dFe fluxes integrated over the top 100 m at the same stations as shown in Figure 9. The vertical gray bars show that the period Amundsen Sea Polynya International Research Expedition (ASPIRE) data are available. MLD = mixed layer depth.
Table 3
Percentage Change in Total Seasonal Vertical Carbon Flux Below 100 m Following a 25% Increase in Biogeochemical Parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Percent change in total seasonal vertical carbon flux</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maximum growth rate ($P_{max}$)</td>
<td>+18</td>
</tr>
<tr>
<td>Sinking rate of large detritus ($w_{LD}$)</td>
<td>+13</td>
</tr>
<tr>
<td>Initial slope of photosynthesis-irradiance curve ($\alpha$)</td>
<td>+12</td>
</tr>
<tr>
<td>Aggregation rate of phytoplankton and small detritus ($A$)</td>
<td>+3</td>
</tr>
<tr>
<td>Maximum grazing rate ($G_{max}$)</td>
<td>+3</td>
</tr>
<tr>
<td>Sinking rate of small detritus ($w_{SD}$)</td>
<td>+3</td>
</tr>
<tr>
<td>Sinking rate of phytoplankton ($w_{P}$)</td>
<td>1</td>
</tr>
<tr>
<td>Remineralization rate of nitrogen in small detritus ($R_{SD}$)</td>
<td>+&lt;1</td>
</tr>
<tr>
<td>Nitrate uptake half-saturation constant ($k_{N}$)</td>
<td>0</td>
</tr>
<tr>
<td>Grazing half-saturation constant ($k_{P}$)</td>
<td>-2</td>
</tr>
<tr>
<td>Scavenging rate of dissolved Fe by small detritus ($S_{SD}$)</td>
<td>-5</td>
</tr>
<tr>
<td>Mortality rate of phytoplankton ($m_{P}$)</td>
<td>-5</td>
</tr>
<tr>
<td>Excretion of nitrogen by zooplankton ($E$)</td>
<td>-6</td>
</tr>
<tr>
<td>Fe:N ratio for phytoplankton uptake ($E_{N}$)</td>
<td>-9</td>
</tr>
<tr>
<td>Remineralization rate of nitrogen in large detritus ($R_{LD}$)</td>
<td>-9</td>
</tr>
<tr>
<td>Iron uptake half-saturation constant ($k_{I}$)</td>
<td>-17</td>
</tr>
<tr>
<td>Mortality of zooplankton ($m_{Z}$)</td>
<td>-23</td>
</tr>
</tbody>
</table>

than the detrital Fe pool. By the end of the modeled period on 31 March 2011, 39% ± 7% of iron is in the dissolved phase, 55% ± 10% in small detritus, 3% ± 2% in phytoplankton, and 3% ± 2% in large detritus.

3.7. Controls on Vertical Carbon Flux

Total seasonal vertical carbon flux across all stations is most sensitive to the phytoplankton growth parameters, the iron half-saturation constant, the zooplankton mortality rate, and the large detritus sinking rate (Table 3). Though zooplankton mortality does not strongly influence the cost function and therefore can hardly be constrained from the data considered for the assimilation, it has the largest impact on total seasonal vertical carbon flux across all stations among all the model’s parameters. This impact occurs late in the season (Figure 10).

With the optimized values of the model parameters, vertical carbon flux at 100 m is highest after the ASPIRE sampling period, peaking at 3 March 2011 (+6 days), and is sustained to the end of the modeled period. Maximum vertical carbon flux at 100 m is generally higher at stations where MLDs are deeper (Figures 12 and S3h in the supporting information).

Large detrital particles compose 93% ± 4% of the vertical carbon flux at 100 m throughout the bloom across all stations. Since grazing is negligible in the first half of the bloom, (Figure 10 and S3e in the supporting information), the zooplankton contribution to the large particles is necessarily small (Figure 2), and the 100-m vertical carbon flux is largely driven by aggregated phytoplankton and small detritus. The peak in grazing rates corresponds to late-season peaks in vertical carbon flux at 100 m, indicating a late-season contribution by detritus from zooplankton grazing to the large detrital pool and to 100-m vertical carbon flux.

3.8. Low Winter dFe Scenario

When we run the model with the “no meltwater pump” scenario (a winter dFe concentration lowered to 0.1 μmol/m³), the bloom reaches maximum Chl $a$ concentrations less than half of those with a starting dFe concentration of 0.3 μmol/m³ (Figure 13a versus Figure 9a). With this low winter dFe concentration, surface Chl $a$ is lower, self-shading is lower, and therefore light limitation is weaker than iron limitation during the growth phase of the bloom (Figure 13b). Under these strongly iron-limited conditions, 100-m vertical carbon flux is a small fraction of that under higher dFe concentrations (Figure 13c versus Figure 12). Vertical carbon flux in this scenario is highest at the last time step of the modeled period, suggesting that the peak flux would occur sometime beyond the last date modeled. In this 1-D modeling exercise, the presence or absence of the meltwater pump is simulated only by changing the initial winter dFe concentration. In reality, the meltwater pump may bring additional dFe to the polynya euphotic zone through lateral advection and vertical mixing over the course of the bloom (St-Laurent et al., 2017), supplementing the

Figure 12. Time series of vertical carbon flux at 100 m at the same stations as in Figure 9. The vertical gray bars show that the period Amundsen Sea Polynya International Research Expedition (ASPIRE) data are available. MLD = mixed layer depth.
dFe available from the winter inventory. This effect can be simulated with a 3-D physical-biogeochemical model (St-Laurent et al., 2019).

4. Discussion

4.1. How Well Does a Relatively Simple 1-D Model Capture the Bloom Observed During ASPIRE?

For this study of the ASP, we examine controlling factors on the intense summer bloom with a 1-D idealized iron and nitrogen model for the top 210 m of the water column. Given the large set of poorly constrained model parameters, we use data assimilation to optimize the model, an approach shown to be useful for constraining biogeochemical parameters from a given set of observations (Friedrichs et al., 2007; Kaufman et al., 2018; Xiao & Friedrichs, 2014). By assimilating ASPIRE observations in a 1-D model, we are able to optimize efficiently the parameter values and test the model's parameter sensitivities. Despite the complexity of iron dynamics (Sherrell et al., 2015; Tagliabue et al., 2017) and the importance of horizontal advection of dFe into the ASP (St-Laurent et al., 2017), it is still possible for this relatively simple 1-D model to reproduce the substantial DIN drawdown and high Chl\textsubscript{a} concentrations observed during ASPIRE.

Our relatively simple model broadly explains the ASPIRE observations. The model accounts for most of the variability in observed concentrations of DIN ($r^2 = 0.80$, $p < 0.001$, when using all the ASPIRE data for the upper 200 m (87 degrees of freedom)), PON ($r^2 = 0.75$, $p < 0.001$, 67 degrees of freedom), and Chl\textsubscript{a} ($r^2 = 0.59$, $p < 0.001$, 68 degrees of freedom). The model-data fit for Chl\textsubscript{a} would likely be improved by using varying C:Chl\textsubscript{a} ratios, since a wide range of C:Chl\textsubscript{a} ratios were observed at the 12 stations during ASPIRE (47 ± 8 w/w, Yager et al., 2016) and P. antarctica can photoacclimate (Kropuenske et al., 2010), although this ability can be sensitive to iron concentrations (Van Leeuwe & Stefels, 2007). The variability in dFe is less well accounted for by the model ($r^2 = 0.19$, $p < 0.001$, for all 12 stations: 70 degrees of freedom), so model skill for dFe is lower than for DIN and Chl\textsubscript{a}. Because our model suggests that light is a more significant controlling factor than iron availability for the bloom during the ASPIRE sampling period, it is possible that discrepancies between the modeled and observed dFe profiles do not have a large impact on the ability of the model to simulate macronutrient cycling. Our analysis of the parameter sensitivity of the model-data fit supports the hypothesis that parameters critical to Fe cycling make little difference to the model-fit when dFe is available at relatively high concentrations. Our sensitivity analysis shows that the model-data fit is...
more sensitive to phytoplankton growth and mortality parameters than to remineralization or scavenging parameters, which are important to Fe cycling in the model (Figure 4). Under conditions with low winter dFe, like our “no meltwater-pump” scenario, however, iron becomes the major controlling factor of the bloom (Figure 13). In Southern Ocean regions where dFe concentrations may be lower, more accurately reproducing the dissolved iron profiles may become important for explaining macronutrient cycling. There are also a number of other complex multivariate cost function possibilities (e.g., Wunsch, 2006) that may also improve the fit.

Although our treatments of iron and nitrogen cycling are necessarily different (Figure 2), modeled dFe profiles covary with modeled DIN profiles, unlike observed profiles of dFe and DIN (Figure 7). The covariation of dFe and DIN profiles in the model could be a result of poorly represented or missing processes, such as differential uptake or remineralization of N and Fe, and missing lateral inputs of Fe.

With a more complete description of remineralization and scavenging processes, profiles of dFe might be more accurately reproduced by the model. We assume that the rates of iron and nitrogen remineralization are equivalent and are independent of depth (Table 1), given a lack of relevant data for the ASP. By incorporating remineralization rates that are different for different nutrients and that vary with depth, the dFe profiles might be better captured (Boyd et al., 2017; Marchal & Lam, 2012). In addition, while the scavenging rate in our model is a function of the small particle concentration as well as the dFe concentration (second-order scavenging: Tagliabue et al., 2016), our model does not include complexation of dFe by organic iron-binding ligands. In reality, the presence of organic ligands may stabilize dFe at relatively high concentrations, such as observed at some stations in the ASP, even when Chl α is high and DIN is low (Figure 7). In other words, it is possible that ligand-bound dFe accumulated near the surface and was responsible for relatively high dFe observed when *P. antarctica* productivity was high. Determining the bioavailability of organically complexed iron (Hassler & Schoemann, 2009; Tagliabue et al., 2009) and vertical variations in ligand concentration would add additional complexity and perhaps lead to better model-data fit. More observations of the types and distribution of ligands in the ASP are necessary to appropriately model their effects on dFe distributions (Bundy et al., 2018; Hassler et al., 2017). Furthermore, our model does not explicitly include microbially mediated processes, which influence iron and cobalamin colimitation (Bertrand et al., 2015) nor does it include bacterial community structure, which may be important to the decline of the bloom (Delmont et al., 2014).

Horizontal advection of dFe in the ASP is likely important for the replenishment of dFe in the winter upper mixed layer (St-Laurent et al., 2017, 2019), but this initial winter concentration (chosen as 0.3 nM on 1 October 2010) is sufficient for the model to reach the high DIN drawdown and Chl α concentrations observed during ASPIRE. High concentrations of observed surface dFe at westernmost Stations 25 and 35 may be due to their proximity to the eastern sea ice edge of the polynya (Figures 1 and 7), where small amounts of dFe could be delivered by sea ice melt (St-Laurent et al., 2017), though δ18O data do not indicate an unusually high sea ice contribution at these stations (Randall-Goodwin et al., 2015). Given the large supply of iron attributed to melting peripheral glaciers, it would be surprising for a 1-D model to estimate NCP accurately if the supply of iron depended entirely on lateral advection during the bloom season. Modeled NCP is indeed underestimated for the central and northern polynya, though modeled NCP is overestimated in the southern polynya near the ice shelves (Figure 8). This latitudinal relationship may be accounted for by the mixed layer depths. The southern stations where modeled NCP is overestimated (Stations 5, 13, and 57) are characterized by deeper mixed layers (Figure 3), which likely lead to higher integrated phytoplankton biomass than observed. In contrast, in the northern polynya, Stations 6, 34, and 66 are closer to the marginal ice zone and have shallower mixed layers (see Figure S3 in the supporting information), which result in smaller integrated phytoplankton biomass.

According to the model, peaks in vertical carbon flux at 100 m occur in March, whereas the peak in particle flux recorded from a moored sediment trap at 350 m near Station 57 occurred on 8 January (midpoint of a 1-week sampling interval), just 1 week after the surface Chl α peak, and was dominated by phytodetritus aggregates (Ducklow et al., 2015). Our model assumes sinking rates that do not account for the possibility of very rapid sinking of *P. antarctica* to depth (DiTullio et al., 2000); maxima of vertical particle fluxes simulated by the model are more related to zooplankton grazing than phytoplankton sinking. With faster sinking rates, it will take less time for aggregates of particles to sink to 100 m, so peaks in vertical carbon fluxes may
In the model, grazing appears to influence strongly both the magnitude and the timing of vertical carbon fluxes (Table 3 and Figures 10 and 12). In addition to the main flux maximum in March, the model generates additional smaller and broader carbon flux maxima in early January (Figure 12), more consistent with the timing of peaks apparent in the moored trap data. This discrepancy in the timing of carbon flux may arise because the parameters controlling zooplankton growth cannot be constrained by ASPIRE data and are chosen based on the bloom end date as determined by satellite data. The lack of zooplankton impact on the model-data fit is consistent with ASPIRE observations, which show a low abundance of zooplankton in the mixed layer, possibly resulting from the dominance of *P. antarctica*, which is generally unpalatable to grazers (Wilson et al., 2015). Given their apparent influence during the post-ASPIRE period according to the model, the grazing parameters need to be constrained better by additional observations.

### 4.2. What Is the Relative Importance of Light and Iron Availability?

Our model suggests that self-shading causes light to become limiting for the ASP phytoplankton bloom soon after its inception (Figure 9c), which is consistent with in situ observations (Park et al., 2017; Schofield et al., 2015). During the development of the bloom, modeled dFe is drawn down to 5% ± 3% of replete concentrations (relative to the iron half-saturation concentration of 0.26 μmol/m³), which is consistent with the iron stress observed by Alderkamp et al. (2015). According to the model, at some stations, iron becomes more limiting than light later in the season, but it is the combination of intense self-shading paired with low dFe concentrations that causes the model bloom to decline. The decline of the bloom in the model occurs when the combined effects of aggregation, mortality, sinking, and grazing outweigh the growth of phytoplankton. In the model, phytoplankton losses exceed phytoplankton growth rates when growth rates sharply decline, while phytoplankton losses increase more gradually (Figure 10). Light availability can never completely suppress growth rates as long as there is some mixing of phytoplankton to the surface, so without strong iron limitation suppressing growth rates, the losses of phytoplankton may take longer to exceed phytoplankton growth and drive the decline of the bloom.

Since ASPIRE observed colonial *P. antarctica* experiencing significant light limitation through self-shading, we use a relatively high dFe half-saturation constant (lower affinity for iron) determined experimentally under similar conditions (Garcia et al., 2009). A transition from colonial *P. antarctica* to another phytoplankton group (such as diatoms or solitary *P. antarctica*) after the ASPIRE cruise left in January 2011, however, could result in significantly lower dFe half-saturation constants (with higher affinity for iron). Such a shift could further intensify iron limitation late in the season. While iron limitation is already strong under typical MLDs by the end of ASPIRE (Figure 9c), it is less limiting when MLDs are deeper. A lower iron half-saturation concentration (higher affinity) could reduce dFe faster at these stations with deeper MLDs, more closely resembling the iron limitation seen at stations with shallower MLDs.

It is important to note that our assessment of light and iron limitation in the ASP is reliant on fixed physiologival parameters. These parameters can be highly variable in the ocean. Nevertheless, the values assumed in our model strongly influence the model fit to the data (Figure 4), suggesting a high degree of phytoplankton physiological control relative to other biogeochemical processes. In addition, the photosynthesis-irradiance parameters may be affected by the degree of iron availability. Given iron’s importance to the efficiency of Photosystem II (Raven, 1990), the photosynthesis-irradiance parameters $P_{\text{max}}$ and $\alpha$ both increased with iron addition (Alderkamp et al., 2015). The photosynthesis-irradiance curve initial slope $\alpha$ is particularly important under low irradiance. Any shifts in $\alpha$ with changing Fe concentrations could significantly impact the bloom’s progression after the onset of heavy light limitation.

Phytoplankton Fe:C ratios are also affected by both light limitation (Hopkinson et al., 2013; Sunda et al., 2014) and iron limitation (Strzepek et al., 2011, 2012). While cellular iron quotas may decrease under iron limitation, they may increase under light limitation, neither of which dependence is captured by the model. Our model shows very strong light limitation during the rise of the bloom, but physiological response to light limitation is dependent on the rate at which phytoplankton cells can photo-acclimate while being mixed in and out of the shallow euphotic zone (Schofield et al., 2015). The initial dFe concentration of 0.3 nM could therefore trigger either high Fe:C ratios (due to the relative abundance of dFe) or low Fe:C ratios (due to relatively abundant light at the beginning of the bloom). Our choice of a fixed Fe:C ratio may result in the
model either overestimating or underestimating dFe drawdown, and hence iron limitation later in the season. Observations of these processes may improve the model.

The importance of iron to the bloom would likely be diminished if applying a model that could better reproduce observations of dFe from ASPIRE. When advective processes are modeled (St-Laurent et al., 2019), dFe profiles are better captured, and for the entire season iron never becomes more limiting than the daily average light (see their Figure 9). In addition, surface concentrations of dFe from the model presented in this study are underestimated at most stations, suggesting that iron limitation may be weaker in a model that could better resolve the observed profiles. It is possible that higher dFe availability could delay the timing of the decline of the bloom, when modeled phytoplankton sinks outweigh growth.

4.3. How Can This Model be Applied to Other Polynyas, Other Phytoplankton Species, and Future Climate Scenarios?

The ASP is extraordinary among all Antarctic polynyas for its exceptionally intense productivity, likely due to the high basal melt rates of the nearby Dotson, Crosson, and Thwaites ice shelves. The meltwater pump mechanism driven by basal melting appears to be critical to relatively replete Winter Water reserves of iron (St-Laurent et al., 2019), which this study shows is critical to generate a bloom as intense as seen in the ASP (section 3.8). The P. antarctica bloom progression modeled here may be similar to those in other Antarctic coastal polynyas characterized by fairly deep MLDs and high basal melt rates of nearby ice shelves. Our model likely best represents the seasonal progression of iron-sensitive blooms where basal melt rates are higher and have the potential to create higher winter dFe concentrations. It may be less applicable to regions where mixed layers are shallower, such as stratified parts of the Ross Sea where diatoms dominate (Arrigo et al., 1999). The mixed layer depths of most of the 46 Antarctic polynyas are not yet known, however (Arrigo et al., 2015), so the relevance of this model to other Antarctic polynyas based on mixed layer depth is unknown. The model results presented may be increasingly relevant to polynyas experiencing decreasing sea ice duration (Stammerjohn et al., 2012) and therefore increased vertical mixing by winds.

Since the model used in this study is tuned particularly to P. antarctica, we would expect the model to produce considerably different results for Southern Ocean diatom species when considering their different uptake kinetics. While large ranges of possible $k_F$ values have been reported for both P. antarctica and Southern Ocean diatoms (Coale et al., 2003; Timmermans et al., 2001, 2004), Fe:C ratios for diatoms under Fe-limited conditions have been found to be substitionally lower than for P. antarctica (Strzepek et al., 2011). These lower Fe:C ratios would likely cause modeled drawdown of dFe by diatoms to be slower than for P. antarctica. In the Ross Sea, reported photosynthesis-irradiance parameters $P_{\text{max}}$ and $\alpha$ are higher for P. antarctica than diatoms, and growth rates several times higher for P. antarctica than diatoms when light is available (Arrigo et al., 2010). If we were to apply these photosynthetic parameters to the model presented, we would anticipate much slower Fe uptake rates, and potentially much slower onset of light limitation imposed by phytoplankton self-shading.

Our model results demonstrate the importance of light to primary productivity in the ASP. Under climate change, the light regime will be affected by the decline of sea ice duration, as well as any changes in cloudiness. The spring retreat of sea ice in the Amundsen Sea is occurring increasingly early (Stammerjohn et al., 2015), which may in turn allow phytoplankton to bloom and become self-shading earlier. It is not known, however, how these effects could affect the seasonal primary productivity of the ASP, or the ability of the ASP to take up CO₂. More modeling is necessary to estimate how productivity in the ASP will change under continued warming, for which this study lays the groundwork.

5. Conclusion

In this study, we embed a relatively simple biogeochemical model modified from an existing iron model (Fiechter et al., 2009) in the vertical mixing model of ROMS to simulate the evolution of the bloom in the ASP. Although the iron model is a greatly simplified representation of iron cycling in the polynya, and although horizontal transport is neglected, we can explain much of the high Chl $a$ concentrations observed in the ASP during the 2010–2011 austral summer. Most of the variability in DIN, Chl $a$, and PON is captured by the model ($r^2$ values of 0.80, 0.58, and 0.75, respectively), but observed profiles of dFe are less accurately
simulated ($r^2 = 0.19$). It is possible that more detailed parameterization of remineralization, scavenging, bioavailability, and dFe uptake could improve the simulation of dFe distributions.

Our sensitivity analysis shows that the model-data fit is more sensitive to phytoplankton growth and mortality parameters than to other biogeochemical parameters. In particular, when phytoplankton mortality rates are low, the fit becomes less sensitive to the remineralization, aggregation, and iron scavenging parameters. This result suggests a high degree of control by phytoplankton physiology on the bloom’s development, relative to other biogeochemical processes.

Our study suggests that the 2010–2011 ASP phytoplankton bloom was limited by light caused by self-shading for most of its duration but became increasingly limited by both light and iron as the bloom proceeded. The model results suggest that the bloom’s decline is caused by strong limitation by light and iron, with zooplankton grazing only becoming important well after the initial decline in phytoplankton biomass. We also demonstrate that the depth of the mixed layer influences the development of the bloom. At stations where mixed layers are deep and the upper water column less stratified, iron limitation occurs later in the year, so the bloom peaks later. Deeper mixed layers also result in higher modeled vertical carbon fluxes. Vertical carbon flux in the model, however, is highly responsive to grazing parameters, which are poorly constrained by ASPIRE observations. The results from this research illustrate how light and Fe can both be important limiting factors in the development of the bloom in the ASP, which nevertheless achieves the highest primary productivity of any region on the Antarctic shelf.
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