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Abstract

Peptide fragmentation plays a crucial role in the analysis of proteins through mass spectrometry-based proteomics. Most proteomics experiments take place in the low-energy regime and are governed by the mobile proton model which predicts random cleavages along the peptide backbone; however, there sometimes arise circumstances where the mobile proton model fails causing sequencing algorithms to misidentify peptides. One such example is noted in the “proline effect” wherein proline-containing peptides preferentially fragment N-terminal. While it has been established that the “proline effect” is due to the rigidity and basicity of the proline N-terminus, a further understanding of the factors influencing the “proline effect” is desired. This paper aims to work towards an understanding of how adjacent amino acid residues aid in enhancing or hindering the “proline effect”.

To this effect, tandem mass spectrometry was used with the extended kinetic method to evaluate the proton affinities of the ProXxx dipeptides. ProArg and ProLys were unable to be quantified, but the remaining dipeptides ranged in proton affinity from 969.2 ± 13 kJ/mol to 1010.8 ± 17 kJ/mol for ProGly and ProGlu respectively. Additional computational work was performed using DFT with the B3LYP basis set to identify proton affinities for each dipeptide, as well as provide structurally resolved information. There is general agreement between the computational and experimental results. Further work is still required to form a more complete understanding of the “proline effect”.
Broader Impacts

Proteins have been a recent target for both clinical and academic based research. Due to their wide varieties of functions, a detailed understanding of the proteome, the complete set of proteins that an organism expresses, is useful. Proteomics is the study of the proteome, typically accomplished using mass spectrometry (MS).

MS based proteomics first relies on digesting proteins, long chains of amino acids, into shorter sections known as peptides. These peptides are then fragmented inside the instrument in a mostly predictable manner. Computer programs can analyze the data from these fragments and work backwards to identify peptides, which can be used to identify whole proteins.

Unfortunately, peptides containing proline, an amino acid, often produce atypical fragments that can confound these computer algorithms. If there are cases where a specific protein involved in disease heavily incorporates proline, it would be more difficult to identify using the typical proteomics tools. To better understand the unusual "proline effect," it is important to understand how the other amino acids that may be adjacent to the proline in these proteins contribute.

By using tandem MS and computational chemistry, it is possible to identify the thermochemical properties of small units called dipeptides which contain only proline and another amino acid. These thermochemical properties serve to inform us about the "proline effect," and may pave the way to improving the computer algorithms used in proteomics research.
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Chapter 1: Introduction

1.1 Background

When the human genome was sequenced in the beginning of the 21st century through the Human Genome Project, it was clear that biochemistry was entering an unprecedented area of discovery. At the same time, scientists were surprised to discover that the entirety of human existence could be encoded by less than 65,000 genes with only approximately 20,000 of those genes encoding for proteins.\(^1\) In fact, simple organisms such as corn have more genes than humans with 32,000 protein-encoding genes.\(^2\) Such results were shocking. It was increasingly clear that whatever humans like to pride themselves on as setting them apart, it did not originate from a quantity of genes. Rather, one area that has been the subject of investigation is that of the proteins encoded by these genes. To understand how proteins support life, it is important to understand the key connection between their structure, function, and energetics.

One field of chemistry that has been used to study proteins is mass spectrometry. Mass spectrometry is a highly powerful analytical tool that has been used for chemical analysis since the turn of the 20th century when J.J. Thompson identified non-radioactive isotopes for a variety of elements.\(^3\) By separating ions by a mass to charge (m/z) ratio, these devices have myriad applications. With the invention of electrospray ionization (ESI) as a soft ion source for mass spectrometry by John Fenn and Masamichi Yamashita in 1984, the field of mass spectrometry gained ready access to biomolecules.\(^3\) It was not long after this that the field of mass spectrometry-based proteomics was established. Proteomics is
the study of the proteome, the total set of proteins that is encoded by an organism’s genetic code, often using mass spectrometry. One of the most common forms of proteomics is named bottom-up proteomics wherein a protein is chemically digested into smaller units known as peptides, which are shorter chains of amino acids. These peptides are then ionized using ESI and subjected to collision-induced dissociation which causes the peptides to fragment. From the fragments, it is possible to work backwards and identify the peptides and, ultimately, the original protein that was digested. It is possible to determine peptide sequence from fragments by hand, but it is more often accomplished using computer algorithms that predict peptide fragmentation spectra.

Most protein sequencing algorithms rely on the mobile-proton model to predict peptide fragmentation from collision-induced dissociation (CID). The mobile-proton model assumes that when a positively charged peptide is collisionally activated, the proton is made mobile and can move to other sites inducing fragmentation; however, this assumption does not always hold true. More specifically, there arise situations where the mobile proton model fails to accurately predict fragmentation. One such irregularity can be seen in the case of proline-containing peptides. Proline, as depicted in Figure 1.1, has a unique side chain that connects back to the peptide backbone on the amine site. When proline is inserted into a peptide, the peptide preferentially fragments N-terminal to proline residues, an irregularity that has been called “the proline effect”. By fragmenting
preferentially, these peptides can be mis-assigned by the sequencing algorithms that assume a more random distribution of fragmentations.

\[
\begin{align*}
\text{Figure 1.1: Proline}
\end{align*}
\]

Previous work by Poutsma, Wysocki, and others has shown that the “proline effect” results from the increased basicity of the tertiary amide, as well as the rigid structure of proline’s unique five membered ring.\textsuperscript{10,11} It has even arisen that more than the differing basicity, it is the rigidity that plays the key role in altering the fragmentation chemistry of these sites likely due to restricting the mobility of the proton.\textsuperscript{10,11} Further, a study by Yates and Wysocki looking at the fragmentation intensities of proline-containing peptides identified that certain adjacent residues produced N-terminal fragmentation more often. Specifically, fragmentation of the XxxPro bond was strongest when Xxx was His, Asp, Val, Ile, or Leu, and weakest when Xxx was Gly or Pro; however, the specific mechanism for the influence of the adjacent residues is unknown.\textsuperscript{12} To gain a more practical understanding of the causes of the preferential fragmentation, it is important to take a more systematic and rigorous approach that looks at the individual interactions between each residue with proline. In the pursuit of a mechanistic understanding of the "proline effect", an investigation into how the presence of each amino acid affects the
“proline effect” is necessary. To better grasp the impacts of the “proline effect” in a more complete context, the thermochemical properties of each of the thirty-nine proline-containing dipeptides were probed experimentally, supported by computational structural analysis. By breaking the “proline effect” into discrete units with resolved structures, it becomes possible to establish a better mechanistic understanding of the preferential fragmentation that has been observed.

1.2 The Extended Kinetic Method

When seeking to understand molecular activity, it has become increasingly clear that the structure, thermochemical properties, and function of a given molecule are highly related.\textsuperscript{13,14} One area that holds importance for amino acids and peptides is that of acid-base properties. Such properties are clearly important for the sake of biology and medicine where slight changes in pH can cause severe harm, but they also act on an even more fundamental level. For the sake of peptide fragmentation, acid-base properties can be seen to play a pivotal role due to the dependence of the mobile proton model on the affinity of different sites for the mobile proton.

\[ BH^+(g) \rightarrow B(g) + H^+(g) \]  \hspace{1cm} (1.1)

Using the Bronsted-Lowry definition of an acid, an acid-base reaction may take the form of Equation 1.1. The conjugate acid is a protonated species (BH\(^+\))
which loses a proton by dissociation to produce a free proton (H\(^+\)) and a neutral base (B) that would act as a proton acceptor. Proton affinity is a gas-phase analog of basicity that corresponds to the energy required to remove the proton from BH\(^+\).\(^{15}\) The proton affinity (PA) of B is equal to the enthalpy of reaction (\(\Delta H_{\text{rxn}}\)) for the deprotonation reaction depicted in Equation 1.1. From Hess’s Law, \(\Delta H_{\text{rxn}}\) is equal to the sum of the heats of formation (\(\Delta H_i\)) of the products minus the \(\Sigma \Delta H_i\) of the reactants. While aqueous pKa values would be more relevant to the native function and behavior of proteins, which are typically solvated, this specific study is concerned with peptide fragmentation which occurs in the gas phase. The removal of solvation effects can lead to completely different energetic trends.\(^{16}\) As such, gas-phase measurements and trends cannot be taken directly from an aqueous analog.

PA is a useful property to consider, yet it is highly difficult to accurately measure the \(\Delta H_i\) of the gas-phase species described in Equation 1.1 using standard calorimetry. To overcome the calorimetric limitations of gas-phase species, several different methods have been established to determine the proton affinity of a gas-phase molecule. The first of these methods, known as the equilibrium method, involves utilizing a reference (B\(_r\)) with known proton affinity, as depicted in Equation 1.2.\(^{17}\) By determining the equilibrium constant (\(K_{\text{eq}}\)) of the reversible reaction as a function of temperature, it is possible to extract the proton affinity of B\(_{\text{unk}}\) using a Van’t Hoff plot; however, the equilibrium method has several strict requirements. Firstly, the samples must be both highly pure and volatile to determine the concentrations of neutrals. Secondly, there must be an appropriate
reference base with a PA within 4-8 kJ/mol of the analyte. In the gas phase, reactions need to be almost thermo-neutral for an equilibrium to be observed as endothermic reactions are highly inefficient.

\[ \text{BAH} + \text{BR} \rightleftharpoons \text{BA} + \text{BH} + \text{BR} \]

(1.2)

Another potential option for the determination of proton affinities is ion-molecule bracketing.\textsuperscript{13} Rather than quantifying an equilibrium constant, ion-molecule bracketing uses a series of references and simply asks whether the ionized products from the reaction depicted in Equation 1.2 are observed or not. If the reaction proceeds, then the reaction is assumed to be exothermic. When the reaction does not proceed, the reaction is assumed to be endothermic. From the observance and lack thereof of products, it is thus possible to gain an approximate idea of the thermochemical property of interest for the analyte. Ion-molecule bracketing, while less strict than equilibrium, still suffers from some difficulty in reference selection. Rather than one suitable reference, several close references must be identified. Additionally, they must also be relatively pure samples to avoid side product formation.

As an alternative to these two techniques, each with their limitations, Graham Cooks established the kinetic method in 1977.\textsuperscript{18} Rather than looking at an equilibrium reaction, the kinetic method uses the competitive cleavage of a proton-bound heterodimer in a tandem mass spectrometer to extract the proton affinity. By starting with a heterodimer, it is possible to obtain a high degree of initial purity.
through mass isolation in a mass spectrometer. When the heterodimer receives external energy, the proton can either dissociate with the analyte (A) or with the reference base (B) as shown in equation 1.3. The cleavage will proceed based upon the proton affinities of the two molecules.

\[
A + [BH]^+ \leftrightarrow [A \cdots H \cdots B]^+ \rightarrow [AH]^+ + B
\]  

(1.3)

Two rate constants are then produced: \(k_A\) and \(k_B\). From transition state theory, the two rate constants can be combined to produce Equation 1.4 and Equation 1.5. The simple version of the kinetic method then requires a negligible difference in entropy between the analytes yielding the simplified Equation 1.6.

\[
\ln \left( \frac{k_B}{k_A} \right) = \frac{\Delta G}{RT_{eff}}
\]  

(1.4)

\[
\ln \left( \frac{k_B}{k_A} \right) = \ln \left( \frac{Q_B^*}{Q_A^*} \right) + \frac{\Delta \varepsilon_0}{RT_{eff}}
\]  

(1.5)

\[
\ln \left( \frac{k_B}{k_A} \right) \approx \frac{\Delta (\Delta H)}{RT_{eff}}
\]  

(1.6)

\(T_{eff}\) in all four equations is an “effective” temperature that serves as a microcanonical energetic substitute for temperature. As the analytes are under vacuum in a mass spectrometer, they cannot freely exchange energy as required to have a temperature. Because there is no temperature, the microcanonical ensemble, which assumes the number of particles, volume, and energy are held constant, must be used in place of the canonical ensemble, which assumes
temperature is constant rather than energy. The Q terms represent the partition function for the reference (QB⁻) and the analyte (QA⁻). Δε₀ is the difference in activation energy between the two dissociation pathways. Δ(ΔH) represents the difference in PA for the reference and analyte. Because there are no terms from neutral species in the kinetic method, this technique can be applied to nonvolatile compounds such as peptides that can be ionized via electrospray ionization. A better depiction of the dissociation pathway energetics can be seen in Figure 1.2. The figure shows how the number of available quantum states for each compound depend upon the activation energy.

Figure 1.2: Competitive Cleavage of a Proton-bound Dimer, by measuring the dissociation of the complex into the two ions BH⁺ and AH⁺, the kinetic method allows for the determination of the difference between the thermochemical properties of these two compounds. The depiction shows a lack of barriers to each dissociation pathway, as well as the role of the partition function in the statistical mechanical dissociation.

Compared to prior techniques, the kinetic method provides a robust experimental technique for the determination of thermochemical properties, yet it still has several limitations. Most significantly, the simplest version of Cooks’
method relies upon the cancelation of entropic effects between the two competing fragments. In the case where entropic effects cancel, the recorded $\Delta(\Delta G)$ can be approximated as the difference in solely the enthalpic contributions which are sought. Requiring the cancelation of entropy is a difficult proposition for an analyte with unknown thermochemical properties. Additionally, many reference bases with similar entropic factors may likewise have an unknown PA rendering them useless as a reference. Given that many amino acid residues have highly entropic side chains like that of lysine, it would be highly suspect to neglect the contribution of entropic factors.

To account for the differences in entropic terms, it is necessary to adopt amendments to the kinetic method as suggested by Wu, Fenselau, Wesdemiotis, and Armentrout.\textsuperscript{19–22} These amendments comprise what is referred to as the extended kinetic method. Instead of the above simplified equations, the extended kinetic method transforms Equation 1.4 into Equation 1.7.

\[
\ln\left(\frac{k_B}{k_A}\right) = \frac{\Delta(\Delta H)}{RT_{eff}} + \frac{\Delta(\Delta S)}{T_{eff}} 
\]  

With the extended kinetic method, additional measurements are taken under different experimental conditions in which $T_{eff}$ is varied systematically to extract the $\Delta(\Delta S)$ and $\Delta(\Delta H)$. At each of the different $T_{eff}$, the slope of the corresponding line changes; however, these different lines all cross at a point termed the isothermal point. This point contains the enthalpic and entropic values of the analyte of interest and represents a position where the cleavage of a heterodimer containing
a reference with identical properties would be constant at any $T_{\text{eff}}$. Along with the extended experiment, a statistical analysis proposed by Armentrout and Ervin named orthogonal distance regression (ODR) is then applied to the data.\textsuperscript{23} ODR determines an isothermal point of best fit given the experimental values for $T_{\text{eff}}$ using Monte Carlo simulations.

1.3 Computational Studies

With the advance of technology in the past 20 years, computational methods have become more accessible and accurate for use in chemistry. Such calculations rely on the appropriateness of the technique, as well as the way they are performed. When used in tandem with experimental results, calculations serve as a highly useful tool. In addition to identifying a fallacy in either the experiment or the calculation, by combining the two a better understanding of the intricacies of inter and intramolecular interactions are made more apparent. The proton affinity of a species can be determined with relative ease by calculating the enthalpy of formation of both the protonated and the neutral species of a molecule in addition to the known value for the proton as depicted in Equation 1.8.

$$PA_{\text{unk}} = \Delta H_{\text{rxn}} = (\Delta_f H_{298}(B) + \Delta_f H_{298}(H^+)) - \Delta_f H_{298}(BH^+)$$ (1.8)

The most crucial aspect of computational studies lies in the choice of method given the myriad options available. From the computationally cheap empirical methods such as molecular mechanics to intensive \textit{ab initio} calculations,
a range of options exists. By combining several techniques, the advantages of each can aid in establishing a more complete picture of the potential energy surface (PES) for the molecules of interest.

The PES for large molecules can often be a complex space with possibly thousands of local minima. To determine the global minima of these PES, it is important that the chosen method sufficiently samples across the space when choosing starting conformers. Starting conformers can be identified using less intensive molecular mechanics (MM) methods. MM calculations rely on empirically derived rules to assign energetic penalties to generated structures based on deviations from known low-energy positions. These penalties are assigned using force fields that quantify the extent of the penalty to be applied based on experimental measurements. Many different force fields exist, with each designed for a different collection of test systems.

Starting structures can then be minimized using more accurate and rigorous methods such as Hartree-Fock (HF) calculations or density functional theory (DFT) calculations which both rely more heavily on quantum calculations of energy. As the energy of a system with more than two bodies cannot be solved exactly, there are again several options to approach the correct answer that make different assumptions or assign different cut offs. All three of these techniques are incorporated and discussed in greater detail in the Methods section.
1.5 Guide to Thesis

The next chapter will detail how the extended kinetic method and computational methods are applied to proline-containing dipeptides to answer questions about thermochemistry and the “proline effect”. An example of one experiment with ProGly is included to demonstrate the relationships being discussed. The third chapter will discuss the findings from both sets of methods for each of the ProXxx dipeptides. A discussion of proton affinities will be made, as well as a more specific discussion of structure for the three model dipeptides ProGly, ProVal, and ProSer. Uncertainties and remaining questions will also be explored. The fourth chapter will serve as a conclusion to the findings presented in this paper, followed by an appendix with supplementary data.
Chapter 2: Methods

2.1 Experimental Determination of Proton Affinities

All dipeptides were purchased from the commercial manufacturer AnaSpec in their pure forms and stored appropriately until use. Stock solutions of the dipeptides and the references bases were prepared at concentrations of $10^{-3}$M in 50:50 methanol:water with 1% formic acid. Inclusion of formic acid encourages protonation and the formation of the heterodimer. Experimental samples were prepared in ratios of either 1:1 or 3:2 dipeptide to reference base using the respective stock solutions, with the 3:2 ratio further encouraging the formation of heterodimers.

The prepared samples were then injected into a Finnigan TSQ Quantum Ultra triple quadrupole mass spectrometer in positive ion mode using an external syringe pump at a flow rate of 10 μL/min. Samples were ionized using electrospray ionization with the capillary heated to 115°C, the spray voltage set to 4000V, and a sheath gas flow rate of 10-20 arbitrary units. The instrument was operated in product mode allowing the heterodimer to be isolated in the first quadrupole (Q1) with an isolation width of 0.80 Th, fragmented using collision-induced dissociation (CID) in the second quadrupole (Q2) at a partial pressure of argon of 0.5 mTorr, and scanned in the third quadrupole (Q3) at an isolation width of 0.9 Th. Fragmentation product data was collected at collision energies from 3-30 eV in intervals of 3 eV. In addition to each sample, a fragmentation spectrum of each dipeptide and each reference base was also collected to aid in identifying
secondary fragmentation products. Spectral data was time averaged and exported to Microsoft Excel® for data analysis. A ratio of reference base fragments (B) over dipeptide fragments (A) can then be calculated. Data collection was replicated over a minimum of three days and averaged for each sample. The natural log of the averaged ratio at each collision energy was then taken for further analysis.

In the case of a mass spectrometry experiment, the ratio of the two rate constants $k_a$ and $k_b$ from Equation 1.4 can be approximated as the ratio of the signals for the two different ion products. Substituting the ratio of product ion appearance into the equation for the extended kinetic method yields Equation 2.1. This equation can be further amended by subtracting the average PA of the set of reference bases ($PA_{avg}$) from the PA of the reference base and the analyte giving Equation 2.2. Subtracting the average PA allows for the points of interest to become centered on the y-axis removing unwanted correlation between the slope and the y-intercept as suggested by Armentrout and Ervin.23

\[
\ln \left( \frac{k_B}{k_A} \right) \approx \ln \left( \frac{[BH]^+}{[AH]^+} \right) = \frac{\Delta(\Delta H)}{RT_{eff}} + \frac{\Delta(\Delta S)}{T_{eff}}
\]  

\[ 2.1 \]  
\[
\ln \left( \frac{[BH]^+}{[AH]^+} \right) = \left( \Delta H_{B_i} - \Delta H_{avg} \right) \frac{1}{RT_{eff}} - \left[ \frac{(\Delta H_A - \Delta H_{avg})}{RT_{eff}} + \frac{(\Delta S_A - \Delta S_{B_i})}{R} \right]
\]  

\[ 2.2 \]
Equation 2.2 demonstrates the linear relationship between the difference in PAs, and the natural logarithm of product ion ratios at a constant $T_{\text{eff}}$. In the triple quadrupole mass spectrometer, the collision energy of the ions is used to adjust the $T_{\text{eff}}$. The PAs of each reference base were obtained from the NIST Webbook and can be found in the Appendix.\textsuperscript{26,27} A linear plot in slope-intercept form, hereafter referred to as Plot 1, is then constructed from Equation 2.2. Figure 2.1 shows an example of Plot 1 for the proline-containing dipeptide ProGly. The experimentally determined natural logarithms are $y$-values for the plot. The $x$-values correspond to $\Delta H_{\text{Bi}} - \Delta H_{\text{avg}}$ of the reference bases. The slope of the best-fit lines to the data is $\frac{1}{RT_{\text{eff}}}$ and the term in the square brackets of equation 2.2 is the $y$-intercept of the best fit lines, which is a constant at a given $T_{\text{eff}}$. Each vertical set of data represents the data from a singular reference base. A linear regression is generated for each collision energy, and these lines then should cross over at the

![Figure 2.1: Kinetic Method Plot 1 for ProGly](image)

*Figure 2.1: Kinetic Method Plot 1 for ProGly* representing the changing relationship between product ion formation and the proton affinity of the reference base.
iso thermal point. There is uncertainty present in Plot 1 given that the isothermal point is not a single, easily identifiable point that may be due to due to ion stability efficiencies. The x-value of this point is equal to the $\text{PA}_{\text{dipep}} - \text{PA}_{\text{avg}}$ and the y-value contains the entropy term of the energy, specifically in the form of $\Delta S/R$.

To check the data for accuracy, it is often useful to construct a plot of the calculated $T_{\text{eff}}$ for each collision energy, versus the collision energy. As the collision energy is the means through which energy is added to the heterodimer, these two terms should be highly correlated in a linear manner. Such a plot can be seen below in Figure 2.2 for the case study of ProGly. Any deviations from linearity can often be traced directly back to experimental discrepancies. Any such deviations

![Figure 2.2: Effective Temperature Plot for ProGly](image)

**Figure 2.2: Effective Temperature Plot for ProGly** demonstrating the linear relationship between $T_{\text{eff}}$ and collision energy. Data points at collision energies of 3 eV, 27 eV, and 30 eV were chosen to be omitted from further workup due to deviations from linearity.
that cannot be easily corrected for with additional data collection or by changing the choice of reference base is then excluded from the final calculations. For example, when looking at Figure 2.2, the correlation between T\textsubscript{eff} and collision energy is approximately linear until collision energies of 27 eV and 30 eV. Additionally, collision energy 3 eV somewhat deviates from linearity. Potential explanations for deviation from linearity are explored in Section 3.1. Because of the loss of linearity, Plot 1 above and any further work only include collision energies from 6 to 24 eV.

An additional plot, Plot 2, is useful for again verifying the choice of collision energies. Plot 2 is obtained by plotting the negative intercept from each T\textsubscript{eff} line versus their respective slopes. Plot 2 for ProGly can be seen in Figure 2.3. Equation 2.3 represents the relationship being plotted in Plot 2. The left hand of Equation 2.3 is said to be y and is equal to the negative intercept of the line represented by Equation 2.2. The x-values of $\frac{1}{R \text{\textsubscript{eff}}}$ come from the slopes of lines represented by Equation 2.2. In essence, such a plot verifies the correlation between these two terms which should be highly related. An $r^2$ correlation coefficient can be generated using a linear regression of Plot 2 providing a qualitative metric as to the fit of the data. Plot 2 also allows for the calculation of the values for PA and entropy of the analyte. The slope of Plot 2 can be added to PA_{avg} to obtain the PA of the analyte, and the entropy of the analyte is obtained by multiplying the y-intercept by R.

$$\frac{(\Delta H_A - \Delta H_{\text{avg}})}{R \text{\textsubscript{eff}}} + \frac{(\Delta S_A - \Delta S_{B1})}{R} = (\Delta H_A - \Delta H_{\text{avg}}) \frac{1}{R \text{\textsubscript{eff}}} + \frac{(\Delta S_A - \Delta S_{B1})}{R}$$  

(2.3)
As Plot 1 and 2 are constructed from experimental values and simple linear regressions, there is often some uncertainty present in the isothermal point. Such uncertainty can clearly be seen in Figure 2.1 where the linear regressions do not cross at a singular point. Due to the inherent uncertainty in the experimental isothermal point, the initial PA and ΔS values derived from Plot 2 are used as starting points for the ODR which utilizes a thousand iterations of Monte Carlo simulations to determine a more thoroughly correct isothermal point with appropriate uncertainties.

Figure 2.3: Kinetic Method Plot 2 for ProGly demonstrates the linear relationship between the negative intercept and the slope. An $R^2$ correlation value of 0.9845 and preliminary values of 968.2 kJ/mol and -17.8 J mol$^{-1}$ K$^{-1}$ for the PA and entropy of ProGly were extracted from Plot 2 respectively.
2.2 Computational Predictions for Proton Affinities

Calculations for this project were performed at various levels of theory to reduce overall calculation time and to properly sample the PES of each dipeptide. Initial conformers were generated using a GMMX searching algorithm using the MMX force field in the PCModel program. Conformers within 42 kJ/mol of the lowest energy conformer were identified with a maximum of 30,000 unique conformers sampled. All further calculations were performed using Gaussian 09. Following identification in the MMX search, conformers were further minimized using Hartree-Fock calculations with a RHF/3-21G basis set to identify any redundant conformers. Unique RHF/3-21G conformers were then minimized using DFT calculations and a B3LYP/3-21G basis set followed by optimization at the B3LYP/6-31+G* level. Other studies have shown the use of B3LYP as an appropriate functional for the analysis of organic-based biomolecules. The B3LYP/6-31+G* calculations represent the final geometry optimization for all conformers which were then processed in two ways. The first of these is a single-point energy calculation for each conformer at the B3LYP/6-311++G** level of theory. Secondly, vibrational-frequency calculations were performed at the B3LYP/6-31+G* level of theory from which entropy, enthalpy, and free energy corrections were determined. By starting from cheaper calculations, redundant conformers were removed at the cheaper levels rather than at the more expensive levels.

For each dipeptide, conformers were generated for protonated and neutral species. Protonation sites of N-terminus, the amide carbonyl oxygen, and the
amide nitrogen were used as starting structures for each dipeptide. In the case where side chains could reasonably hold a charge, starting structures were generated using these alternative protonation/deprotonation sites. Likewise, zwitterionic neutrals and cations were investigated as alternative starting structures for some dipeptides. Depending on the dipeptide, anywhere from fifty to five thousand conformers were generated in this way for each state of the molecule.

Results from these calculations were compiled into Excel documents. The free energy for each conformer was generated from the sum of the single-point energy from the B3LYP/6-311++G** calculation and the free energy correction from the B3LYP/6-31+G* calculation. Enthalpies for each conformer were also generated from the single-point energies and the correction to the enthalpy. Many of these conformers are within 20, or even 10, kJ/mol of the lowest energy conformer implying that they can be occupied at room temperature and do contribute to the proton affinities of each dipeptide. As such, the enthalpies of the different conformers were Boltzmann weighted according to 298K free energy to provide a final enthalpy (H²⁹⁸) for the molecule at the designated charge.

PA approximations from raw calculations using Equation 2.4 often feature consistent discrepancies compared to experiment. To correct for these errors inherent in the calculations, reported values were isodesmically corrected using glycine with a PA of 886.5 kJ/mol as the reference as depicted in Equation 2.5. Isodesmic correction adds the difference in calculated values between the analyte and a reference to the experimentally known value for that reference. By basing
the computational values on an experimentally known quantity, it is possible to cancel much of the error that may be present in a specific computational method. In addition to yielding a value for comparison with experiment, these calculated values also serve as an initial estimate for the selection of references in the experimental procedure.

\[ PA_{unk} = \Delta H_{rxn} = (\Delta_f H_{298}(B) + \Delta_f H_{298}(H^+)) - \Delta_f H_{298}(BH^+) \]  
(2.4)

\[ PA_{iso} = (PA_{raw}(unk) - PA_{raw}(ref)) + PA_{exp}(ref) \]  
(2.5)
Chapter 3: Results and Discussion

3.1 Kinetic Method Proton Affinities Examples

3.1.1 Example 1: ProVal

![Figure 3.1: ProVal](image)

The structure of ProVal can be seen in Figure 3.1. For a detailed description of which reference bases were used for the ProVal experimental procedure, see Table 3.1. Plot 1 for this data set can be seen in Figure 3.2, plotting the natural logarithm of the ratios of reference base over the analyte versus the relative proton affinity of the reference base ($\Delta H_{\text{avg}} - \Delta H_{\text{ref}}$). Each vertical series of data points represents the data of a single reference base with each color corresponding to a different collision energy. The isothermal point can be identified to the right of the data where the lines of each collision energy cross. While data closer to the

Table 3.1: Reference Bases for ProVal detailing which reference bases were used in the extended kinetic method experiment for ProVal with their respective PAs.

<table>
<thead>
<tr>
<th>Reference Base</th>
<th>Proton Affinity (kJ/mol)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pyrrolidine</td>
<td>948.3</td>
</tr>
<tr>
<td>Piperidine</td>
<td>954.0</td>
</tr>
<tr>
<td>4-Tertbutylpyridine</td>
<td>957.7</td>
</tr>
<tr>
<td>2,4-Lutidine</td>
<td>962.9</td>
</tr>
<tr>
<td>Diisopropylamine</td>
<td>971.9</td>
</tr>
</tbody>
</table>
isothermal point would be ideal, bases at larger PAs tended to yield inconsistent ratios that deviated at higher collision energies. It is postulated that the inconsistencies result from missing secondary fragmentation products that are not as well detected by the instrumentation at higher energies.

Figure 3.2: Kinetic Method Plot 1 for ProVal showing the inversion of product ion formation as a function of proton affinity. The isothermal point can be approximated to be ~27 kJ/mol above the PA_{avg}.

From Figure 3.2, the slopes and the negative of the intercepts of the individual best-fit lines can be extracted. As both terms depend on $\frac{1}{RT_{eff}}$, Plot 2 is constructed to afford the PA and entropic terms for the analyte. As previously mentioned, Plot 2 allows for a check between the correlation of both terms and provides preliminary estimates for PA and entropic terms. Figure 3.3 shows Plot 2 for ProVal demonstrating an $r^2$ value of 0.992. The data for ProVal held a strongly
linear correlation across all collision energies such that no data points were omitted. When the values from the slope and the intercept are adjusted using the average values of the references, a preliminary value of 984.7 kJ/mol was predicted for the PA of ProVal.

![Figure 3.3: Kinetic Method Plot 2 for ProVal](image)

Figure 3.3: Kinetic Method Plot 2 for ProVal demonstrates the linear relationship between the negative intercept and the slope. An $R^2$ correlation value of 0.992 was calculated for the linear regression showing the strong correlation between these terms. No points were omitted due to general agreement with linearity.

The preliminary values were used as initial guesses for the ODR analysis along with the experimental data and $T_{\text{eff}}$ values as initial inputs. Two different analyses were run using uncertainty windows of ±2 kJ/mol and ±8 kJ/mol for the PA of the reference bases, which primarily change the uncertainty in the final value.
yet rarely change the value itself. Any reported values represent the ± 8 kJ/mol analysis. Final plots utilize effective temperatures generated from the ±2 kJ/mol data. Figure 3.4 represents the ODR analysis of ProVal with data plotted from the experiment and lines generated from the $T_{\text{eff}}$ outputs of the program for the ±2 kJ/mol uncertainty window. A final value for the experimental PA of ProVal is 987.0 ± 14 kJ/mol from the ODR analysis. The ODR analysis is in excellent agreement with the preliminary values indicating the appropriate choice of reference bases.

![Figure 3.4](image)

**Figure 3.4: Orthogonal Distance Regression for ProVal** predicts an ideal crossing point for each $T_{\text{eff}}$ line. By plotting the outputs of the program as linear lines, it is possible to examine how the data fits the expected trend.
3.1.1 Example 2: ProSer

A similar procedure was followed for the proline-containing dipeptide ProSer, depicted in Figure 3.5. A summary of the reference bases used for ProSer can be found in Table 3.2. Additionally, Plot 1 for ProSer can be seen in Figure 3.6. Higher collision energies for this analyte did not converge, which is attributed to possibly missing secondary fragments unaccounted for in the described ratios. Such fragments would be more abundant at the higher collision energies. These fragments have a small mass to charge that is not efficiently transferred by the region of stability within the quadrupoles to the detector leading to an absence of signal and errant ratios. Because of this, only data from collision energies of 3 to

<table>
<thead>
<tr>
<th>Reference Base</th>
<th>Proton Affinity (kJ/mol)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pyrrolidine</td>
<td>948.3</td>
</tr>
<tr>
<td>Piperidine</td>
<td>954.0</td>
</tr>
<tr>
<td>4-Tertbutylpyridine</td>
<td>957.7</td>
</tr>
<tr>
<td>2,4-Lutidine</td>
<td>962.9</td>
</tr>
<tr>
<td>1-Methylpyrrolidine</td>
<td>965.6</td>
</tr>
</tbody>
</table>
21 eV were used for analysis. Further justification for the omission of these data points can be seen in Plot 2.

![Figure 3.6: Kinetic Method Plot 1 for ProSer](image)

**Figure 3.6: Kinetic Method Plot 1 for ProSer** shows the experimentally collected data for ProSer. Only collision energies of 3-21 eV are shown.

The corresponding Plot 2 for the data in Figure 3.6 can be seen in Figure 3.7 where the negative y-intercept at each collision energy is plotted versus the slope. An $r^2$ correlation coefficient of 0.9575 relates these two metrics. A significant deviation from linearity can be observed for the points corresponding to collision energies of 24-30 eV. Because of their deviation, these points were omitted. While the $r^2$ of Plot 2 for ProSer is lower than that of ProVal, it was still deemed to be acceptable for further calculation. From the adjusted slope and intercept of Figure 3.7, a preliminary value of 973.0 kJ/mol was determined for the PA of ProSer.
The preliminary values were then used as starting points for the ODR analysis. Figure 3.8 shows the ODR analysis of the data with the experimental data plotted as points. For this data set, the determined isothermal point is at a relatively high entropy point (y-value) of $-43.5 \text{ J mol}^{-1} \text{ K}^{-1}$ when multiplied by R. This could be due to the potential for hydrogen bonding from the side chain hydroxyl. From the analysis, a final value of $980.9 \pm 12 \text{ kJ/mol}$ for the PA of ProSer is suggested.
Similar procedures and analyses were applied to the other ProXxx dipeptides. A complete summary of the reference bases used for each dipeptide can be found in the Appendix. One consistency among the choice of reference base lies in the appearance of only a single basic site. By using bases that only have one basic site, it is possible to minimize differences in energetic considerations such as hydrogen bonding or other intra- and intermolecular interactions. Such interactions can introduce entropic considerations that may invalidate several assumptions made during the experiment. For example, if

![Orthogonal Distance Regression for ProSer](image)

**Figure 3.8: Orthogonal Distance Regression for ProSer** predicts a highly precise isothermal point. A PA of $980.8 \pm 12$ kJ/mol is obtained for ProSer. A high entropic term can be seen with the high y-value.

### 3.2 Kinetic Method Results Summary

The results obtained from the orthogonal distance regression for ProSer predict a highly precise isothermal point. A PA of $980.8 \pm 12$ kJ/mol is obtained for ProSer. A high entropic term can be seen with the high y-value.
multiple sites on a reference base could be readily protonated, then two different transition states may be measured confounding results. Table 3.3 shows a summary of the experimental values for each of the ProXxx dipeptides analyzed using the extended kinetic method.

Table 3.3: Summary of Extended Kinetic Method Data for the ProXxx dipeptides. Asterisks denote data collected by previous members of the lab.

<table>
<thead>
<tr>
<th>Dipeptide</th>
<th>Experimental Proton Affinity (kJ/mol)</th>
<th>Dipeptide</th>
<th>Experimental Proton Affinity (kJ/mol)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ProAla*</td>
<td>974.7±15.5</td>
<td>ProLeu</td>
<td>983.5±12.8</td>
</tr>
<tr>
<td>ProArg</td>
<td>--------</td>
<td>ProLys</td>
<td>--------</td>
</tr>
<tr>
<td>ProAsn</td>
<td>985.8±10.2</td>
<td>ProMet</td>
<td>984.4±14.8</td>
</tr>
<tr>
<td>ProAsp</td>
<td>982.7±13.2</td>
<td>ProPhe*</td>
<td>975.1±16.0</td>
</tr>
<tr>
<td>ProCys</td>
<td>972.46±17.5</td>
<td>ProPro</td>
<td>996.1±9.5</td>
</tr>
<tr>
<td>ProGln</td>
<td>1010.8±16.8</td>
<td>ProSer</td>
<td>980.2±16.6</td>
</tr>
<tr>
<td>ProGlu</td>
<td>989.5±12.8</td>
<td>ProThr</td>
<td>981.6±12.7</td>
</tr>
<tr>
<td>ProGly</td>
<td>969.2±12.7</td>
<td>ProTrp</td>
<td>1000.3±11.2</td>
</tr>
<tr>
<td>ProHis</td>
<td>1003.2±12.6</td>
<td>ProTyr</td>
<td>1003.3±30</td>
</tr>
<tr>
<td>ProIle</td>
<td>987.8±16.5</td>
<td>ProVal</td>
<td>987.4±13.2</td>
</tr>
</tbody>
</table>

Two points to note include the missing values for ProLys and ProArg. While both dipeptides were investigated, a full analysis was unable to be completed for either. ProArg is expected to have a very high PA which makes it difficult to find reference bases within an appropriate range. The three reference bases of 1,1,3,3-tetramethylguanidine (TMG), 1,5-diazabicyclo[4.3.0]non-5-ene, and 1,8-diazabicyclo[5.4.0]undec-7ene were investigated, but each either yielded insufficient fragmentation ratios for analysis or did not form sufficient heterodimer to isolate. ProLys could also not be sufficiently quantified, yet not from a lack of appropriate reference bases. Proper heterodimer formation was observed for ProLys, yet the fragmentation trends were often inconsistent either internally or
with each other. Additionally, only a small quantity of ProLys was available for analysis making it challenging to perform enough runs to obtain the required consistency of the experiment. It is thought that the challenges in the case of ProLys are due in part to its higher PA compared to other proline-containing dipeptides, as well as the high entropic factors inherent in its unique sidechain.

Lastly, the uncertainty for ProTyr is unexpectedly high which may be due to incomplete data collection. Further bases may need to be run to yield a more conclusive value. The rest of the data points agree with expected trends, and the reported values otherwise have similar degrees of uncertainties.

3.3 Computational Prediction Structural Motifs

3.3.1 ProGly

The lowest energy conformers for protonated and neutral ProGly were determined at the B3LYP/6-311++G**// B3LYP/6-31+G* level of theory. The lowest energy structures for neutral and protonated ProGly are displayed in Figure 3.9. Dark gray, light gray, blue, and red atoms correspond to carbon, hydrogen,

Figure 3.9: Lowest Energy Conformers of Neutral and Protonated ProGly. The neutral (left) conformer is structurally very similar to the protonated (right) conformer, as expected for the simplest dipeptide of the 39.
nitrogen, and oxygen respectively. Solid lines represent full covalent bonds, and dotted lines represent weaker intramolecular bonds such as hydrogen bonding. Generally, only four structural motifs are needed to distinguish ProGly conformers: protonation site, orientation of proline ring, amide bond orientation, and a description of the C-terminal. As the ProGly sidechain is only a hydrogen, there is little to be said about the orientation of this group. For the first motif, the proline ring can be oriented either in toward the amide bond, out away from the rest of the molecule, or in a twisted conformation. The lowest energy neutral structure of ProGly can be seen featuring the proline ring out, the amide bond trans, and the carbonyl group up. The lowest energy protonated structure on a near identical note adopts a proline ring in, a different trans amide bond, and carbonyl up structure. It is not surprising that the only difference between these two structures is a ring flip and the opposite trans amide bond orientation. Given the relative simplicity of ProGly, there are fewer distinct low energy structures to discuss among the conformers within 20 kJ/mol of the lowest energy conformer.

3.3.2 ProVal

The lowest energy conformers for protonated and neutral ProVal were determined at the B3LYP/6-311++G**//B3LYP/6-31+G* level of theory. The lowest energy structural motifs for neutral and protonated ProVal are displayed in Figure 3.10. To distinguish the different conformers of ProVal, five structural motifs can be assigned to each conformer in a similar manner as with ProGly. These motifs include the site of protonation for protonated structures, the orientation of the
proline ring, the trans/cis isomerism of the amide bond, a description of the carboxylic acid at the C-terminal, and a description of the isopropyl side chain. Looking at the lowest energy neutral for ProVal, it can be seen to have the proline ring out, a trans amide bond, carbonyl down with a syn proton, and the side chain up anti- to the nitrogen; however, the protonated structure is instead proline ring out, trans, with the C-terminal in plane with the molecule, and the side chain down.

![Figure 3.10: Lowest Energy Conformers of Neutral and Protonated ProVal](image)

The neutral (left) conformer positions the side chain up, as compared to the protonated (right) which places the isopropyl group down. Yet, both cases provide a stabilizing hydrogen bond to the backbone nitrogen from the C-terminal.

Several motifs appear repeatedly across the lowest energy conformers. For the protonated ProVal conformers, the trans amide bond tends to dominate orienting the backbone carbonyl into proximity with the protonated N-terminal to form a hydrogen bond. In comparison, the neutral conformers form almost exclusively the opposite trans amide bond which puts the backbone nitrogen into proximity to hydrogen bond instead. The tendency of the protonated conformers to form a hydrogen bond to the carbonyl oxygen may be due to oxygen’s increased electronegativity compared to nitrogen. An alternative explanation may be that for the neutral, the size match between the nitrogen to hydrogen to nitrogen bond is
more favorable. The protonated conformers did adopt the cis amide bond, but it is less commonly energetically favorable as it introduces more steric strain in the molecule. With regards to the side chain, the isopropyl group tends to almost always be placed “up” in the same direction as the proline group for the neutrals pushing the C-terminal down. For the protonated structures, the side chain appears to prefer the “down” orientation instead, possibly allowing better interaction between the C-terminal and the backbone nitrogen.

Some more complex hydrogen bonding does appear for higher energy ProVal conformers. One of the neutral conformers adopts a different trans amide bond orientation putting the oxygen closer to the N-terminal. Additionally, the C-terminal proton would adopt an anti-orientation to form a hydrogen bond to the backbone of the dipeptide. Depictions of these hydrogen bonding motifs can be found in Figure 3.11. Both ProGly and ProVal have relatively similar motifs across their various conformers given the nonpolar nature of their sidechains. Without other accessible nonpolar locations to interact with, the isopropyl group of ProVal

### Figure 3.11: Alternative Structures for ProVal
A) Neutral conformer with new hydrogen bond from C-terminal to the backbone carbonyl. B) Neutral conformer with the C-terminal up and the side chain down, providing a less strained hydrogen bond to the backbone carbonyl. C) Neutral conformer with the protonated trans amide bond orientation, placing higher strain on the N-terminal.
and the hydrogen of ProGly can primarily reduce energy by lowering the strain that they may induce in the molecule.

3.3.2 ProSer

The lowest energy conformers for protonated and neutral ProSer were determined at the B3LYP/6-311++G**// B3LYP/6-31+G* level of theory to obtain the computational prediction for PA of ProSer. Five major structural motifs serve to differentiate most neutral and protonated ProSer conformers. The first four of these are identical to those of ProGly and ProVal: protonation site, the direction of the proline ring, the isomerism of the amide bond, and the orientation of the carboxylic acid at the C-terminal. The fourth point of demarcation lies in the orientation of the side chain. As compared to ProVal’s aliphatic side chain, ProSer’s hydroxyl chain can engage in additional hydrogen bonding adding complexity to the description of this dipeptide. A labeled description of the lowest energy protonated and neutral structures for ProSer can be seen in Figure 3.12. From the comparison of the two structures, it’s possible to see how the addition of a proton facilitates increased hydrogen bonding. The two trans orientations identified for ProVal appear for ProSer as well, facilitated by a new hydrogen bonding interaction between the hydroxyl side chain and the backbone nitrogen.

For the 20 lowest energy neutral and protonated conformers, several of the motifs appear most often. The proton appears to strongly tend towards the N-terminal. Carbonyl-protonated conformers were generated, but they tended to remain higher in energy. It is likely that carbonyl protonation reduces the hydrogen
bonding potential of the side chain. Additionally, the protonated ProSer conformers tend to place the C-terminal in the “up” position most often. For the neutral there is no clear tendencies for the orientation of the same group. The side chain is almost always gauche to the backbone nitrogen for both neutral and protonated conformers. Often the side chain forms some new hydrogen bond for both sets of conformers as well.

![Figure 3.12: Lowest Energy Conformers of Protonated and Neutral ProSer.](image)

There are also some deviations present in these 20 lowest energy conformers. While the trans amide bond still prevails, a different orientation for the trans amide bond has also appeared at these low energies for the neutral. Rather than the neutral forming a hydrogen bond between the proline N-terminal and the central amide, some conformers hydrogen bond to the carbonyl oxygen instead. While this structure was observed for the protonated state where the N-terminal has an additional proton, appearance for the neutral is unusual. The energetic
strain for the new trans bond is likely stabilized by additional hydrogen bonding interactions formed by the side chain. Additionally, some of the proline rings adopted a “twisted” conformer where the N-terminus is out of planarity with the rest of the proline ring. Lastly, some conformers did adopt anti dihedral angles that are only stabilized by increased intramolecular interactions such as a side chain anti to the backbone nitrogen in some neutrals and a C-terminal hydrogen anti to the carbonyl for some protonated conformers. Figure 3.13 depicts many of these deviations.

**Figure 3.13: Alternative Structures for ProSer.** A) Neutral conformer with new trans orientation. The structure is reminiscent of the protonated lowest energy conformer as it is stabilized by the side chain hydrogen bonding. B) Neutral conformer with twisted proline ring, as well as an anti- side chain. The twisted ring destabilizes the standard trans structure. C) Protonated conformer with proline in and C-terminal proton anti to the carbonyl to form a hydrogen bond to the side chain, anti to the backbone nitrogen. D) Protonated conformer with a cis amide bond, forming less common interactions.
3.4 Computational Proton Affinities

The remaining neutral and protonated ProXxx dipeptides were also analyzed using the B3LYP/6-311++G**// B3LYP/6-31+G* level of theory. B3LYP was chosen as the functional due to its suitability for thermochemical analysis. A complete summary of the computational predictions for the PA of the most basic site of each molecule can be seen in Table 3.4. Looking at the trends observed in the data, the predicted PAs correspond to the expected trends for each amino acid. For example, ProArg has an exceedingly high PA that is approximately 80 kJ/mol higher than most of the proline-containing dipeptides. On the other side of the data, ProGly is one of the least basic dipeptides as it features no basicity enhancing or stabilizing side chains. From testing with other basis sets, past molecules, and alternative functionals, the uncertainty in computed values is expected to lie between 6-10 kJ/mol. An exact value for uncertainty for each molecule is difficult to ascertain. Groups of dipeptides with similar side chain compositions tend to be closely grouped. An example of this is dipeptides with aliphatic secondary residues which only range from 966.0 to 986.6 kJ/mol.

Included in Table 3.4 is a summary of the PA of the backbone carbonyl for each dipeptide, as well as the PA of the zwitterionic conformers for dipeptides with basic side chains. The PA of these specific sites is determined from only the lowest energy conformer that had the proton on the relevant location. Understanding the PA of various points along the peptide backbone is important for better understanding the “proline effect” as it is often these sites at which fragmentation
may occur rather than solely the most basic site. Unfortunately, these values cannot easily be measured experimentally as the kinetic method is only sensitive to the most basic site of the molecule. From the table, the backbone carbonyl is not the most basic site for any of the ProXxx dipeptides, yet the trends are different than the standard PA values. For example, ProAsn is not a very basic proline-containing dipeptide with a PA of only 968.8 kJ/mol, yet its carbonyl with a PA of 961.0 kJ/mol is the 6th most basic carbonyl. These trends reveal how the specific intramolecular interactions of each dipeptide influence both the basicity of specific sites, as well as potential fragmentation patterns.

Table 3.4: Summary of Computational Predictions for PA of the ProXxx dipeptides. Asterisks denote that the most basic site of the dipeptide was the side chain. All reported values were isodesmically corrected using glycine as a reference. All values are in kJ/mol.

<table>
<thead>
<tr>
<th>Dipeptide</th>
<th>PA (Most Basic)</th>
<th>PA (CO)</th>
<th>PA (zwitt)</th>
<th>Dipeptide</th>
<th>PA (Most Basic)</th>
<th>PA (CO)</th>
<th>PA (zwitt)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ProAla</td>
<td>970.0</td>
<td>935.8</td>
<td></td>
<td>ProLeu</td>
<td>974.8</td>
<td>947.0</td>
<td></td>
</tr>
<tr>
<td>ProArg*</td>
<td>1063.5</td>
<td>975.4</td>
<td>1042.5</td>
<td>ProLys*</td>
<td>1014.2</td>
<td>962.1</td>
<td>986.9</td>
</tr>
<tr>
<td>ProAsn</td>
<td>968.8</td>
<td>961.0</td>
<td></td>
<td>ProMet</td>
<td>986.6</td>
<td>948.3</td>
<td></td>
</tr>
<tr>
<td>ProAsp</td>
<td>979.2</td>
<td>948.9</td>
<td></td>
<td>ProPhe</td>
<td>979.0</td>
<td>951.5</td>
<td></td>
</tr>
<tr>
<td>ProCys</td>
<td>970.0</td>
<td>927.8</td>
<td></td>
<td>ProPro</td>
<td>990.4</td>
<td>923.1</td>
<td></td>
</tr>
<tr>
<td>ProGln</td>
<td>1004.5</td>
<td>978.0</td>
<td></td>
<td>ProSer</td>
<td>962.0</td>
<td>942.7</td>
<td></td>
</tr>
<tr>
<td>ProGlu</td>
<td>995.8</td>
<td>964.2</td>
<td></td>
<td>ProThr</td>
<td>971.0</td>
<td>939.6</td>
<td></td>
</tr>
<tr>
<td>ProGly</td>
<td>964.0</td>
<td>911.4</td>
<td></td>
<td>ProTrp</td>
<td>991.5</td>
<td>963.3</td>
<td></td>
</tr>
<tr>
<td>ProHis*</td>
<td>1009</td>
<td>955.5</td>
<td>980.5</td>
<td>ProTyr</td>
<td>979.6</td>
<td>950.9</td>
<td></td>
</tr>
<tr>
<td>ProIle</td>
<td>975.8</td>
<td>944.7</td>
<td></td>
<td>ProVal</td>
<td>975.2</td>
<td>943.8</td>
<td></td>
</tr>
</tbody>
</table>

3.5 Dipeptide Summary

Table 3.5 contains both the computational results and the experimental results for each of the ProXxx dipeptides. Generally, the two sets of data agree with each other, especially once uncertainties are considered. Most PAs are within
±10 kJ/mol of their counterparts, which is on a similar scale as many reactions. Additionally, as this study intends to primarily understand the role of these adjacent residues on the fragmentation of proline-containing peptides, the agreement is sufficient. Due to the agreement of these two sets of data, it is believed that the chosen basis set and density functional were appropriate for the study. As previously noted, several of the experimental values could not be sufficiently quantized from the experiment. The theoretical values for the ProArg and ProLys PAs do support that their high values may contribute to difficulties in the choice of reference base. Given the exceedingly high value of 1064 kJ/mol for ProArg, there

<table>
<thead>
<tr>
<th>Dipeptide</th>
<th>Experimental PA (kJ/mol)</th>
<th>Calculated PA (kJ/mol)</th>
<th>Dipeptide</th>
<th>Experimental PA (kJ/mol)</th>
<th>Calculated PA (kJ/mol)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ProAla</td>
<td>974.7±15.5</td>
<td>970.0</td>
<td>ProLeu</td>
<td>983.5±12.8</td>
<td>974.8</td>
</tr>
<tr>
<td>ProArg</td>
<td>----</td>
<td>1063.5</td>
<td>ProLys</td>
<td>----</td>
<td>1014.2</td>
</tr>
<tr>
<td>ProAsn</td>
<td>985.8±10.2</td>
<td>968.8</td>
<td>ProMet</td>
<td>984.4±14.8</td>
<td>986.6</td>
</tr>
<tr>
<td>ProAsp</td>
<td>982.7±13.2</td>
<td>979.2</td>
<td>ProPhe</td>
<td>975.1±16.0</td>
<td>979.0</td>
</tr>
<tr>
<td>ProCys</td>
<td>972.46±17.5</td>
<td>970.0</td>
<td>ProPro</td>
<td>996.1±9.5</td>
<td>990.4</td>
</tr>
<tr>
<td>ProGln</td>
<td>1010.8±16.8</td>
<td>1004.5</td>
<td>ProSer</td>
<td>980.2±16.6</td>
<td>962.0</td>
</tr>
<tr>
<td>ProGlu</td>
<td>989.5±12.8</td>
<td>995.8</td>
<td>ProThr</td>
<td>981.6±12.7</td>
<td>971.0</td>
</tr>
<tr>
<td>ProGly</td>
<td>969.2±12.7</td>
<td>964.0</td>
<td>ProTrp</td>
<td>1000.3±11.2</td>
<td>991.5</td>
</tr>
<tr>
<td>ProHis</td>
<td>1003.2±12.6</td>
<td>1009.0</td>
<td>ProTyr</td>
<td>1003.3±30</td>
<td>979.6</td>
</tr>
<tr>
<td>ProIle</td>
<td>987.8±16.5</td>
<td>975.8</td>
<td>ProVal</td>
<td>987.4±13.2</td>
<td>975.2</td>
</tr>
</tbody>
</table>
are few other compounds that are within a range to be used for reference. When the additional criteria of minimal hydrogen bonding locations is added, the list of potential candidates for ProArg is made even smaller. ProLys is also of a relatively high PA, being the second highest theoretical prediction in the data set.

One trend that does appear throughout the data exists in a slight discrepancy between the theory and the experiment. While the two sets are in general agreement, there are several cases where the theoretical numbers are lower than the experiment. The most notable examples of such a trend can be seen in the data of ProSer, ProTyr, and ProThr. One obvious similarity between each of these dipeptides is the presence of an oxygen in the sidechain of the C-terminal residue. One possible explanation as to the discrepancy could be an overcorrection of the calculations. If the selected basis set is overstabilizing the neutral of these dipeptides, then the PA for each would be smaller than expected as the neutrals would lie at a lower energy. Alternatively, if the cation is being understabilized, then the PA would similarly be too low due to the high energy term for the cation. Another possible explanation could lie in the manner through which the calculations are performed. While several different starting structures are tested and put through the minimization process to try to properly sample the PES of these dipeptides, there could be structures that were missed yet contribute significantly to the energy. Missing neutrals would further lower the PA, but missing cation structures could explain the discrepancies. Another potential explanation could lie in the experiment where we may be missing the complete entropic contribution due to the enhanced hydrogen bonding that arises from the side chain.
Lastly, it is possible that the only discrepancy is a matter of uncertainty as there is overlap between the two values when uncertainties are considered. Further studies are necessary to identify the specific cause for the discrepancy between the experimental and computational methods where there otherwise exists general agreement. Additional calculations are currently underway using alternative basis sets as well as alternative post HF methods to verify the accuracy of the computational predictions.

A full picture of how this data relates to the “proline effect” is still a work in progress. Additional data on the XxxPro dipeptides will be needed to compare how the N-terminal of proline, the site of preferential fragmentation, influences the proton affinity of these dipeptides with otherwise identical molecular composition. As the “proline effect” causes preferential fragmentation at the N-terminal, it is likely that the remaining 19 proline-containing dipeptides which place the proline at the amide bond will be of note. By more directly influencing the carbonyl as well as the steric at the amide bond, it is likely that a more pronounced effect will be observed. With both the ProXxx and the XxxPro data sets, the differences that appear, and any consistencies that arise, will help to form a more complete understanding of peptide fragmentation.
Chapter 4: Conclusion

In conclusion, computational predictions for the PA of each ProXxx dipeptide were determined at the B3LYP/6-311++G**/B3LYP/6-31+G* level of theory. Additionally, the experimental PA of the same molecules were determined using the extended kinetic method using triple quadrupole mass spectrometry, except for previously determined PAs, ProArg, and ProLys. These values are restated in Table 4.1 with appropriate uncertainties reported. The experimental values range from 969.2 kJ/mol for ProGly to 1010.8 kJ/mol for ProGln, with the computational values for the same compounds ranging from 966.0 kJ/mol to 1004.5 kJ/mol. Computational predictions for ProLys and ProArg which could not be determined experimentally are 1014.0 kJ/mol and 1063.5 kJ/mol respectively. The computational and experimental values are in general agreement with each other.

Table 4.1: Summary of Dipeptide PA for the ProXxx dipeptides. All calculated values are isodesmically corrected. Experimental values could not be determined for ProLys and ProArg.

<table>
<thead>
<tr>
<th>Dipeptide</th>
<th>Experimental PA (kJ/mol)</th>
<th>Calculated PA (kJ/mol)</th>
<th>Dipeptide</th>
<th>Experimental PA (kJ/mol)</th>
<th>Calculated PA (kJ/mol)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ProAla</td>
<td>974.7±15.5</td>
<td>970.0</td>
<td>ProLeu</td>
<td>983.5±12.8</td>
<td>974.8</td>
</tr>
<tr>
<td>ProArg</td>
<td>------</td>
<td>1063.5</td>
<td>ProLys</td>
<td>------</td>
<td>1014.2</td>
</tr>
<tr>
<td>ProAsn</td>
<td>985.8±10.2</td>
<td>968.8</td>
<td>ProMet</td>
<td>984.4±14.8</td>
<td>986.6</td>
</tr>
<tr>
<td>ProAsp</td>
<td>982.7±13.2</td>
<td>979.2</td>
<td>ProPhe</td>
<td>975.1±16.0</td>
<td>979.0</td>
</tr>
<tr>
<td>ProCys</td>
<td>972.46±17.5</td>
<td>970.0</td>
<td>ProPro</td>
<td>996.1±9.5</td>
<td>990.4</td>
</tr>
<tr>
<td>ProGln</td>
<td>1010.8±16.8</td>
<td>1004.5</td>
<td>ProSer</td>
<td>980.2±16.6</td>
<td>962.0</td>
</tr>
<tr>
<td>ProGlu</td>
<td>989.5±12.8</td>
<td>995.8</td>
<td>ProThr</td>
<td>981.6±12.7</td>
<td>971.0</td>
</tr>
<tr>
<td>ProGly</td>
<td>969.2±12.7</td>
<td>964.0</td>
<td>ProTrp</td>
<td>1000.3±11.2</td>
<td>991.5</td>
</tr>
<tr>
<td>ProHis</td>
<td>1003.2±12.6</td>
<td>1009.0</td>
<td>ProTyr</td>
<td>1003.3±30</td>
<td>979.6</td>
</tr>
<tr>
<td>ProIle</td>
<td>987.8±16.5</td>
<td>975.8</td>
<td>ProVal</td>
<td>987.4±13.2</td>
<td>975.2</td>
</tr>
</tbody>
</table>
While it is difficult to make a conclusive assessment regarding the influence of adjacent amino acids on the “proline effect” currently, it is evident that the adjacent amino acids do have an influence on the basicity and rigidity of proline-containing dipeptides. Further work on the remaining XxxPro dipeptides will seek to form a complete picture of the extent that adjacent amino acids influence the “proline effect”. Additional calculations shall also be performed to isolate where any discrepancies between theory and experiment may arise.

Lastly, several structural motifs have been identified for ProXxx dipeptides. Namely, neutral conformers appear to prefer the formation of a hydrogen bond between both the backbone and terminal nitrogen while protonated conformers instead hydrogen bond between the terminal nitrogen and the backbone carbonyl. Further investigation into the specific structures of each of the other dipeptides will identify further motifs that may aid in understanding the mechanism behind the “proline effect”. A holistic understanding of peptide fragmentation may remain on the horizon, but through studies such as this humanity is brought closer every day.
Appendix

| Proton Affinity | 3-Picoline | Pyrrolidine | Piperidine | 3,5-Lutidine | 4-tertbutylpyridine | N,N-diethylaniline | 2,4-Lutidine | 1-methylpyrrolidine | diisopropylamine | triethylamine | disecbutylamine | triallylamine | 2,2,6,6-tetramethylpiperidine | tripropylamine |
|----------------|------------|-------------|-----------|-------------|--------------------|-------------------|-------------|-------------------|----------------|-------------|----------------|-------------|----------------|----------------|-----------|
| ProAsn         | X          | X           | X         | X           | X                  | X                 | X           | X                 | X              | X           | X              | X           | X              | X              | X         |
| ProAsp         | X          | X           | X         | X           | X                  | X                 | X           | X                 | X              | X           | X              | X           | X              | X              | X         |
| ProCys         | X          | X           | X         | X           | X                  |                  | X           | X                 | X              | X           | X              | X           | X              | X              | X         |
| ProGln         | X          | X           | X         | X           | X                  |                  | X           | X                 | X              | X           | X              | X           | X              | X              | X         |
| ProGlu         | X          | X           | X         | X           | X                  |                  | X           | X                 | X              | X           | X              | X           | X              | X              | X         |
| ProGly         | X          | X           | X         | X           | X                  |                  | X           | X                 | X              | X           | X              | X           | X              | X              | X         |
| ProHis         | X          | X           | X         | X           | X                  |                  | X           | X                 | X              | X           | X              | X           | X              | X              | X         |
| ProIle         | X          | X           | X         | X           | X                  |                  | X           | X                 | X              | X           | X              | X           | X              | X              | X         |
| ProLeu         | X          | X           | X         | X           | X                  |                  | X           | X                 | X              | X           | X              | X           | X              | X              | X         |
| ProMet         | X          | X           | X         | X           | X                  |                  | X           | X                 | X              | X           | X              | X           | X              | X              | X         |
| ProPro         | X          | X           | X         | X           | X                  |                  | X           | X                 | X              | X           | X              | X           | X              | X              | X         |
| ProSer         | X          | X           | X         | X           | X                  |                  | X           | X                 | X              | X           | X              | X           | X              | X              | X         |
| ProThr         | X          | X           | X         | X           | X                  |                  | X           | X                 | X              | X           | X              | X           | X              | X              | X         |
| ProTrp         | X          | X           | X         | X           | X                  |                  | X           | X                 | X              | X           | X              | X           | X              | X              | X         |
| ProVal         | X          | X           | X         | X           | X                  |                  | X           | X                 | X              | X           | X              | X           | X              | X              | X         |

**Table A.1:** Choice of reference bases for each of the ProXxx dipeptides

![Figure A.1](image.png)

**Figure A.1:** ODR plot for ProAsp with collision energies 3-21 selected for quantification.
Figure A.2: ODR plot for ProAsn with collision energies 9-30 selected.

Figure A.3: ODR plot for ProCys with collision energies 6-24 selected.
Figure A.4: ODR plot for ProGln with collision energies 6-24 selected.

Figure A.5: ODR plot for ProGlu with collision energies 3-27 selected.
Figure A.6: ODR plot for ProGly with collision energies 6-24 selected.

Figure A.7: ODR plot for ProHis with collision energies 15-30 selected.
Figure A.8: ODR plot for ProIle with collision energies 6-30 selected.

Figure A.9: ODR plot for ProLeu with collision energies 3-30 selected.
Figure A.10: ODR plot for ProMet with collision energies 6-24 selected.

Figure A.11: ODR plot for ProPro with collision energies 6-24 selected.
Figure A.12: ODR plot for ProThr with collision energies 9-30 selected.

Figure A.13: ODR plot for ProTrp with collision energies 3-27 selected.
Figure A.14: ODR plot for ProTyr with collision energies 6-30 selected.
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