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Abstract Low levels of dissolved oxygen (DO) occur in many embayments throughout the world and have numerous detrimental effects on biota. Although measurement of in situ DO is straightforward with modern instrumentation, quantifying the volume of water in a given embayment that is hypoxic (hypoxic volume (HV)) is a more difficult task; however, this information is critical for determining whether management efforts to increase DO are having an overall impact. This paper uses output from a three-dimensional numerical model to demonstrate that HV in Chesapeake Bay can be estimated well with as few as two vertical profiles. In addition, the cumulative hypoxic volume (HVC; the total amount of hypoxia in a given year) can be calculated with relatively low uncertainty (<10%) if continuous DO data are available from two strategically positioned vertical profiles. This is because HV in the Chesapeake Bay is strongly constrained by the geometry of the embayment. A simple Geometric HV calculation method is presented and numerical model results are used to illustrate that for calculating HVC, the results using two daily-averaged profiles are typically more accurate than those of the standard method that interpolates bimonthly cruise data. Bimonthly data produce less accurate estimates of HVC because high-frequency changes in oxygen concentration, for example, due to regional-weather- or storm-induced changes in wind direction and magnitude, are not resolved. The advantages of supplementing cruise-based sampling with continuous vertical profiles to estimate HVC should be applicable to other systems where hypoxic water is constrained to a specific area by bathymetry.

Plain Language Summary The Chesapeake Bay supports a diverse range of recreational and commercial fisheries. However, every summer the amount of oxygen dissolved in the bay’s bottom water decreases to levels lethal for fish and shellfish, termed a “dead zone.” To make informed management decisions and understand the health of the ecosystem, it is important to understand the variability in the dissolved oxygen and the amount of water with low dissolved oxygen. In this study, we used both observations collected from boats and three-dimensional computer models to demonstrate that the region of low dissolved oxygen is strongly constrained by the geometry of the Chesapeake Bay. Because of this geometric constraint, the amount of low dissolved oxygen water can be accurately calculated if continually monitored with only two vertical profiles. In contrast, the current method uses numerous locations sampled only twice per month. This study demonstrated that continuous vertical profiles at as few as two locations provide a better estimate of the volume of hypoxia in any given year. This means that the amount of hypoxic water can be estimated in real time using an ocean observing system that efficiently supplements the current monitoring program, because only a few continuous monitoring locations are needed.

1. Introduction

Hypoxia occurs when oxygen drawdown exceeds supply, leading to low levels of dissolved oxygen (DO). Hypoxia (DO<2 mg/L) occurs throughout the world (Diaz & Rosenberg, 2008; Gilbert et al., 2010) and specifically has been found on continental margins (Helly & Levin, 2004; Rabalais et al., 2007), estuaries and embayments (Officer et al., 1984; Parker-Stetter & Horne, 2009), fjords (Nordberg et al., 2001), and lacustrine settings (Hawley et al., 2006). The prevalence of systems that undergo hypoxic conditions has been increasing, particularly in coastal systems (Gilbert et al., 2010), which may in part be due to warming temperatures (Anderson et al., 2017; Breitburg et al., 2018; Du et al., 2018; Irby et al., 2018).

While the determination of whether a certain location experiences hypoxic conditions is relatively easy using modern instrumentation, quantifying the total volume of water experiencing hypoxic conditions is much more difficult. Accurately estimating the total amount of hypoxic volume (HV) integrated over the full year
Even the Chesapeake Bay, a drowned river valley estuary, has a sill near the mouth with hypoxia shown to be most prevalent in the deeper thalweg (Hagy et al., 2004; Officer et al., 1984). This tendency for low DO water to regularly occur in specific locations within the system facilitates quantitative estimates of the amount of water undergoing hypoxic conditions.

Vertical oxygen profiles are routinely used to estimate both the area and volume of hypoxic water in systems ranging from lakes and embayments (Bever et al., 2013; Buzzelli et al., 2002; Murphy et al., 2011; Nurnberg, 2004) to continental shelves (Grantham et al., 2004; Rabalais et al., 2002). Previous studies in some of these systems have used vertical profile data together with information about basin geometry to estimate the amount of hypoxia. For example, Buzzelli et al. (2002) estimated the spatial extent of hypoxia in the Neuse River Estuary using only vertical profiles of DO in the main channel of the estuary. Nurnberg (1995) estimated the duration and aerial extent of hypoxia in lakes by determining the depth of the 1 mg/L oxycline from vertical profiles and then estimating the area of hypoxic water based on the geometry of lakes. In the Chesapeake Bay, hypoxic water volume is typically estimated by interpolating many vertical oxygen profiles onto a three-dimensional (3-D) grid of the bay, and then summing the volume of grid cells with low levels of DO (i.e., Bever et al., 2013; Murphy et al., 2011). The vertical profiles are generally collected using cruise-based sampling strategies that lead to nonsynoptic sampling. In fact, Bever et al. (2013) showed that the uncertainty in the HV calculated from the coarse temporal resolution of cruise-based sampling can be as large as the uncertainty associated with interpolating vertical profiles throughout an embayment.

This paper uses a simple HV calculation method, similar to that used by Nurnberg (1995), to demonstrate that hypoxic water in the Chesapeake Bay is strongly constrained by the embayment geometry and bathymetry and that HV can be estimated relatively accurately using only two vertical profile locations. The use of as few as two vertical profile locations acts to greatly reduce the uncertainty due to temporal lags in cruise-based sampling strategies and facilitates cost-effective continuous HV monitoring, relative to continuously monitoring many stations. In addition, 3-D model output is used to demonstrate that the availability of continuous data removes errors associated with high-frequency events that tend to be under resolved by bimonthly cruise data. As a result, using two continuously sampled profiles provides better estimates of cumulative hypoxic volume than interpolating bimonthly cruise data.

## 2. Methods

This section details the study focus location along with the observations and numerical model used in the analyses. Three different methods are described for estimating hypoxic volume: (1) the 3-D HV was calculated by summing the volume of all hypoxic model grid cells, (2) the “Geometric HV” (GHV) was calculated based solely on the geometry of the embayment and a few vertical profiles, and (3) the “Interpolated HV” (IHV) was calculated based on the traditional method for estimating the HV by spatially interpolating vertical profiles (see Table 1 for a list of acronyms). The 3-D HV can only be used with numerical model output that provides continuous spatial and temporal estimates of DO throughout the bay; however, the other two methods, GHV and IHV, were used with both numerical model output and boat-based observations. The statistics and

<table>
<thead>
<tr>
<th>Acronym</th>
<th>Complete name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>3-D HV</td>
<td>Three-dimensional hypoxic volume</td>
<td>Hypoxic volume calculated by summing the volume of model grid cells</td>
</tr>
<tr>
<td>CBP</td>
<td>Chesapeake Bay Program</td>
<td>The Chesapeake Bay Program Partnership</td>
</tr>
<tr>
<td>DO</td>
<td>Dissolved oxygen</td>
<td>Concentration of dissolved oxygen in the water in mg/L</td>
</tr>
<tr>
<td>GHV</td>
<td>Geometric hypoxic volume</td>
<td>Hypoxic volume calculated using the Geometric method</td>
</tr>
<tr>
<td>HV</td>
<td>Hypoxic volume</td>
<td>Volume of water less than 2 mg/L</td>
</tr>
<tr>
<td>HV_C</td>
<td>Cumulative hypoxic volume</td>
<td>Total amount of hypoxia in a given year in km³ days</td>
</tr>
<tr>
<td>IHV</td>
<td>Interpolated hypoxic volume</td>
<td>Hypoxic volume calculated using the inverse-distance volumetric interpolator</td>
</tr>
</tbody>
</table>

(i.e., the cumulative hypoxic volume \([\text{HV}_C]\)) is even more challenging (Bever et al., 2013), yet is particularly critical for managers who need to determine whether management efforts, such as those aimed at reducing anthropogenic nutrient inputs, are resulting in an interannual trend of decreasing hypoxia (Anderson et al., 2017; Brady et al., 2018; Del Giudice et al., 2018; Irby et al., 2018; Scavia et al., 2017; Testa et al., 2017).

Hypoxia occurring in embayments, lakes, or fjords lends itself more easily to the calculation of the severity of hypoxic conditions in terms of HV than do continental shelf or open ocean systems because the hypoxic water is more constrained by bathymetry and the geographic extent of the system. For example, many fjords typically have a sill at the mouth that constrains the low DO water within the fjord (Nordberg et al., 2001). Lakes generally show hypoxia first occurring in the deepest portion of the lake and spreading from there (Hawley et al., 2006; Nurnberg, 1995, 2004), with the maximum volume of hypoxic water dictated by the size of the lake.
methods used to evaluate these methods and to compute the cumulative hypoxic volumes computed for full years are also presented below.

2.1. Chesapeake Bay and Data Used

The Chesapeake Bay is a large tidal estuary that undergoes seasonally varying stratification and hypoxia (Officer et al., 1984). Numerous rivers supply freshwater and nutrients to the Chesapeake Bay, with the largest being the Susquehanna River, which discharges into the far northern portion of the bay. The bathymetry of the Chesapeake Bay is characterized by a relatively deep (>12 m) main channel, broad expanses of relatively shallow areas on the channel flanks, and a sill near the mouth of the bay that limits the exchange of estuarine and oceanic water (Figure 1). Phytoplankton supply organic matter to the deep main stem, which is isolated from oxygenated surface water by stratification, and from oxygenated oceanic water by the sill (Officer et al., 1984). Decay of the organic matter in the near-bottom water of the main stem results in the drawdown of DO and hypoxic conditions. The geometry of Chesapeake Bay and the method by which hypoxia is created generally constrains the hypoxia to the deeper main stem portion of the Bay (i.e., Officer et al., 1984). This study focuses on main stem hypoxia because it is the largest continuous expanse of hypoxia in the bay and occurs continuously for many months every year. Although hypoxia also occurs in the tributaries and shallows fringing the Bay (i.e., Breitburg, 1990) and affects water quality and biota in these areas (Muller et al., 2016), the tributaries and fringing shallows were not considered in this study because the hypoxia in these areas represents a relatively small water volume or occurs on diel time scales.

Figure 1. Bathymetry of Chesapeake Bay with major tributaries labeled. Circles represent the considered CBP station locations and triangles highlight the eight stations used in the detailed calculations of the GHV using the CBP data, progressing from north to south: CB4.2C, CB4.3C, CB4.4, CB5.1, CB5.2, CB5.3, CB5.4, and CB5.5 (Table 2). Squares show CB3.1 and CB6.2. The aspect ratio of the bay is stretched in the east-west direction to better show the bathymetry and station locations, with the scale bar indicating 15 km in the east-west and north-south directions.
Virginia and Maryland state agencies and partners have collected vertical profiles of DO in the Chesapeake Bay since 1984 and made the data available through the Chesapeake Bay Program’s (CBP) online data server (Chesapeake Bay Program, 2014), as part of the long-term Water Quality Monitoring Program. Roughly 30 to 60 stations in the main stem portion of the bay are sampled bimonthly in the warmer months (May to September) and monthly throughout the remainder of the year, with vertical profiles collected at about 1-m vertical resolution using two ships, with each ship from a different institution. The large number of stations provides excellent spatial coverage of the Chesapeake Bay, but leads to lag times of up to 2 weeks between the collection of data at the first and last stations. These data have been used previously by numerous scientists and agencies to estimate the extent of hypoxia in the Chesapeake Bay (i.e., Bever et al., 2013; Evans & Scavia, 2011; Hagy et al., 2004; Murphy et al., 2011). This study considered 39 CBP stations from the main stem of the Chesapeake Bay in the HV calculations (Figure 1).

2.2. Numerical Modeling and 3-D HV
Numerous 3-D numerical model implementations have been developed to study DO dynamics and hypoxia in the Chesapeake Bay (i.e., Cerco & Noel, 2013; Da et al., 2018; Feng et al., 2015; Irby et al., 2018; Li et al., 2015; Scully, 2013; Testa et al., 2017; Xia & Jiang, 2016) and have recently been compared and found to have similar skill in reproducing the mean and seasonal variability of DO (Irby et al., 2016). Here we used the implementation from Scully (2013), which is based on an implementation of the Regional Ocean Modeling System (ROMS) developed specifically for the Chesapeake Bay (ChesROMS; Xu et al., 2012). The ChesROMS grid has 20 sigma layers in the vertical, and orthogonal curvilinear horizontal coordinates with highest resolution (430 m) in the northern bay and lowest resolution at the open boundary in the Mid-Atlantic Bight. The stretched terrain-following vertical coordinates result in vertical resolutions of about 0.7 m near the bed, 1.7 m midwater, and 0.3 m in the surface layer in the main stem of the bay (at CBP station CB4.2C, which is 19.1 m deep in the model grid).

Following Scully (2013), DO was modeled over a 21-year period from 1985 to 2005 using a simplistic one-equation DO module abbreviated here as SRM (Simple Respiration rate Model). DO was treated as a passive tracer in the 3-D hydrodynamic model with a spatially and temporally constant oxygen consumption rate of $1.7 \times 10^{-4}$ mmol O$_2$·m$^{-3}$·s$^{-1}$. DO was added to the surface layer using a wind speed dependent piston velocity and the difference between the DO in the surface layer and the DO at saturation. DO of river inflow and the ocean boundary were set to saturation. DO was also not allowed to go negative, effectively setting a zero respiration rate in locations with anoxic conditions. As part of a multiple model comparison supported by the NOAA-IOOS Coastal and Ocean Modeling Testbed (Luettich et al., 2013, 2017), SRM has been shown to generate oxygen concentrations with similar accuracy to those generated from mechanistic coupled hydrodynamic-biogeochemical models (Irby et al., 2016). The SRM model (Bever et al., 2013) also accurately captures the timing of onset and breakup of hypoxia within the temporal resolution of the current bimonthly regional monitoring. However, the simplicity of the SRM limits the ability of the model to predict changes in the onset of hypoxia resulting from the impact of warming temperatures on phytoplankton and zooplankton that has recently been identified in the bay (see Irby et al., 2018).

A benefit of using numerical models is that HV estimates are available at all times and locations, and the model can be subsampled and processed in a similar manner to field-collected data to quantify errors that may be associated with such subsampling. For example, when using vertical profiles extracted from model results, there are no temporal lags between DO profiles at different locations, which eliminates uncertainty due to nonsynoptic sampling and allows for a direct evaluation of HV calculation methods based on vertical profiles. The “true” HV was calculated by integrating model output over the full 3-D DO field and is thus termed the “3-D HV.” Specifically, the 3-D HV was calculated by summing the volume of each model grid cell that had a daily-averaged DO <2 mg/L.

2.3. Geometric Hypoxic Volume (GHV)
Here we introduce a simple Geometric method to estimate HV. The method is similar to that used by Nurnberg (1995); in that, it is based on using the geometry of lakes and the thickness of the layer of hypoxic water, but we focus on a tidal embayment and on the volume of hypoxic water instead of the aerial extent of hypoxia. The overarching assumption of the method is that the hypoxic water initially
forms in the deepest portion of an embayment and progressively fills the embayment from the bottom up with a roughly horizontal upper surface as the amount of hypoxic water increases. If this assumption is reasonably valid, the HV can be estimated simply by knowing the volume of the embayment as a function of the height above the maximum depth and the thickness of the hypoxic water. In this study, the volume of the Chesapeake Bay versus the height above the maximum main stem depth was calculated using an approximately 400-m digital elevation model of the bay (Figure 2). (The spatial extent considered was limited to only the portion of the main stem where annual near-bottom hypoxia occurs, from about CB3.1 to CB6.2; as such, Figure 2 is not representative of the entire Chesapeake Bay.) A similar volume versus thickness curve was also generated for the numerical model grid. The steps used in the GHV method are the following:

1. Determine the volume of the bay as a function of the height above the maximum depth within the region that experiences hypoxia (i.e., Figure 2).
2. Use DO vertical profiles to determine the thickness of the less than 2 mg/L DO water relative to the maximum depth in the region of the bay that experiences hypoxia, which corresponds to the total thickness of the hypoxic water.
3. Use the curve developed in step 1 (Figure 2) and the thickness of the 2 mg/L water to estimate the volume of the embayment below the 2-mg/L surface for each vertical profile.
4. If using cruise-based vertical profiles, interpolate the time series of GHV at each station onto consistent dates and times, since the vertical profiles at each station are collected at different dates and times.
5. Average the volumes generated from each individual vertical profile to attain a single HV estimate for the bay.

In addition to the main assumption that the hypoxia occurs near the seabed and progressively extends toward the surface, the GHV method also assumes that the hypoxic water is predominantly found in the deeper portions of the embayment and not on channel-shoal margins or shallower flats regions. The method is still applicable even if there is some degree of tilt or undulation to the surface of the hypoxic water, especially if multiple vertical profiles are used. Previous studies have assumed flat DO surfaces in the across-channel direction (Buzzelli et al., 2002; Hagy et al., 2004). The results presented in this paper support this assumption and demonstrate that assuming generally flat DO surfaces in the along- and across-channel directions can be valid even in complex tidal estuarine systems such as the Chesapeake Bay. Because the GHV method occasionally generates unrealistically high HV estimates in response to extreme tilts in the DO surface, a threshold HV of 20 km³ was specified, above which the method was assumed to have produced an incorrect estimate, and the HV estimate was not included in the averaging (step 5 above). The GHV was computed both from in situ vertical profile data and numerical model results. The in situ vertical profile data resulted in GHV time series with one to two GHV estimates each month. Hourly modeled output at the 39 CBP stations (Figure 1) was used to calculate daily-averaged DO vertical profiles that were used in the GHV method described above. This resulted in a daily estimate of GHV computed from the model results. A seven-day trailing mean also was applied to the daily GHV estimates from the model to smooth high-frequency variability that occurred when using only a few vertical profiles. A trailing mean was used because it would be applicable for use in estimating hypoxic volume in real time.

2.4. Interpolated Hypoxic Volume (IHV)

For comparison with the 3-D HV and GHV estimates described above, traditional IHVs were calculated by spatially interpolating vertical profiles of DO to the entire bay. For this study, IHV was calculated both in the same manner as those in Bever et al. (2013) using their recommended 13 CBP stations and the CBP volumetric inverse distance-squared interpolator program (U.S. Environmental Protection Agency, 2003) and using the same interpolator but only two stations. The default interpolation options within the program were generally used. Specifically, the DO profiles were interpolated onto a 1-km² grid with 0.5-m vertical resolution within...
the main stem of the Chesapeake Bay for the years 1985 through 2013. The interpolation used an inverse
distance-squared weighting of up to the nearest four surrounding vertical profiles and a maximum interpo-
lation distance away from a vertical profile of 50 km. Unlike the GHV method, the IHV method does not require
the use of the trailing mean to reduce high-frequency variability when using continuous modeled output.

2.5. Evaluating Hypoxic Volume Estimates
Target diagram statistics, the total root-mean-square difference (RMSD), and the coefficient of determination
\((r^2)\) were used to compare different estimates of the HV. A detailed description of target diagrams is given in
Jolliff et al. (2009) and Hofmann et al. (2011). In short, target diagram statistics have the benefit of indicating
the skill of one estimate at recreating another both graphically and quantitatively. When graphically
displaying the model skill, target diagrams show the total RMSD as the distance from the origin, with the bias
between the estimated and reference values on the \(y\) axis, and the unbiased RMSD (ubRMSD) on the \(x\) axis.
The ubRMSD is multiplied by the sign of the difference between the standard deviations of the estimated and
reference values to indicate if the estimated variability is lower (negative \(x\) axis) or higher (positive \(x\) axis) than
the variability in the reference values. In this study, all target diagram statistics were normalized by the
standard deviation of the reference values \((\text{RMSD}_n)\) to aid in the comparison of different data sets. After this
normalization, any point falling inside the circle of radius one \((\text{RMSD}_n < 1)\) performed better than simply esti-
mating the mean of the reference values. The comparison statistics were only calculated at times when the
HV was nonzero.

The GHV was calculated individually using observations from 39 CBP stations. The time series of GHV at each
station was then interpolated onto the date and time of the assumed IHV for each sampling cruise to com-
pare the GHV with the IHV based on the CBP cruise data. This temporal interpolation was necessary because
the nonsynoptic cruise-based sampling resulted in the observed vertical profiles, and thus the GHV, at differ-
ent stations being at all at different dates and times. However, when calculating the IHV, each cruise was
assumed to occur at a single date and time. Any stations whose GHV estimates were not as skillful as simply
assuming that the long-term average HV \((\text{RMSD}_n > 1)\) were excluded from further analysis. This screening-
level assessment was used as an objective method of reducing the number of considered stations in the
detailed analyses of HV. This method of reducing the number of considered stations does not suggest that
these stations are the only ones necessary to understand all aspects of main stem hypoxia in the bay. The
stations that were relatively skillful at individually estimating the HV via the GHV method were analyzed both
as single stations and as groups ranging from combinations of two stations to a combination of all the sta-
tions that remained in the analysis. The stations within each grouping with the lowest RMSD between the
GHV and the reference HV (either IHV or 3-D HV), were then selected as station groups for detailed analysis.

2.6. Quantifying the Annual Severity of Hypoxia
The cumulative HV \((\text{HVC})\) is a metric that integrates the HV over a full calendar year \((\text{km}^3 \text{ days})\) and is an effec-
tive metric that quantifies the overall severity of hypoxia in a given year, and thus can be conveniently used to
examine interannual changes in the threat of hypoxia to living organisms in a given system (Bever et al.,
2013). Here \(\text{HVC}\) was calculated as the sum of the instantaneous HV times the length of time between each
HV estimate:

\[
\text{HVC} = \sum_{i=1}^{n} \text{HVi} \times \text{dti}
\]

where the \(\text{HVC}\) is the cumulative hypoxic volume in a given year, \(n\) is the number of hypoxic volumes calcu-
lated in the year, \(\text{HVi}\) is each calculated hypoxic volume, and \(\text{dti}\) is the length of time between successive HVs.
Cumulative hypoxic volume was calculated using the HVs from the three methods detailed above (GHV, IHV,
3-D HV). To quantify the errors in the \(\text{HVC}\) estimates resulting from the use of bimonthly cruise data, Monte
Carlo analyses were performed on the modeled HV time series. Specifically, the HV on random days in the first
half and the second half of each month were subsampled from a daily HV time series and then used to com-
pute the \(\text{HVC}\). The Monte Carlo analyses included 100,000 iterations, resulting in 100,000 HV time series and
100,000 estimates of \(\text{HVC}\). The “cruise dates” in the Monte Carlo analyses were not adjusted to account for
timing constraints that would occur in a real field sampling program. That is, cruise dates were allowed to
be on consecutive days. This was done to avoid possibly biasing the Monte Carlo results based on subjective logic of when cruises can occur and to maintain random sampling dates.

3. Results

3.1. Comparison of Methods for Calculating HV Time Series Using Bimonthly CBP Cruise Data

The GHV and IHV methods were compared by first applying both techniques to the vertical DO profiles available from the bimonthly CBP cruise data. The GHV method was applied individually to all 39 CBP stations shown in Figure 1; eight of these produced GHV estimates that matched the standard IHV better than simply assuming the long-term average (Figure 1 and Table 2). The GHV resulting from grouping stations CB5.1 and CB5.4 produced the lowest RMSDN when compared to the IHV, relative to any other combination of two stations (Figure 3). The GHV calculated from these two stations reproduced the IHV similarly to the GHV with eight stations ($r^2 = 0.85$ and $r^2 = 0.91$, respectively), even though the IHV was estimated using 13 stations (Table 2). Given the large amount of uncertainty inherent in IHV estimates, upwards of 5 km$^3$ based on Bever et al. (2013, Figure 7), and that the difference between the GHV computed using two stations and

Table 2

Statistics Detailing How Well the GHV Reproduced the IHV Using Bimonthly Vertical Profiles From the CBP Cruise Observations

<table>
<thead>
<tr>
<th>Number of stations</th>
<th>Total RMSD (km$^3$)</th>
<th>$r^2$</th>
<th>Stations used</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2.19</td>
<td>0.73</td>
<td>CB5.2</td>
</tr>
<tr>
<td>2</td>
<td>1.68</td>
<td>0.85</td>
<td>CB5.1 CB5.4</td>
</tr>
<tr>
<td>3</td>
<td>1.40</td>
<td>0.91</td>
<td>CB4.2C CB5.2 CB5.4</td>
</tr>
<tr>
<td>4</td>
<td>1.24</td>
<td>0.90</td>
<td>CB4.2C CB5.1 CB5.2 CB5.4</td>
</tr>
<tr>
<td>5</td>
<td>1.29</td>
<td>0.91</td>
<td>CB4.2C CB5.1 CB5.2 CB5.3 CB5.4</td>
</tr>
<tr>
<td>6</td>
<td>1.25</td>
<td>0.91</td>
<td>CB4.2C CB4.3C CB5.1 CB5.2 CB5.3 CB5.4</td>
</tr>
<tr>
<td>7</td>
<td>1.30</td>
<td>0.92</td>
<td>CB4.2C CB4.3C CB5.1 CB5.2 CB5.3 CB5.4 CB5.5</td>
</tr>
<tr>
<td>8</td>
<td>1.30</td>
<td>0.91</td>
<td>CB4.2C CB4.3C CB4.4 CB5.1 CB5.2 CB5.3 CB5.4 CB5.5</td>
</tr>
</tbody>
</table>

Figure 3. Target diagram showing how the GHV using each set of two stations compared to the IHV. Both the Geometric and Interpolated HVs were calculated using CBP cruise data. The set with the lowest RMSDN is marked with an X (CB5.1, CB5.4).
the IHV computed using 13 stations is typically less than 5 km$^3$ (Figure 4), these results suggest that these two methods generally produce comparable estimates of HV when bimonthly cruise data are used as inputs. Little, if any, improvement in RMSD or $r^2$ occurred when more than four stations were used in the analysis. This lack of consistent improvement in the statistics partially results from the GHV estimates from each station being at a different date/time. Because the GHV method treats each profile as occurring at the exact date/time the data were collected, while the IHV method assumes that all the profiles occurred at exactly the same date/time, the GHV using cruise-based data cannot be expected to ever exactly match the IHV. In addition, the surface of the 2-mg/L DO surface is never completely flat, and as a result, each vertical profile will result in a somewhat different GHV estimate. Averaging a few GHV estimates produces an accurate estimate of the IHV, but simply including more stations does not result in the GHV estimate exactly converging to the IHV estimate. Therefore, the statistics do not consistently improve as more stations are added.

3.2. Comparison of Methods for Calculating HV Time Series Using Numerical Model Output

To further assess the suitability of using the GHV method for computing hypoxic volume time series, the same analysis described above was also performed on output from the numerical model, but this time using daily-averaged vertical profiles rather than instantaneous bimonthly profiles (Table 3 and Figure 5). In this idealized case, the “true” estimate of HV is defined as the 3-D HV, which, as described above, was calculated by summing the volume of each grid cell with oxygen concentrations <2 mg/L. Results indicate that the GHV computed from vertical profiles extracted from the numerical model output at seven stations (specifically
CB4.1C, CB4.2C, CB4.3C, CB4.4, CB5.1, CB5.1W, and CB5.2) estimated the 3-D HV better than simply assuming the mean of the 3-D HV ($RMSD_N < 1$). The grouping of stations CB5.2 and CB4.2C had the lowest $RMSD_N$ between the GHV and the 3-D HV of any of the combinations of two stations. Again, including combinations of more than two stations did not appreciably improve the comparison of the GHV to the 3-D HV (Table 3), and in some cases led to higher bias (Figure 5). The GHV time series closely reproduced the true 3-D HV time series both on interannual (Figure 6a) and seasonal time scales (Figure 6b).

The numerical model output was also used to compare the results of the IHV and the 3-D HV. When using continuous model output at the 13 stations in the main stem of the bay, the IHV had higher $r^2$ (0.98; Table 3) when compared to the 3-D HV than any of the GHV calculations (highest $r^2 = 0.89$; Table 3). Interestingly, the IHV also worked very well when using only two stations in the interpolator. In fact, the inverse distance-squared IHV time series using only two stations reproduced the 3-D HV time series ($r^2 = 0.91$; Table 3) nearly as well as the IHV time series using 13 stations ($r^2 = 0.98$) and performed very similarly to the GHV method using two stations ($r^2 = 0.89$). The IHV time series closely reproduced the 3-D HV time series, both on interannual time scales (Figure 7a) and seasonal time scales (Figure 7b), regardless of whether two or 13 stations were used (Figures 7b and 7c).

Overall, these results indicate that when continuous information is available, the GHV method using two station locations (Table 3 and Figure 6) is nearly as accurate at reproducing the 3-D HV as the IHV method using two stations (Table 3 and Figure 7). Furthermore, when using the IHV method, using information extracted at only two stations from the model results is comparable in accuracy to using the optimal 13 stations (Bever et al., 2013).

### 3.3. Comparison of Methods for Calculating Interannual Variability of HV\textsubscript{C} Using Numerical Model Output

When assessing whether hypoxia is improving from year to year, cumulative hypoxic volume (HV\textsubscript{C}) is often used as an annual metric (Bever et al., 2013; Irby et al., 2018; Li et al., 2015); here HV\textsubscript{C} was computed in three...
different ways from the numerical model output (1985 through 2005), and in each case is compared to that
derived from the 3-D HV also derived from the model output (Figures 8 and 9 and Table 4). The 3-D HV
estimate of HVC varied by roughly a factor of 3, with the best year being 1999 (477 km$^3$ days) and the worst
year being 1989 (1378 km$^3$ days; Figure 8). When the GHV method was applied to model output extracted
continuously at two to four stations, the GHV results reproduced the 3-D HV quite closely (Figures 8 and
9a), with an RMSD of only 69 to 102 km$^3$ days (6.7% to 9.8%; Table 4). In general, the results using the GHV
method with four stations produced HVC estimates that were only slightly lower than those obtained using
two or three stations.

Vertical pro
files of observed DO have historically been available in the Chesapeake Bay at most bimonthly
(rather than continuously, as assumed in Figure 9a). To quantify and isolate the impact of the cruise sampling
dates on the HVC estimates, HVC was also computed by applying the GHV method to bimonthly vertical
profiles of DO. This analysis assumed that data were available everywhere throughout the bay but only at the times of the CBP cruises (Table 4 and
Figure 9b, light blue circles). Comparing these results to those of the 3-D
HV revealed that using the bimonthly CBP sampling rather than
continuous data resulted in errors ranging from an underestimate of
128 km$^3$ days (in 1996) to an overestimate of 236 km$^3$ days (in 2001). In
contrast, during other years, such as in 1989, the specific cruise timing
resulted in very low HVC errors. To obtain a more representative estimate
of the potential errors due to the cruise sampling dates, a Monte Carlo ana-
lysis was performed on the sampling dates (see section 2.6). In this case the
range of HVC errors ranged from −281 to 333 km$^3$ days. Interestingly, this
Monte Carlo analysis (Figure 9b, dark blue circles) produced an RMS per-
cent error that was slightly lower than when the actual dates of the CBP
cruises (Figure 9b, cyan circles) were used (i.e., 7.0 versus 9.2%,
respectively; Table 4).

Figure 7. The 3-D HV and IHV estimated from continuous vertical DO profiles extracted from the numerical model results.
The IHV estimates were based on using sets of (a and b) two stations and (c) 13 stations. The shading on (a) marks the
duration shown in (b) and (c).

Figure 8. Cumulative HV time series calculated from the GHV method using continuous data from two, three, and four stations, compared to that computed from the 3-D HV.
To assess the errors in HVC associated with the current standard practice of using bimonthly cruise data and the CBP’s Interpolator program to estimate HVC, annual estimates were also computed applying the IHV method to bimonthly model output extracted at the 13 CBP stations (rather than assuming data are available bimonthly at 13 stations; this represents the standard method currently used for the Chesapeake Bay. In (b) and (c), light blue circles represent results for the actual times of the CBP cruises; dark blue circles represent Monte Carlo analysis of sampling dates (see section 2.6), and blue lines represent the least squares best fit through the dark blue circles; gray lines represent 95% confidence intervals. In each plot, the 1:1 relationship is shown as a solid black line.

To assess the errors in HVC associated with the current standard practice of using bimonthly cruise data and the CBP’s Interpolator program to estimate HVC, annual estimates were also computed applying the IHV method to bimonthly model output extracted at the 13 CBP stations (rather than assuming data are available everywhere throughout the bay as in Figure 9b). This comparison (Figure 9c) reveals that the HVC uncertainty associated with the current bimonthly methodology applied to 13 stations has an RMS percent error of roughly 13%, whether or not the Monte Carlo sampling analysis is applied (Table 4). The range of errors associated with the Monte Carlo HVC estimates based on the standard bimonthly interpolator methodology is \([-426\) to \(+326\) km\(^3\) days\). The range of estimates using the actual CBP sampling dates is somewhat smaller (\([-233\) to \(+153\) km\(^3\) days\), but still considerably larger than that obtained with the GHV method (\([-28\) to \(+184\) km\(^3\) days\).

4. Discussion

4.1. Comparison of HV Resulting From the Geometric HV and the Interpolated HV Methods

Estimates of HV computed from the CBP cruise data calculated using the simple Geometric method were within the uncertainty in the Interpolated HV estimates, indicating that the GHV estimates are similar in accuracy to the HV estimates based on the CBP’s standard methodology using the inverse distance-weighted interpolator. The accuracy of the Geometric method using only two to three CBP stations highlights that the location and area of hypoxic water is being constrained by the geometry and bathymetry of the Chesapeake Bay. Nonsynoptic sampling of the CBP vertical profiles likely leads to temporal uncertainty in the IHVs.

Table 4

<table>
<thead>
<tr>
<th>HV method</th>
<th>Number of stations</th>
<th>Figure number</th>
<th>Temporal frequency</th>
<th>Minimum difference (km(^3) days)</th>
<th>Maximum difference (km(^3) days)</th>
<th>RMS difference (km(^3) days)</th>
<th>RMS %difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>GHV 2</td>
<td>Figures 8 and 9a</td>
<td>Continuous</td>
<td>–28</td>
<td>184</td>
<td>102</td>
<td>9.9%</td>
<td></td>
</tr>
<tr>
<td>GHV 3</td>
<td>Figures 8 and 9a</td>
<td>Continuous</td>
<td>–91</td>
<td>213</td>
<td>104</td>
<td>9.8%</td>
<td></td>
</tr>
<tr>
<td>GHV 4</td>
<td>Figures 8 and 9a</td>
<td>Continuous</td>
<td>–106</td>
<td>176</td>
<td>69</td>
<td>6.7%</td>
<td></td>
</tr>
<tr>
<td>GHV Data everywhere</td>
<td>Figure 9b</td>
<td>Bimonthly CBP dates</td>
<td>–128</td>
<td>236</td>
<td>79</td>
<td>9.2%</td>
<td></td>
</tr>
<tr>
<td>GHV Data everywhere</td>
<td>Figure 9b</td>
<td>Bimonthly Monte Carlo dates</td>
<td>–281</td>
<td>333</td>
<td>65</td>
<td>7.0%</td>
<td></td>
</tr>
<tr>
<td>IHV 13</td>
<td>Figure 9c</td>
<td>Bimonthly CBP dates</td>
<td>–233</td>
<td>153</td>
<td>120</td>
<td>13.2%</td>
<td></td>
</tr>
<tr>
<td>IHV 13</td>
<td>Figure 9c</td>
<td>Bimonthly Monte Carlo dates</td>
<td>–426</td>
<td>326</td>
<td>118</td>
<td>13.0%</td>
<td></td>
</tr>
</tbody>
</table>
estimated using cruise-based station sets (Bever et al., 2013) that is as large as the spatial uncertainty associated with the simplistic Geometric method. Further analysis using synoptic samples or stationary continuous monitoring systems would be necessary to better understand the uncertainty in the HV calculated using the CBP cruise data, regardless of the HV calculation method.

The analysis using the numerical model results strengthened the hypothesis that the geometry of the Chesapeake Bay strongly constrains the location of hypoxia and that the HV can be estimated relatively accurately using only a few vertical profiles. Using the numerical model results removed any uncertainty due to temporal differences in sampling from the estimated HVs. That is, the model results allowed for a direct examination of using only a few stations to estimate the HV while including only spatial uncertainties resulting from sparse vertical profiles. This analysis demonstrated that when the temporal uncertainty due to nonsynoptic sampling was removed, the Geometric method performed nearly as well as the interpolation method at recreating the 3-D HV, that is, at recreating the true modeled HV (Figure 5 and Table 3). The analysis also established that the interpolation method using only two stations was not drastically worse at reproducing the 3-D HV than the interpolation method using 13 stations. The relative accuracy of the interpolation method using only two stations relative to 13 stations further demonstrated that the HV in the Chesapeake Bay can be relatively accurately estimated using only a few vertical profiles.

### 4.2. Advantages and Disadvantages of Using Two Stations to Estimate Hypoxic Volume

The determination of the area or volume of hypoxia in many systems is currently quantified using data from cruise-based sampling (DiMarco et al., 2010; Murphy et al., 2011) that may contain significant time lags between vertical profiles that add uncertainty to the calculations (Bever et al., 2013). However, the demonstration that the location of hypoxia in the Chesapeake Bay is constrained by embayment geometry results in the applicability of using only a few vertical profiles to relatively accurately estimate the HV. This use of relatively few vertical profiles helps alleviate the problem of increasing uncertainty in estimating HV resulting from nonsynoptic sampling. Even when using cruise-based measurements, the transit time from the first to the last station location is reduced when only sampling a limited number of stations compared to sampling many stations (Bever et al., 2013). The fact that the hypoxic water is constrained by the embayment geometry in the Chesapeake Bay also facilitates continuous real-time monitoring of the HV in the embayment, because relatively few automated vertical profilers in strategic locations would be needed. This conclusion is similar to that noted in DiMarco et al. (2010), who state that geographic controls on the location of hypoxia “… may have important implications for coastal management strategies by identifying physically controlled hot spots in the central and western Louisiana shelf where monitoring efforts can be most efficiently targeted.”

Only sampling a few locations and extrapolating to bay-wide estimates does result in potential disadvantages. There are inevitably environmental conditions in a field setting that will cause the estimate of HV using very few stations to fail and predict either unrealistically high HV or too low HV. For example, it has been shown that in the Chesapeake Bay strong winds may force a sloping 2-mg/L DO surface in the direction of the shoals (i.e., Sanford et al., 1990; Scully, 2010), which may at times invalidate the assumption of a relatively flat surface. Another problem could arise if the monitoring stations are outside the region experiencing hypoxia, leading to the estimation of zero HV even when hypoxia is present. This could affect the accurate observation of the timing of onset and breakup of hypoxia. The use of only a few stations also provides much less data on the lateral and longitudinal extent of hypoxia in the embayment, and the overall extent would then also need to be estimated based on the geometry of the embayment. Also, the Geometric conceptual model of DO and the findings on the utility of using two locations to estimate the extent of hypoxia in the Chesapeake Bay are likely not applicable to other variables routinely measured during the long-term Water Quality Monitoring Program, such as nutrient concentrations and chlorophyll a.

In a field setting, as the number of vertical profiles is reduced, tides and meteorologically driven undulation of the surface of the 2 mg/L water will lead to increased violations of the underlying assumptions of using only a few vertical profilers and have a larger influence on the HV calculations. However, calculating daily-averaged HV, as was done in this study when using the model results, reduces the influence of tides on the estimated HV. With multiple automated vertical profiles used in the calculations, a tidal analysis may be another option for potentially reducing the uncertainty in the HV caused by tidal influences on the surface of the hypoxic water.
4.3. Applicability to Real-Time Hypoxic Volume Monitoring

While it has been well documented that hypoxia in lakes generally fills the lake from the deepest depth toward the surface (i.e., Hawley et al., 2006; Nurnberg, 1995), this study demonstrated that even in a relatively complex tidal and estuarine system the location of hypoxic water was constrained by the bathymetry and the geometry of the embayment. Automated observing systems could be installed in a few strategic locations that minimize effects on ship traffic and navigation and yet provide substantial continuous information on the vertical structure of DO. Vertical DO profiles at regular time intervals could then be converted to daily estimates of HV by either interpolating throughout the embayment or by a geometric approach. The analysis presented in this paper suggests that when computing HV from two vertical profiles, the inverse distance-weighted IHV method has a similar skill to that of the GHV method ($r^2 = 0.91$ and $r^2 = 0.89$, respectively; Table 3); however, the GHV method may be preferable in some instances because it is far simpler to implement.

A further benefit of using automated continuous vertical profilers that sample on a regular time interval is that the frequent DO vertical profiles would allow for the validation of model predictions that HV varies widely on a time scale that is much shorter than boat-based sampling is traditionally collected. Data on the short time scale (hourly to daily) DO and estimated HV would provide a very valuable model calibration and validation tool that could improve numerical model predictions of both instantaneous DO concentration and of HV. Improved understanding of the temporal dynamics of both DO and HV and reduced model uncertainties would translate directly into better informed management decision making and greater confidence in scientific studies.

4.4. Reducing Uncertainties in Annual Metric of Hypoxia Severity

Although HV time series over the course of a single year are invaluable for quantifying the hypoxia at any one time and investigating seasonal variations in hypoxia, further analysis is necessary to investigate interannual variability in hypoxia and/or rank individual years in terms of the severity of hypoxia. Cumulative HV, average summer HV, and maximum annual HV have been used as different metrics to quantify the severity of hypoxia for a given year in the Chesapeake Bay (Bever et al., 2013; Hagy et al., 2004; Kemp et al., 2005; Scavia et al., 2006). Here we focus on the cumulative HV, as this metric has the advantage of incorporating the impact of hypoxic volume in late spring, which is becoming more common with warming bay temperatures (Irby et al., 2018), yet is neglected using the average summer (average HV from 1 June to 30 September) and maximum annual hypoxic volume metrics. The cumulative HV will also capture the breakup of hypoxia in the fall, a time period when the response to nutrient reductions may be able to be observed (Testa et al., 2018; Zhou et al., 2014).

In this study we demonstrated that using information from two continuous vertical profiles in the Chesapeake Bay reproduced cumulative HV more reliably than using bimonthly cruise data from many stations distributed throughout the Bay (Figure 9 and Table 4). This is because high frequency variability in the bay hydrodynamics, such as rapid stratification and destratification, substantially impacts hypoxic volume (Li et al., 2015; Scully, 2010, 2013, and references therein) and is often missed when using bimonthly snapshots of the bay’s oxygen field. The results shown here demonstrate that errors in cumulative HV induced by bimonthly rather than continuous sampling are larger than the errors in cumulative HV induced by sampling at two stations rather than at many stations. This is because the temporal variability of oxygen concentrations in the bay (on time scales of several days) is greater than the spatial (horizontal) variability of oxygen concentrations on the bay (on spatial scales of tens of kilometers, that is, the distance between CBP stations). Because the results shown here demonstrate that cumulative HV was more successfully captured using continuous data from only a few stations as compared to using bimonthly data from 13 stations, we posit that using a few automated vertical profilers would supplement the current long-term Water Quality Monitoring Program data and allow for an improved estimate of the interannual change in the severity of hypoxia. However, even with optimal locations, continuous monitoring in the main stem would provide little information on environmental conditions in the tributaries. Continuous monitoring of DO would also not provide any information on many other critically important environmental variables that are observed during the long-term Water Quality Monitoring Program and used by agencies and researchers (i.e., Harding et al., 2016; Patrick & Weller, 2015). Because of this, continuous monitoring could supplement but not replace the current long-term Water Quality Monitoring sampling plan.
Future work is required to determine the optimal locations for continuous monitoring and to develop formal methods for combining information from cruise-based station data and continuous vertical profile data. The large set of main stem Water Quality Monitoring Program stations was objectively subset for detailed analyses by comparing the GHV to the IHV (cruise data) and the GHV to the 3-D HV (model results). However, the retained subset of stations and the combinations of two to eight stations may not be optimal when considering all aspects of hypoxia. This study minimized the $RMSD_N$ to objectively reduce the number of considered stations and to determine the station sets; however, the bias could have been minimized instead. Figure 3 highlights how choices on which combination of stations to use impact the HV and the $HV_C$. There is some north-south bias (Figure 3) where stations located farther north tend to have positive bias (larger average GHV than IHV) and stations located farther south have negative bias. Minimizing the bias instead of the $RMSD_N$ would have resulted in different, but possibly equally appropriate, station sets. Station sets with minimized bias would have likely better matched the $HV_C$. However, minimizing the bias could result in HV time series that are very different but have identical means, whereas our choice of minimizing the $RMSD_N$ accounts for differences in both the average value and the variability between two HV time series. Continuous monitoring locations should be decided after considering many aspects of hypoxia and the bay, such as capturing the onset and breakdown of hypoxia that may change due climate change or nutrient reductions (Irby et al., 2018; Testa et al., 2018; Zhou et al., 2014), accurately estimating daily and yearly metrics of the severity of hypoxia, integrating continuous monitoring with the Water Quality Monitoring Program data, and accounting for constraints on sampling locations resulting from navigational concerns. The precise choice of the best locations for deploying a few continuous sampled profiles would also benefit by comparing output from multiple numerical models, including biogeochemical formulations more complex than that contained in SRM (Irby et al., 2016).

### 4.5. Applicability to Other Systems

The relatively similar characteristic geometry of many embayments worldwide of a deeper area behind a sill (i.e., Lee & Lwiza, 2008; Nordberg et al., 2001) means that hypoxic water in other systems may also be constrained by embayment geometry and bathymetry. Even though the hydrodynamics of estuarine systems can be locally variable on tidal time scales, this study demonstrated that the spatial distribution of DO in the deeper portion of an estuary was not variable enough to invalidate the use of a few continuous profiles for estimating HV. The sensitivity of the calculated HV to local tidal time scale variations in the DO was especially reduced when considering daily-averaged hypoxic volume. As such, fjord type systems with a sill near the mouth, such as Hood Canal in Puget Sound (Newton et al., 2011), Kiljo Fjord in Sweden (Nordberg et al., 2001), and Long Island Sound in New York (Lee & Lwiza, 2008), may also have the location of hypoxia strongly constrained by the geometry of the embayment and be candidates for the quantification of hypoxia using only a few vertical profile locations. Systems in which monitoring programs are being developed or modified especially should consider the use of a few continuous monitoring locations. However, factors not routinely present in the Chesapeake Bay could affect the use of only a few stations for characterizing HV in these systems. One such factor is midwater oxygen minima, such as those observed in Hood Canal (Parker-Stetter & Horne, 2009), where a low DO layer in the middle of the water column is separated from the hypoxic bottom water by a layer of relatively high DO water.

### 5. Conclusions

Through analyses using both cruise-based dissolved oxygen profiles and 3-D numerical model results, we demonstrated that the location of hypoxic water can be strongly constrained by embayment bathymetry and geometry even in a relatively complex tidal and estuarine system. This conclusion should not be limited to the focus location of this study, but rather should be applicable to many systems worldwide. This tendency for low-oxygen water to regularly occur in the deepest location within the system, and progressively fill the embayment from the bottom up, facilitates an estimate of hypoxic volume based on the use of only a few vertical oxygen profiles. The Geometric HV method introduced here is based on this tendency and provides a useful supplement to cruise-based spatial interpolation procedures, given that it provides similar accuracy and is quite easy to calculate. As few as two continuously sampled vertical profiles could provide hypoxic volume estimates in real time via an automated observing system.
In anthropogenically impacted systems such as the Chesapeake Bay, a goal of monitoring hypoxia is to determine whether multiyear management efforts to improve water quality are having a quantifiable effect. On these longer time scales, cumulative hypoxic volume, that is, the integrated volume of hypoxic water over a full year, can be used for assessment. In this study, we demonstrated that the interannual variability of this metric in the Chesapeake Bay can be determined more reliably from continuous data at two locations than from bimonthly sampling at many stations distributed throughout the bay. This is because bimonthly sampling misses critical high-frequency events that stratify or mix the water column and have large effects on the DO distribution throughout the bay. Further work is currently underway to (1) determine optimal locations for vertical profiles based on the location of hypoxia and observational constraints such as shipping traffic and (2) develop methodologies for combining information from cruise-based station data and continuous vertical profile data to generate optimal estimates of hypoxic volume.
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