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We describe the patterns of creation and splitting of planar closed orbits of electrons in hydrogen atoms in crossed electric and magnetic fields. According to closed-orbit theory, each closed orbit produces a sinusoidal oscillation in the absorption spectrum as a function of energy, and it produces a peak in the recurrence spectrum. As the energy changes, new closed orbits are created via bifurcations, so new peaks appear in the recurrence spectrum. Therefore, the patterns of bifurcations and the organization of closed orbits are of fundamental interest for understanding the spectrum. These have been studied experimentally and theoretically for Rydberg atoms in a magnetic field [1,2] or in an electric field [4,3] separately as well as in parallel electric and magnetic fields [5,6].

In [7], Gao organized the closed orbits of a pure electric field system by their winding ratio. In this integrable system, all orbits form tori, and periodic orbits correspond to tori with rational winding numbers. Each such rational torus is filled by a family of periodic orbits with fixed action variables and varying relative phases. In the pure electric field, each orbit that is closed at the nucleus is one of these periodic orbits. Therefore, Gao showed that we can understand the closed orbits by understanding the rational tori. As the energy increases, a rational torus, together with its associated closed orbit, bifurcates out of the “downhill” orbit, evolves to an uphill orientation, and then disappears by merging with the “uphill” orbit.

The crossed-field system is completely different. Part of the phase space is filled with chaotic orbits. However, at low energies, regular orbits dominate, so we can gain insight by first focusing our attention on these. Furthermore, the measurements done by Raithel et al. [8] proved that planar closed orbits make significant contributions to the recurrence. Therefore, we restrict our attention to orbits which lie in the plane perpendicular to the magnetic field.

We find that because this system has lower symmetry than the parallel-fields system, in general closed orbits do not correspond to periodic orbits. Therefore, little of the well-developed theory of bifurcations of periodic orbits can be applied. We get new patterns of creation and splitting of closed orbits. Some of these patterns are sufficiently similar to the patterns seen in bifurcations of periodic orbits that we can use the same names. We will refer to a “tangent bifurcation” and a “pitchfork bifurcation.” However, it must be remembered that we are dealing here with a different phenomenon.

In this paper, we first present an “observed” sequence of bifurcations of closed orbits (observed by numerical experiment). Then we define a half-Poincaré map that we use to interpret observations. We create a simple model Hamiltonian to model the half-map and illustrate the sequence of bifurcations of closed orbits. Subsequently, we show that bifurcations of the closed orbits in the crossed-field system fall into the same sequence as that in the model Hamiltonian. Finally, we present a way to organize the planar closed orbits (where “planar” means the $xy$ plane) into families and assign each family a family name and each member of a family a given name.

“Closed” always means closed at the nucleus; typically the electron leaves the atom in one direction and returns from another, and the orbit is not periodic. However, as we will see below, some orbits are both closed and periodic.

II. THE OBSERVED SEQUENCE OF BIFURCATIONS OF THE CLOSED ORBITS

We have observed two typical sequences of bifurcations of closed orbits. One is shown in Fig. 1. In a region of phase space where there is no closed orbit, as the energy is decreased, abruptly a closed orbit appears. We name this one $C_{0,3}^+$; the names will be explained as we develop the theory. This closed orbit immediately splits into two closed orbits ($C_{2,3}^+, C_{2,3}^-)$. We call this creation of a new closed orbit and the splitting of this orbit into two closed orbits a tangent bifurcation. As the energy decreases further, each of these closed orbits changes its shape, and, in particular, $C_{2,3}^+$ evolves until at some energy it becomes both closed at the nucleus and periodic. We then call it $P_{2,3}^+$. Then two other periodic orbits ($P_{2,3}^-, P_{2,3}^+)$ split out of $P_{2,3}^+$, while $P_{2,3}^-$ re-
turns to being closed but nonperiodic. We again call the closed orbit \( C_{2,3}^0 \). We call the splitting of one periodic orbit into two periodic orbits and one closed orbit a pitchfork bifurcation. Therefore, we observe that the closed orbits appear in a group of four in an orderly sequence. We call this the “normal sequence” of bifurcations of closed orbits.

A different sequence is shown in Fig. 2. A closed orbit \( C_{3,5} \) exists at very low energies. As energy increases, it evolves into one periodic orbit \( P_{3,5}^+ \) first, then becomes a nonperiodic orbit \( C_{3,5} \), and two periodic orbits \((P_{3,5}^+, P_{3,5}^-)\) are created. Here, we observe that the closed orbits appear in a group of three in an orderly sequence. We call this the “truncated sequence” of bifurcations of closed orbits.

Why are such numerical observations interesting? First, from the perspective of atomic spectroscopy, it would be good to understand the orbits and their bifurcations. For example, Braithwaite and Walther [8] measured the recurrence spectrum of Rb atoms in crossed fields, and at one particular scaled energy they observed a peak associated with the orbit

FIG. 1. An example of the normal sequence of bifurcations of closed orbits. A single closed orbit \( C_{2,3}^0 \) is created which splits into two, \( C_{2,3}^1 \) and \( C_{2,3}^2 \) (tangent bifurcation). One of them becomes periodic, and then splits off two periodic orbits, becoming again closed but nonperiodic (pitchfork bifurcation). The orbits are shown in \((u,v)\) space and in \((x,y)\) space. The +x axis and the ±u axis are “uphill” in the electric potential. The Lorentz force pushes the electron in a counterclockwise sense in either representation.

FIG. 2. An example of the truncated sequence of bifurcations. The orbit \( C_{3,5} \) exists at low energies, and as the energy is raised, it undergoes a pitchfork bifurcation. Here we show half of the periodic orbits \( P_{3,5}^\pm \).
we call $C_{3,5}$. More generally, they found that recurrences are strongest near bifurcations, and indeed, for atoms in crossed fields, many recurrences are strong enough to be visible only near bifurcations.

Second, from the perspective of bifurcation theory, these observations beg for an explanation. (i) Within the one-parameter theory of bifurcations of periodic orbits, pitchfork bifurcations are nongeneric [9]. That might lead one to expect that pitchfork bifurcations of closed orbits are also nongeneric. However, we will argue in Appendix A that in integrable systems, pitchfork bifurcations of closed orbits are in fact generic. (ii) More fundamentally, bifurcation theory is usually formulated as a local theory [10]. The theorems describe what happens typically in a sufficiently small region of phase space and parameter space. What we would expect typically is tangent bifurcations. When we report that what we normally see is a tangent bifurcation followed by a pitchfork bifurcation, this observation falls outside of the local formulation of bifurcation theory: the phrase “soon followed by” means “after a finite step” in energy, not within a sufficiently small neighborhood. We need an explanation of why such generic-nongeneric bifurcations are often seen as a couple.

The purpose of this paper is to understand these sequences of creation and splitting of closed orbits. We first give more detail about the crossed-field system, then we create a simple model. This simple model has sequences of bifurcations of closed orbits that are analogous to the “normal sequence” and the “truncated sequence” of bifurcations in the crossed-field system. Most important, the model involves only general assumptions; this leads us to believe that such sequences of bifurcations of closed orbits will be commonly found in many physical systems.

III. THE REDUCED HAMILTONIAN AND TWO FUNDAMENTAL PERIODIC ORBITS

This section is devoted to the transformations of the reduced Hamiltonian, including rescaling and regularizing. We also discuss the role of two fundamental periodic orbits in organizing the planar orbits.

A. The Hamiltonian

1. Reduction and regularization

We ignore the motion of the proton [11], and we consider the motion of an electron in combined Coulomb fields plus magnetic field pointing in the $+z$ direction plus electric field pointing in the $+x$ direction, so the $+x$ direction is “uphill.” The reduced two-dimensional (2D) Hamiltonian is

$$H = \frac{1}{2}(\dot{x}^2 + \dot{y}^2) - \frac{1}{\rho} + F \dot{x} + \frac{B^2}{2}\dot{z} + \frac{B^2}{8}(\dot{x}^2 + \dot{y}^2)$$

(1)

with $\rho = \sqrt{\dot{x}^2 + \dot{y}^2}$. We scale the coordinates and the parameters according to

$$f = FB^{-4/3}, \quad \epsilon = EB^{-2/3}, \quad r = \rho B^{2/3}, \quad P = \rho B^{-1/3},$$

transform to semiparabolic coordinates,

$$x = \frac{1}{2}(U^2 - V^2), \quad P_x = \frac{UP_x - VP_y}{U^2 + V^2}, \quad (2)$$

$$y = UV, \quad P_y = \frac{UP_y + VP_x}{U^2 + V^2}, \quad (3)$$

and make one more rescaling of the variables,

$$U = u/\sqrt{\omega}, \quad P_U = p_u/\sqrt{\omega},$$

$$V = v/\sqrt{\omega}, \quad P_V = p_v/\sqrt{\omega},$$

$$\omega = \sqrt{-2\epsilon}$$

(4)

(5)

(6)

to put the Hamiltonian in the form:

$$\frac{2}{\omega} = \frac{1}{2}(p_u^2 + p_v^2) - \frac{1}{2}(u^2 + v^2) + \frac{f}{2\omega^3}(u^4 - v^4) + \frac{1}{4\omega^2}(up_v - v p_u)(u^2 + v^2) + \frac{1}{32\omega^4}(u^2 + v^2)^3.$$ 

(7)

The coordinate transformation (2), (3), (4), and (5) maps the whole $xy$ plane to the half $(u,v)$ plane. The $\pm u$ axis corresponds to the $+x$ axis (“uphill”), and the $\pm v$ axis corresponds to the $-x$ axis (“downhill”). Therefore, we only need to consider the trajectories launched with $\dot{u} > 0$. Alternatively, we may consider those launched with $\dot{v} > 0$.

The original system (1) has three parameters: $F$, $B$, and the value of $H(p,q) = E$; reduction to Eq. (7) shows that only two parameters are significant, $(\epsilon,f)$ or $(\omega,f)$. In this work, we will vary one parameter $(E)$.

2. The symmetry properties of the regularized two-dimensional Hamiltonian

The differential equations generated by the original Hamiltonian (1) are invariant under the symmetry operation, $T\sigma_y$, the combination of “time reversal” $T$ with reflection in $y$:

$$\sigma_y : (y \rightarrow -y, P_y \rightarrow -P_y),$$

$$T : (P \rightarrow -P, t \rightarrow -t),$$

$$T\sigma_y : (x,y,P_x,P_y,t) \rightarrow (x,-y,-P_x,P_y,-t).$$

The regularized equations generated by Eq. (7) are invariant under inversion and two time-reversal reflections:

$$\sigma_u \sigma_v : (u,v,p_u,p_v,t) \rightarrow (-u,-v,-p_u,-p_v,t),$$

$$T \sigma_u : (u,v,p_u,p_v,t) \rightarrow (-u,v,p_u,-p_v,-t),$$

$$T \sigma_v : (u,v,p_u,p_v,t) \rightarrow (-u,-v,-p_u,p_v,-t).$$

Therefore, any orbit in $(u,v,p_u,p_v)$ space that does not have any symmetry must have three siblings that result from these three symmetry operations. Two orbits in $(u,v,p_u,p_v)$ space that are related by the inversion operation $\sigma_u \sigma_v$ are identical in $(x,y,P_x,P_y)$ space.
The origin in coordinate space \((u=0,v=0)\) directly corresponds to the \(p_u\) or \(p_v\) axis on the SOS, so orbits that are closed at the nucleus are orbits that begin and end on the momentum axis \(p_u\) or \(p_v\) on the SOS. We may focus our attention on the behavior of the loops on the left-hand side of each SOS—the loops surrounding \(S_+\) on the \(u=0\) SOS or the loops surrounding \(S_-\) on the \(v=0\) SOS.

### IV. POINCARÉ HALF-MAP

The conventional full Poincaré map is commonly used to study bifurcations of the closed periodic orbits [7,10]. On the SOS generated by the full Poincaré map, periodic orbits show up as fixed points, so they can be easily located. However, since most of the closed orbits in the crossed field system are nonperiodic, the full Poincaré map is not so helpful. In this section, we define a Poincaré half-map, which is more useful.

#### A. Full Poincaré map

Choosing the surface \(q_j=0\) (i.e., either \(u=0\) or else \(v = 0\)), we define a map of the corresponding Poincaré plane \((q_{j0},p_{j0}) \rightarrow (q_{j1},p_{j1})\) by starting the trajectories on the surface \(q_j=0\) with \(q_i>0\), integrating the \((q_j(t),q_j(t),p_j(t),p_j(t))\) equations, and stopping whenever the orbit passes through \(q_j=0\) with \(q_i>0\) again, then recording \((q_j,p_j)\). This is called the Poincaré full map \(M_p\). We denote the pair of variables \((q_j,p_j)\) as

\[
z=(q_j,p_j)
\]

and the mapping is abbreviated as

\[
z_{k+1}=M_p(z_k;\epsilon,f).
\]

The iterations of the Poincaré full map give us the conventional Poincaré SOS. Each fixed point on the SOS corresponds to a periodic orbit of the differential equations.

The surface selected above has a drawback; the trajectories do not always pass through the surface but may be tangent to it. This results in discontinuities of the map [14]. In this system, we did not find a simple Poincaré map that is entirely free of discontinuities. However, we find that the map defined in Eq. (9) is continuous in substantial regions, so we can use it to discover orderly bifurcation patterns of closed orbits.

#### B. Poincaré half-map

The symmetries of the system allow us to define a kind of “half-map.” If we begin trajectories at \(q_j=0\) with \(q_i>0\) and stop immediately when they return to \(q_j=0\) with \(q_i<0\), we call this map \(M_+(z;\epsilon,f)\). Similarly, if we start with \(q_i<0\) and stop at \(q_j=0\) with \(q_i>0\), we call this map \(M_-(z;\epsilon,f)\). Clearly, the full Poincaré map is then

\[
M_p(z;\epsilon,f)=M_+(M_-(z;\epsilon,f)).
\]

It is not hard to show that because of the symmetries of this system, the maps \(M_+\) and \(M_-\) are related by...
Dynamical system

Half-map

Periodic orbits → Periodic orbits
Closed orbits → Closed orbits

FIG. 4. Every periodic orbit of the dynamical system (defined by the differential equations) that goes through the surface of section \((u=0)\) or alternatively \((v=0)\) is a periodic orbit of some iterate of the half-map. The converse is not necessarily true. Every orbit of the dynamical system that is closed at the origin \((u=0,v=0)\) is also a closed orbit of some iterate of the half-map. The converse is also true.

\[ M_-(z;ε, f) = -M_+(z;ε, f). \]  \( \tag{10} \)

Therefore,

\[ M_\rho(z;ε, f) M_+(z;ε, f) = M_+(M_+(z;ε, f)), \]  \( \tag{11} \)

that is to say, \( M_+(z;ε, f) \) as the Poincaré half-map.

C. Periodic orbits of the Poincaré half-map and the winding ratio of the periodic orbits

1. The correspondence between periodic or closed orbits of the Poincaré half-map and periodic or closed orbits of the dynamical system

The Poincaré half-map is defined as \(-M_+(z;ε, f)\). Starting from any point, we may iterate the map \(-M_+\) as many times as we wish,

\[ z_{k+1}' = -M_+(z_k';ε, f). \]  \( \tag{12} \)

We define a periodic orbit of the half map as the set of points \((z_0, z_1', z_2', \ldots, z_m')\) generated according to Eq. (12) such that the \(m\)th iteration returns to the initial point \(z_m' = z_0\). We define a closed orbit of the half-map as an orbit such that \(q_m' = q_0 = 0\). (Here, as usual, “closed” means closed at the nucleus.)

Every periodic orbit of the dynamical system that goes through the surface of section is also a periodic orbit of some iterate of the half-map. Every closed orbit of the dynamical system is a closed orbit of the half-map, and vice versa (see Fig. 4).

2. The winding ratios of the periodic orbits of the Poincaré half-map

We focus on the loops around \(S_\pm\) on the \(u=0\) surface to study the closed orbits. In the regular region, \(S_\pm\) is surrounded by smooth curves, and each curve corresponds to a regular torus in phase space.

To show how the trajectories wind around the central periodic orbit, we apply the half-map to a horizontal line to get Fig. 5. We have the following observations:

(i) Points on the SOS wind around the periodic orbit \(S_+\), and we may say that they wind in a clockwise sense.

(ii) The winding rate decreases as we go farther from the central periodic orbit \(S_+\). (If we travel outward from \(S_+\) on a curve, our path bends to the left.)

(iii) Since the orbits are regular, we can relate the winding rate \(\bar{\alpha}(ε, f;v_0, p_{v_0})\) to the fundamental periods of the tori, which we choose to call \(T_{u,v}(ε, f;v_0, p_{v_0})\) \[15\]. The winding ratio of the points is related to fundamental periods by

\[ \frac{T_u(ε, f;v_0, p_{v_0})}{T_v(ε, f;v_0, p_{v_0})} = \frac{\bar{\alpha}(ε, f;v_0, p_{v_0}) - \pi}{\pi}. \]  \( \tag{13} \)

In the numerator, we subtract \(\pi\) because the half-map incorporates a reflection \((v \rightarrow -v, p_v \rightarrow -p_v)\), which we regard as an advance of \(\pi\) upon each return. In the denominator, we divide by \(\pi\) instead of \(2\pi\) because each return to \(u=0\) corresponds to a half-cycle of the \(u\) motion.

(iv) Besides the central periodic orbit, \(S_+\), there are other periodic orbits corresponding to tori with a rational period ratio. These occur when \([\alpha(ε, f;v_0, p_{v_0}) - \pi]/\pi\) is a rational fraction \(m/l\). We name the torus and its periodic orbits by this rational fraction \(m/l\). The periodic orbits of the map show up as intersection points of the spirals on the SOS (see Fig. 5).

(v) As energy decreases, the winding rate \(\bar{\alpha}(ε, f;v_0, p_{v_0})\) around the center \(S_+\) increases, and each rational torus moves outward from \(S_+\).
V. A MODEL OF THE HALF-MAP

In this section, we present a model Hamiltonian that generates a ‘‘twist map.’’ This twist map is a simple model of the half-map, and we use this twist map to illustrate the sequence of bifurcations of closed orbits. We will show in the next section that the bifurcations of closed orbits in the crossed-field system fall into the same sequence as the bifurcations in the model. Hence the model Hamiltonian provides an interpretation of our calculations on the crossed-field system.

A. A model Hamiltonian

We consider a model in which a particle moves periodically on a single coordinate \( q(t) \), with an associated canonical momentum \( p(t) \), so phase space is the two-dimensional plane \((q,p)\). We want a model having the following four properties: (i) the flow in phase space is steady and area-preserving, so it is governed by a time-independent Hamiltonian; (ii) the center \((q=0,p=0)\) is a fixed point, and there are no other fixed points; (iii) points nearby move in a closed curve around the center with average angular velocity \( \omega_0 \); (iv) more distant points move around with a lower average angular velocity. At a later point we will add a fifth property: one of the closed curves defines an outer boundary to the flow.

A Hamiltonian generating such a flow is

\[
H = (-\frac{\omega_0}{a})e^{-at},
\]

where \( I = (p^2 + q^2)/4\pi \) is the classical action. We may use \( I \) and \( \theta = \arctan(q/p) \) as canonical variables, and then

\[
\dot{I} = 0, \quad \dot{\theta} = \omega_0 e^{-at}, \quad \theta(t) = \theta_0 + \omega_0 t e^{-at}.
\]

This is a continuous version of a ‘‘twist map’’—the flow has the properties listed above. Obviously all the orbits are periodic, and any orbit that goes through some point \( q_0 \) returns repeatedly to that point (see Fig. 6).

In this model, we use the words ‘‘closed orbit’’ to refer to a ‘‘closed orbit at \( q_0 \) with closure time \( T \)’’: this is an orbit that starts at some location \( q_0 \) that is not at the center, and later, at \( t = T \), returns to that same point. Let us now fix \( T \) and regard \( \omega_0 \) as a variable parameter. We will speak of ‘‘bifurcations of closed orbits.’’ By this we mean that for some fixed \( q_0 \) and some fixed \( T \), as we vary the parameter \( \omega_0 \), there may be a creation or a splitting of a ‘‘closed orbit at \( q_0 \) with closure time \( T \).’’ For example, if \( T \) is fixed much less than \( 2\pi/\omega_0 \), then there is no closed orbit moving around the center having such a short period. However, for that fixed \( T \), we can increase \( \omega_0 \) until it exceeds \( 2\pi/T \), and then such a closed orbit will appear.

This looks like a completely trivial problem. In fact, however, such closed orbits appear in groups of four in an orderly sequence (a tangent bifurcation followed by a pitchfork bifurcation). After we display this behavior, we will show that planar closed orbits in the crossed-field system appear in the same way. Indeed, since the model is based on quite general assumptions, we expect that this behavior will be commonly found in physical systems.

B. Normal sequence of bifurcations of closed orbits of the model Hamiltonian

We consider the set of initial conditions \((q=q_0,p=\text{anything})\). This corresponds to a vertical line in the \((q,p)\) plane, which we call \( \Gamma(0) \). Suppose we allow the points on that line to evolve under Hamiltonian’s equations (15) and (16) until \( t = T \). The line evolves into a curve that we call \( \Gamma(\omega_0 T) \). If the evolved curve \( \Gamma(\omega_0 T) \) intersects the
original line $\Gamma(0)$, then the intersection point is the final point of a “closed orbit with closure time $T$.”

If we fix $T$ and vary $\omega_0$, then the evolved curve changes in some way; it may develop new or additional intersections with the original line. These are the above-mentioned “bifurcations of closed orbits of closure time $T$.”

We need to know how the curve changes when $\omega_0$ changes at fixed $T$. To understand this, we only have to look at Eq. (16) and note that $\omega_0$ and $t$ appear together as a product. Thus to learn how the curve changes with $\omega_0$ at fixed $t$, we only have to ask, how does it evolve with $t$ at fixed $\omega_0$? This is shown in Fig. 7 for $\omega_0=0.5, a=-0.2, q_0=1$.

Every point moves clockwise on a circle, with points farther from the origin moving more slowly. Points at $p=\pm \infty$ do not move at all. Therefore, for small $t$, points on the lower half of the line sweep to the left, and points on the upper half of the line sweep to the right. It follows that there is just one intersection of the final curve with the initial line, and it lies in the lower-half-plane (LHP). At small $T$, there is always one orbit that moves slightly to the right of $q_0=1$ and then returns. We call it $C_0$. The zero in the subscript means that this orbit does not pass through the center $q=0$.

As $t$ increases (see Fig. 7), the curve $\Gamma(\omega_0 t)$ evolves until eventually the “nose” of the curve is tangent to the vertical line. A new closed orbit has appeared that we name $C_0^1$; this orbit moves to the left and then returns, passing back and forth through the center $q=0$ once.

As $t$ continues to increase, the “nose” passes through the vertical line. The one closed orbit has split into two. One moves up and one moves down the vertical line, and we call the resulting orbits $C_1^+$ and $C_1^-$. This sequence of events is a kind of a tangent bifurcation.

As $t$ continues to increase, the final point of $C_1^+$ moves downward. To understand what happens next, consider the point $(q=q_0, p=0)$. This is the point on the initial line that is closest to the origin, so this point moves around the origin with the highest angular frequency,

$$\omega_1 = \omega_0 \exp(-a q_0^2/4\pi).$$

When $t=2\pi/\omega_1$, that point has returned to itself, and we have a periodic orbit. We see that as $t$ increases to this value, the final point of $C_1^+$ moves down so that it coincides with this periodic orbit, and the formerly closed orbit $C_1^+$ evolves into a periodic orbit. We may now call it $P_1$. The subscript means that this periodic orbit has gone around the center $(q=0)$ once.

At this point, the evolved curve $\Gamma(2\pi \omega_0/\omega_1)$ must be tangent to the original line $q_0=1$ at $p=0$. As $t$ continues to increase, the part in the LHP moves to the left and the part in the upper-half-plane (UHP) moves to the right. It follows that the point of intersection with $\Gamma(0)$ moves down, and two new intersection points appear, one in the UHP and one in the LHP. The original intersection point is the continuation of $C_1^+$; it is still closed but not periodic, and we again call it $C_1$. The two new intersection points are periodic orbits; they both lie on the same circle and the same straight line, i.e., they are reflections of each other through the $p=0$ axis. The creation of these two orbits may be called a “pitchfork” bifurcation. In this one-dimensional model, $P^+$ and $P^-$ differ only in their phase: $P^+$ leaves $q=q_0$ with $q>0$, while $P^-$ leaves with $q<0$.

Reiterating the sequence of events, a closed orbit $C_1^0$ appears that splits into two, $C_1^-$ and $C_1^+$; $C_1^-$ persists as a closed orbit. $C_1^+$ becomes periodic (and we call it $P_1$), then splits off two periodic orbits $P_1^+$ and $P_1^-$, after which it is again closed but not periodic ($C_1^+$). Four closed orbits survive, two of which are periodic ($P_1^+, P_1^-$) and two of which are not ($C_1^-, C_1^+$). A picture is given in Fig. 8.

C. The bifurcation sequences of longer trajectories

If we iterate the vertical line for a longer time, the curve $\Gamma(\omega_0 t)$ curls around the center a second time. Another sequence of bifurcations occurs and creates closed orbits: $C_2^+$. 

FIG. 7. Evolution of the vertical line at different times $t$ with $\omega_0=0.5, a=-0.2$. We label the curves by the time.

FIG. 8. The normal sequence of bifurcations: a tangent bifurcation is followed by a pitchfork bifurcation. In the truncated sequence, the tangent bifurcation is not present.

As $t$ increases, the final point of $C_1^+$ moves down so that it coincides with this periodic orbit, and the formerly closed orbit $C_1^+$ evolves into a periodic orbit. We may now call it $P_1$. The subscript means that this periodic orbit has gone around the center $(q=0)$ once.
D. Truncated sequence of bifurcations of closed orbits of the model Hamiltonian

To understand the observed “truncated sequence” of bifurcations of closed orbits, we add one more element to our model: an outer boundary. Suppose the allowed region of phase space is bounded by a circle (see the dashed circle in Fig. 9), and the radius of this circle is too small to include the orbit $C^+_1$. Then the bifurcation sequence starts from an existing closed orbit $C^+_1$.

As energy increases, $C^+_1$ first evolves into a periodic orbit, then splits into two periodic orbits and a closed orbit by the pitchfork bifurcation already discussed. The result is that three closed orbits are created in an orderly sequence of events: $C^+_1$, $P^+_1$, and $P^-_1$. The closed orbit $C^-_1$ is missing. We may call this event of a pitchfork bifurcation without a nearby tangent bifurcation the “truncated sequence of bifurcations of closed orbits in the model system.”

E. Bifurcation sequence of closed orbits at fixed $t$ and varying $\omega_0$

We have discussed above the bifurcation sequences of the closed orbits at fixed $\omega_0$ and varying $t$. Since $t$ and $\omega_0$ are interchangeable in Eq. (16), fixing $t$ and varying $\omega_0$ is equivalent to fixing $\omega_0$ and varying $t$. Therefore, the bifurcation sequences we discussed above also happen as we fix $t$ and vary $\omega_0$. The pitchfork bifurcation for the closed orbits that pass the origin back and forth $n$ times happens when $\omega_0 > 2\pi n/T$ and $\omega_n = \omega_0 e^{-\alpha_0/4T} = 2\pi n/T$, where $\omega_n$ is the winding rate of the point $(q = q_0, p = 0)$.

F. Local bifurcations versus regional sequences of bifurcations

As discussed earlier, mathematical bifurcation theory is focused on “local” properties of bifurcations [10]. The theorems describe what happens within an arbitrarily small neighborhood of a point in phase space in an arbitrarily small region of parameter space. From this perspective, the above-described tangent bifurcation and pitchfork bifurcation are independent events that have no relationship to each other. Also, from the mathematical perspective, the pitchfork bifurcation is considered exceptional (“nongeneric”).

A physicist’s perspective is different. For logical reasons we observe a tangent bifurcation and a pitchfork bifurcation close to each other, but not within an arbitrarily small neighborhood. Accordingly, to distinguish this behavior from the local properties of each bifurcation, we will call the pair of bifurcations a “regional” sequence. Implicit in this discussion is the view that in systems of interest in physics, this connected pair of bifurcations will commonly be found.

On a larger scale in parameter space, one regional bifurcation sequence may be connected with another; we call these “large-scale connections.” If one were ever to work out the whole family of closed orbits and their bifurcations in all of phase space and/or all of parameter space, we would have a “global” picture.

In the crossed-field system, we will examine several regional sequences of bifurcations, and a few large-scale connections.

VI. LOCAL BIFURCATIONS AND REGIONAL SEQUENCES OF BIFURCATIONS IN THE CROSSED-FIELD SYSTEM

Now we return to the crossed-field system, and we show that what we learned about the model also applies to our real system. From the above, we see that both the “normal” and “truncated” bifurcation sequences have periodic orbits involved. This means that the bifurcation sequence includes the passage of a rational torus through the line of initial conditions. Therefore, in this section, we first examine the evolution of rational tori; then we discuss the bifurcations of the closed orbits. In this section, we focus on local bifurcations and regional sequences of bifurcations.

A. Creation and evolution of rational tori

In this system, we cannot get the whole picture by looking at just one Poincaré section. We must examine $u = 0$ and $v = 0$ sections in overlapping ranges of energy. (The problem is that the pitchfork bifurcations often occur when the closed orbit has a point of tangency with a SOS.)

In Fig. 10, we show the evolution of the rational torus $2/3$ on both $(u, p_u)$ and $(v, p_v)$ surfaces. On the $(v, p_v)$ plane, the winding ratio decreases with increasing distance from the center $S_+^-$, and as energy decreases, the winding ratio around

FIG. 9. Same as Fig. 7, with an outer boundary added. The dashed line is the forced boundary and the particle is only allowed to move in the inner region, so $C^+_1$ and $C^-_1$ do not exist in the bounded phase space.

$\rightarrow (C^-_2, C^+_2)$, $C^+_2 \rightarrow P_2 \rightarrow (P^>_2, C^-_2, P^-_2)$. These orbits pass back and forth the center twice ($P_2$ executes two full circles around the center).
creases, the winding ratio around the center $S_u$. As energy goes below $E_m$, periodic closed members merge to one periodic closed member. When energy further decreases, the rational torus moves away from the $p_u$ axis and toward $S_\pm$; it has then disappeared from the $(v,p_u)$ plane. Finally, this rational torus is annihilated at $S_\pm$. We use the names of the rational tori ($m/n$) to name the associated closed orbits such as $C_{2,3}^+_1$; the family name $(2,3)$ is related to the winding ratio of the periodic members of the family.

B. The sequence of the bifurcation patterns of closed orbits

The evolution of the rational torus shows that the bifurcations of the periodic closed orbits $m/n$ happen at $E_{m,n}^+$ and $E_{m,n}^-$. In this section, we show that both of the bifurcation sequences illustrated by the model Hamiltonian happen in the crossed-field system: we have observed some normal sequences by iterating the $p_v$ axis in the $(v,p_u)$ plane near $E_{m,n}^+$ and we have observed some truncated sequences by iterating the $p_u$ axis in the $(u,p_v)$ plane near $E_{m,n}^-$.

1. “Normal” bifurcation sequences

The $(2,3)$ bifurcation is observed in the sixth iterate of the half-map in the $(p_v,v)$ plane. The starting points lie on the $p_v$ axis. Figure 5 shows that $E_{2,3}^+ \approx -95$ cm$^{-1}$. We iterate the $p_v$ axis on the $u=0$ surface over the energy range $-50$ cm$^{-1}$ to $-105$ cm$^{-1}$ to observe the $(2,3)$ “normal” bifurcation sequence.

The result is shown in Fig. 11. When energy is below 60.5 cm$^{-1}$, the sixth iteration does not touch the momentum axis. At the energy $E=60.5$ cm$^{-1}$, it is tangent to the $p_v$ axis and one closed orbit $C_{2,3}^+$ is created [see Fig. 11(a)]. As we continue to decrease the energy, the sixth iteration crosses the $p_v$ axis, and the closed orbit $C_{2,3}^+$ splits into two closed orbits $C_{2,3}^+$ and $C_{2,3}^-$ [see Fig. 11(b)]. This sequence of events is the tangent bifurcation defined in Sec. V B. Then the closed orbit $C_{2,3}^+$ moves toward the origin and becomes a periodic orbit $P_{2,3}$ at the critical energy ($E_{2,3}^-=95.3$ cm$^{-1}$) of the 2/3 rational torus. As the energy passes through $E_{2,3}^+$, the periodic orbit $P_{2,3}$ returns to closed orbit $C_{2,3}^+$ and two periodic orbits ($P_{2,3}^+,P_{2,3}^-$) are created. The creation of these two periodic orbits is the ”pitchfork bifurcation” defined in Sec. V B. These two periodic orbits are related to each other by $P_{2,3}^+=T^n P_{2,3}$.

Figure 12 shows the normal bifurcation sequence of the $(5,7)$ family of orbits, which appears on the seventh iterate of the half-map near $E_{5,7}^+=-135$ cm$^{-1}$. Since it is an odd-number iteration, the periodic orbits involved in this bifurcation sequence are periodic orbits of the half-Poincaré map and each of them is half of a periodic orbit of the dynamical system.

These bifurcation sequences are the “normal” bifurcation sequence in which the closed orbits are created in a group of four: $C_{m,n}^+,C_{m,n}^-,P_{m,n}^+$, and $P_{m,n}^-$. As stated earlier, $(m,n)$ means that periodic members have a rational winding ratio.
m/n, and the closed orbits lie on tori having winding ratios close to this rational number.

2. “Truncated” bifurcation sequence

The truncated (2,3) bifurcation sequence is observed in the fourth iterate of the half-map on the \((u,p_u)\) plane. \(E_{2,3} = -212\ \text{cm}^{-1}\); i.e., as we go to energy lower than \(E_{2,3}\), \(P_{2,3}\) is destroyed. Therefore, we start from below and increase \(E\) to observe the creation of the closed orbits. Figure 13 shows the fourth iteration of the momentum axis. Curve 1 corresponds to \(E = -220\ \text{cm}^{-1}\). It crosses the momentum axis once, but in contrast to curve 1 in Fig. 11, it does not curve back and cross the momentum axis a second time. Compared to our model in Sec. V D, we could explain this by saying that the SOS has an outer boundary, on which there is a finite positive winding rate. If the arrowhead in Fig. 13 were extended to the outer boundary, it would still map around to the positive quadrant. Hence there is one closed orbit \(C_{2,3}\) and this closed orbit moves toward the origin as energy increases. At \(E = E_{2,3}\), \(C_{2,3}\) becomes a periodic orbit \(P_{2,3}\). Then the periodic orbit bifurcates into one closed orbit \(C_{2,3}\) and two periodic orbits \((P_{2,3}^+, P_{2,3}^-)\) as energy goes above \(E_{2,3}\). Thus we have only the pitchfork bifurcation in which a closed orbit creates a pair of periodic closed orbits. The two new orbits are related by \(P_{2,3}^+ = T_{\sigma} P_{2,3}^+\).

The orbit \(C_{2,3}\) is not the same as \(C_{2,3}^-\), discussed in the preceding section (these orbits do not continuously connect to each other). The orbits \(C_{3,5}\) and \(P_{3,5}^\pm\) shown in Fig. 2 are a second example of the truncated sequence. If the third iterate of the \(p_u\) axis is shown at energies near \(-186\ \text{cm}^{-1}\), we get
a picture comparable to Fig. 13. In this case $P_{3,5}^T S_{u} P_{3,5}^T$. Hence we observe that both "normal" and "truncated" bifurcation sequences appear in the crossed-field system. The "normal" bifurcation sequence involves the bifurcation of a periodic closed orbit at $E_{m,n}^T S_{u}$, and the "truncated" bifurcation sequence involves the bifurcation of a periodic closed orbit at $E_{m,n}^T S_{u}$. Hence we observe that both "normal" and "truncated" bifurcation sequences appear in the crossed-field system. The "normal" bifurcation sequence involves the bifurcation of a periodic closed orbit at $E_{m,n}^T S_{u}$, and the "truncated" bifurcation sequence involves the bifurcation of a periodic closed orbit at $E_{m,n}^T S_{u}$.

VII. SOME LARGE-SCALE CONNECTIONS OF REGIONAL BIFURCATIONS

In the local and regional bifurcations, we observed the creation of the closed orbits $C_{m,n}^T S_{u} P_{m,n}^T$. Now we ask what happens after they are created. To answer this question, we studied the evolution of the closed orbits after their creation and found that one closed orbit created in one regional bifurcation sequence may evolve and get involved in another regional bifurcation sequence. Hence the regional bifurcation sequences are connected with each other. We call a bifurcation sequence that includes more than one regional bifurcation sequence a large-scale connection of regional bifurcations. We found that some of the large scale connections are related to the symmetry of the regularized Hamiltonian.

In Fig. 14, we show large-scale connections of three regional bifurcation sequences. When we follow the orbits in the $C_{2,3}$ family to lower energies, we find that $P_{2,3}^T$ is connected to a truncated sequence of bifurcations. As stated earlier, the closed orbit $C_{2,3}$ involved in the low-energy bifurcation of $P_{2,3}$ does not connect continuously to either of the closed orbits $C_{2,3}^T$ that are involved in the high-energy bifurcation of $P_{2,3}$. In these two regional bifurcation sequences, the periodic orbits are all connected by symmetry. The symmetry operations $T S_{u}$ and $S_{u} T$ acting on $P_{2,3}^T$ generate a family of four periodic orbits, which are connected to $C_{2,3}^T$ and to $C_{2,3}$ as indicated in Fig. 15.

FIG. 13. The fourth iteration of the bold vertical arrow line with external fields $B=6$ T and $E=1000$ V/cm at various energies: $E = -220, -212, -200$ (cm$^{-1}$) from 1 to 3. Below are shown the resulting orbits. (In the pictures of $P_{2,3}^T$, the nucleus is close to, but not quite at, the location of a self-intersection of the orbit. Compare Fig. 11.)

FIG. 14. We show large-scale connections of two normal regional bifurcation sequences and one truncated regional bifurcation sequence. The central normal sequence is connected to the left normal sequence by an "accidental" connection and is connected to the truncated sequence by the symmetries of the system.

FIG. 15. We show a "unit cell" of symmetry-related large-scale connections involving $P_{2,3}^T$. 
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We also find that $C_{2,3}$ is connected to another normal sequence of bifurcations. We call this “accidental connection” since none of the trajectories in the other sequence is connected to the trajectories in the (2,3) sequence by the symmetry operations.

VIII. CONCLUSION

We have shown that closed orbits in the crossed-field system are created in orderly sequences of bifurcations, either a tangent bifurcation followed by a pitchfork bifurcation or a pitchfork bifurcation by itself. The pitchfork bifurcation always involves an orbit that is both closed and periodic. Periodic orbits can be identified by their winding ratio $m/l$, so we label them as $P_{m,l}$. Each such orbit has partners generated by the symmetry operations (e.g., $\sigma_v P_{m,l}$). The closed orbits that are connected with $m/l$ periodic orbits are labeled $C_{m,l}$ or $C_{m,l}^\pm$. At the pitchfork bifurcation, $C_{m,l}$ or $C_{m,l}^\pm$ coincide with the periodic orbit $P_{m,l}$. Study of a model Hamiltonian indicates that closed orbits in any integrable system should have comparable behavior.
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APPENDIX: PITCHFORK BIFURCATIONS OF CLOSED ORBITS ARE GENERIC IN INTEGRABLE HAMILTONIAN SYSTEMS

We have shown that both in the model system defined in Sec. V and in the crossed-field system, we typically see a tangent bifurcation and a pitchfork bifurcation in an orderly sequence; often we see a pitchfork bifurcation by itself, with no nearby tangent bifurcation. This behavior may sound strange to those who are familiar with the theory of bifurcations of periodic orbits. Tangent bifurcations of periodic orbits are generic, but pitchfork bifurcations are not [9]. Nevertheless, in our calculations we have come across pitchforks more frequently than tangents.

One might expect that this is connected to symmetries of the system. It has been shown that pitchfork bifurcations of periodic orbits are generic if the Hamiltonian has a reflection symmetry [1]; if this symmetry is broken, then the pitchfork bifurcations are converted to tangent bifurcations. All of the pitchfork bifurcations of closed orbits that we have calculated in the crossed-field system are connected with a symmetry, and that leads one to suspect that breaking the symmetry would have the same effect. We therefore carried out some numerical experiments on simple maps to examine this symmetry breaking. In these calculations, pitchfork bifurcations turned out to be unexpectedly robust; they were not destroyed when the symmetry was broken.

We propose below that pitchfork bifurcations of closed orbits represent a generic pattern of behavior in integrable Hamiltonian systems. We will illustrate this by examining the time evolution of a line in the phase plane. Our mathematics will be informal and intuitive rather than formal and rigorous [16].

FIG. 16. Evolution of a cubic curve $q(p)=a+bp+p^3$ at fixed $a$ and various $b$. Left: $a=0$ gives a pitchfork bifurcation; right: $a \neq 0$ gives a tangent bifurcation.

1. Generic bifurcations in cubic curves

A general cubic curve can be expressed by the function

$$Q(P) = A + BP + CP^2 + DP^3.$$  (A1)

The family of cubic curves corresponds to the family of maps $R \times R^2 \rightarrow R$ defined by Eq. (A1). For almost all values of the parameters $A \cdots D$, the cubic has either one or three real roots. A bifurcation is a change in the number of real roots as the parameters change.

The parameter space can be reduced to two significant dimensions. For $D \neq 0$, we can divide by $D$, $q = Q/D$, without changing the number of real roots, and we can also translate the origin of the $P$ coordinate $p = P - C/3$ to eliminate the quadratic term. Thus by a translation in $p$ and a stretch in $q$, we can reexpress the cubic function as

$$q(p) = a + bp + p^3.$$  (A2)

If $a = 0$, then by varying the parameter $b$ from positive to negative, we get a pitchfork bifurcation (Fig. 16): $p = 0$ is always a root, and when $b$ passes through zero, two new roots are created, one on either side of $p = 0$. However, for all other values of the parameter $a$, we get a tangent bifurcation: for $a > 0$ and $b > 0$, only the negative root is present, and when $b$ decreases to a sufficiently negative value, two new roots are created at positive $x$. Thus in the two-dimensional parameter plane $(a,b)$, tangent bifurcations are generic, and pitchfork bifurcations occur only on the line $a = 0$, a set of measure zero in the plane.

Returning to the four-dimensional parameter space, suppose the parameters $A \cdots D$ vary in some general manner as a function of some other single parameter, which we will call $t$. Examining Fig. 16, we see that the only way we can get a pitchfork bifurcation is if the parameters $A(t) \cdots D(t)$ vary in such a way that for some value $t = \bar{t}$, there exists a value $p = \bar{p}$ such that $q$ and its first two derivatives with respect to $p$ all vanish simultaneously:

$$q(\bar{p};\bar{t}) = 0,$$  (A3)

$$q'(\bar{p};\bar{t}) = 0.$$  (A4)
We will show that this seemingly exceptional condition occurs commonly in integrable Hamiltonian systems; i.e., pitchfork bifurcations are generic one-parameter bifurcations of closed orbits in integrable Hamiltonian systems.

2. Proof in a special case

We consider a system with one degree of freedom, having a Hamiltonian $h(p,q)$ that generates equations of motion

$$
\dot{q} = \partial h / \partial p, \quad \dot{p} = -\partial h / \partial q.
$$

If $h(p,q)$ is smooth, then the solutions $(q(t; p_0, q_0), p(t; p_0, q_0))$ are smooth functions of $t$ and of the initial conditions $(p_0, q_0)$. We assume that in a domain of the phase plane, the contours of $h(p,q)$ form smooth closed curves (Fig. 17).

We take an arbitrary line $q = \tilde{q}$ in this domain, and we examine its time evolution. Typically there is some value $\tilde{\ell}$ such that the contour $h(p,q) = \tilde{h}$ is tangent to the line $q = \tilde{q}$; let us call the value of $p$ at the point of tangency $\tilde{p}$. The initial point $(q_0 = \tilde{q}, p_0 = \tilde{p})$ evolves with time so that it moves around the contour $h(p,q) = \tilde{h}$, and it eventually returns to the initial point at a time we call $t = \tilde{t}$. Similarly,

every point on the initial line $(q_0 = \tilde{q}, p_0 = \text{anything})$ evolves to the curve $[q(\tilde{t}; p_0, q_0), p(\tilde{t}; p_0, q_0)]$. We hold $\tilde{t}$ and $\tilde{q}$ fixed, so $p_0$ is the parameter defining the curve.

**Proposition.** At that value $t = \tilde{t}$,

$$
\begin{align*}
q &= \tilde{q}, \\
\partial q / \partial p_0 &= 0, \\
\partial^2 q / \partial p_0^2 &= 0, \\
\partial p / \partial p_0 &= 0.
\end{align*}
$$

Equation (A8) is a trivial statement: we defined $\tilde{t}$ so that it would be true. Equations (A9) and (A10) are not so obvious. Comparing them with Eqs. (A3)–(A5), we see that these equations are precisely what is needed to ensure that we get a pitchfork bifurcation of the closed orbit. Equation (A11) is an extra condition that is needed in order to prove Eq. (A10).

**Proof.** (i) Since the contour $h(q,p)$ is tangent to the line $q = \tilde{q}$ at $p = \tilde{p}$, the gradient of $h(p,q)$ is perpendicular to the line at that point,

$$
\partial h(p,q)/\partial p|_{\tilde{p},\tilde{q}} = 0.
$$

(ii) As time evolves, the value of $h(p,q)$ is conserved, so

$$
h(p(\tilde{t}; p_0, q_0), q(\tilde{t}; p_0, q_0)) = h(p_0, q_0).
$$

(iii) Similarly, differentiating this equation once with respect to $p_0$, we obtain

$$
(\partial h/\partial p)(\partial p/\partial p_0) + (\partial h/\partial q)(\partial q/\partial p_0) = (\partial h/\partial p_0).
$$

(iv) The map is area-preserving, so

$$
\partial (p,q)/\partial (p_0, q_0) = 1,
$$

and combining this with Eqs. (A15) and (A16), we find

$$
\partial p/\partial p_0 = 1.
$$

(v) Finally, we differentiate Eq. (A13) a second time with respect to $p_0$, and evaluate the result at $(\tilde{p}, \tilde{q})$. Throwing away all the terms that vanish, we are left with

$$
(\partial h/\partial q)(\partial^2 q/\partial p_0^2) = (\partial^2 h/\partial p_0^2)[1 - (\partial p/\partial p_0)^2] = 0.
$$

QED.
Period-doubling bifurcations of periodic orbits are generic in one-parameter theory, and they are often called ‘‘pitchfork’’ bifurcations. We are discussing here pitchfork bifurcations that do not involve a doubling of the return time. Those are non-generic.
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\[ \text{Eugen Flo\'thmann and Karl H. Welge, Phys. Rev. A 54, 1884 (1996).} \]