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ABSTRACT

Broadband high-speed networks, such as B-ISDN, are expected to play a dom inant role 
in the future of networking due to their capability to service a variety of traffic types with 
very different bandw idth requirements such as video, voice and data. To increase network 
efficiency in B-ISDN and other such connection oriented networks, the concept of a virtual 
path (VP) has been proposed and studied in the literature. A VP is a perm anent or semi­
perm anent reservation of capacity between two nodes. Using VPs can potentially reduce 
cali setup delays, simplify hardware, provide quality of service performance guarantees, and 
reduce disruption in the event of link or node failure.

In order to use VPs efficiently, two problems must be solved. W ith the objective of 
optimizing network performance, (1) the VPs must be placed within the network, and (2) 
network link capacity must be divided among the VPs. Most previous work aimed a t solving 
these problems has focused on one problem in isolation of the other. At the same time, 
previous research efforts that have considered the joint solution of these problems have 
considered only restricted cases. In addition, these efforts have not explicitly considered the 
benefits of sharing bandwidth among VPs in the network.

We present a heuristic solution m ethod for the joint problem of virtual p a th  d istribu­
tion and capacity allocation without many of the lim itations found in previous studies. Our 
solution method considers the joint bandw idth allocation and VP placement problem  and 
explicitly considers the benefits of shared bandw idth. We dem onstrate th a t our algorithm  
out-performs previous algorithms in cases where network resources are limited. Because our 
algorithm  provides shared bandwidth, solutions found by our algorithm will have a lower 
setup probability than  a network tha t does not use VPs as well as a lower loss probability 
than provided by VPDBA solutions produced by previous algorithms. In addition, our algo­
rithm  provides fairness not found in solutions produced by other algorithms by guaranteeing 
tha t some service will be provided to each source-destination pair within the network.

xiv
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Chapter 1

Introduction

We consider the class of connection oriented networks in which connections or calls are 

requested between each source-destination pair. This class of networks includes several 

kinds of ATM networks, the telephone system, as well as many optical backbone systems. 

In this type of network, the user first establishes a connection, then uses the connection, 

and finally term inates the connection.

One example of a connection oriented network of increasing importance is the Broadband 

Integrated Services Digital Network (B-ISDN). B-ISDN has been designed to integrate voice 

and non-voice services on one network. The system was designed to enhance the existing 

worldwide telephone system by allowing it to handle modern communication needs such as 

d a ta  transmission and video, in addition to standard voice transmission [65]. B-ISDN is 

unique in th a t it can support many traffic classes, each with a different flow characteristic 

and desired quality of service. Asynchronous Transfer Mode (ATM) has been selected as 

the most promising transport technique th a t can be used to implement B-ISDN based on 

its efficiency and flexibility. Due to these positive qualities, the standards body CCITT has 

standardized ATM [16]. As ATM and B-ISDN networks become more common, performance 

issues related to connection oriented networks become increasingly im portant. Reducing

2
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CH APTER 1. IN T R O D U C T IO N  3

call setup time is one such issue and virtual paths are one way of reducing call setup times. 

Time spent processing call setup requests is overhead, making it desirable to minimize the 

amount of time spent processing such requests thereby enabling the network manager to 

concentrate on other tasks. V Ps have been shown to have the potential to reduce processing 

costs associated with establishing connections by up to 90% [14].

To introduce the notion of a virtual path(VP), we begin w ith some definitions. A net­

work can be thought of as a collection of switches and the wires or wireless links that 

connect these switches. T he switches are referred to as nodes and the connecting wires are 

referred to as links. Each link has an associated bandwidth, or rate  a t which information 

can be transm itted on th a t link. In a connection oriented network, when a request to send 

information is received by a  switch, an end-to-end path  for the connection must be setup 

before data can be transm itted . During the setup procedure, the network searches for an 

available route from the source to the destination. The route is generally picked based on 

information about the location and available capacity of the various links in the network. 

The connection request m ust propagate all the way to the destination and be acknowl­

edged before d a ta  transm ission can begin. Once the setup procedure has been completed, 

there is little delay experienced by the data and no danger of congestion because adequate 

bandwidth along the route has been reserved for the connection [65]. In the case of a 

circuit-switched network, packets encounter no delay or loss, whereas in a packet-switched 

network, loss and delay characteristics are typically guaranteed to rem ain within specified 

tolerances. Consider the network in Figure 1.1. If switch A received a  request to send a 

message to switch E, the message could take several routes. I t could be sent on A-B-E, 

A-C-E, A-B-C-E, or A-C-B-E. In order to minimize the am ount of tim e needed to send the

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



C H A P T E R  1. IN TR O D U C TIO N 4

F ig u re  1.1: An exam ple of a small computer network.

message, information about the speed and am ount of bandw idth available on these links is 

used. Once the route is chosen, the bandw idth required is reserved on each of the links in 

the route.

Once the setup procedure concludes, a connection or call between the source and des­

tination is initiated. The terms call, connection, and  session are interchangeable in this 

context. We will use the term  call to refer to such a  connection. While the call is active, 

the source can transm it inform ation to the destination. When the call is complete, the re­

served bandw idth is released and can be used for o ther connections. If there is not enough 

bandw idth available on any route to process the call, then the call is said to be lost.

In this context, we now make a key observation th a t motivates the use of v irtual paths: 

reserving and releasing the bandw idth required to establish a call takes time. If the number 

of links used between the source and destination node is large, or if the network offers 

many routes from the source to destination, or if the network is very busy, the amount of 

time required to find an available route may be substantial. For long routes, the process of 

releasing the previously reserved bandw idth may also be substantial. We can think of the 

combined time to reserve and release the bandw idth  for a call as the cost of adm itting the 

call. To minimize this cost, we would like to be able to perm anently reserve a  portion of the

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



CH APTER 1. IN T R O D U C T IO N  5

available bandw idth along a specific route for all calls from a specific source to a specific 

destination node. To facilitate this type of cost reduction through permanent bandw idth 

reservation, the virtual path (VP) concept was developed.

A VP, shown as a dark line in Figure 1.2, is a  reserved amount of bandwidth from a 

source node, A, to a destination node, E , tha t may only be used for calls from this source to 

destination. In the example, two units of bandw idth are reserved for calls from node A  to 

node E  and the rem aining bandwidth can be used for all other calls. The VP route is setup 

once and is never to rn  down or is torn down only after long time intervals. Thus when a 

message arrives at node A  w ith the destination E , the message is sent on the predetermined 

route immediately, provided there is enough bandw idth available on the VP. No setup cost 

is incurred because checking to see if the VP has sufficient capacity for the call can be done 

locally at the node. The remaining bandwidth across the links from A  to E  can be used to 

service calls from A to E  in the case in which the VP does not have the required amount of 

bandwidth available and can also be used to service calls for other source-destination pairs.

F ig u r e  1.2: An example of a network containing a virtual path.

The key to using virtual paths effectively lies in the solution to an optimization problem 

involving the following trade-off. If a large am ount of bandwidth is reserved for the VP,

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



C H A P T E R  1. IN TR O D U C TIO N  6

then a large proportion of calls from the source to destination node will be able to utilize 

this path  and the probability tha t a call does not incur a setup cost will be high. However 

in this scenario, any calls tha t arrive from nodes other than the source or calls that arrive 

for nodes other than the destination will be lost since all bandw idth is reserved for calls 

from the source to the destination. At the other extreme, one might design a system in 

which no bandwidth is reserved for calls from the source to the destination. In this case, the 

probability that a call will incur a setup cost will be high but the probability of a loss will 

be low. The optimization problem we formulate captures the trade-off between reserving 

too much and too little of the available bandw idth for the VP.

Two sub-problems must be solved to optimize the trade-off. First, the VPs must be 

placed (routed) within the network. Second, bandw idth must be assigned to the VPs. These 

two problems have been studied in the literature, most often in isolation. References [10, 

23, 28, 69] consider the problem of determ ining the placement of VPs in the network, 

whereas references [4, 11, 13, 25, 26, 31, 32, 37, 44, 45, 46, 47, 50, 51, 52, 53, 55, 62, 61, 68] 

consider the problem of allocating bandwidth to the VPs. The solution to the VP placement 

problem affects the solution to the VP capacity assignment problem and vice versa. Thus 

the optimality of the solution depends heavily on the joint solution to these two problems. 

References [1, 7, 8, 9, 16, 17, 29, 34, 40] consider the joint VP placement and capacity 

assignment problem and offer solutions to restricted cases of these problems. We propose to 

expand the newly developed virtual path concept to more efficiently use network resources. 

As part of this research, we will use both analysis and simulation to study the trade-offs 

between increasing resource usage and m aintaining the quality of service provided to the 

user.
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C H A P T E R  1. IN TR O D U C TIO N  7

1.1 P rob lem  S ta tem en t

In this section, we describe the notation for and define the V irtual Path  D istribution and 

B andw idth Allocation (VPDBA) problem tha t we study in this thesis.

1 .1 .1  N o t a t io n

We are given an unweighted graph G = (V, E)  representing the topology of a communication 

network. The set V  represents the switches or nodes in the network, each capable of sending 

and receiving calls. The set E  represents the communication links found between the nodes. 

The size of the network is N  =■ \ V\.

A virtual path p of length n  between any two vertices, s and d in the graph G is a 

sequence < vq,v\,V2 , - - - , vn > of vertices such tha t s =  vq and d =  vn and (ut-_i,Vi) 6 E  

for i =  1, 2 , . . . ,  n. If the virtual paths are labeled as p i ,p 2 , ■ • then  the i-th  virtual path 

can be uniquely described by the source of the path, s;, the destination of the path, di, 

the route from S{ to di , and the capacity allocated to the path, c(j>i). Thus pi =  (Si,d{, < 

S{, Vj, vj.j-i,. . .  ,di >, c(pi)). Let p = {pi, Vi} be the set of all v irtual paths in the network. 

Although not written as a function, p  can be considered the “layout” function tha t provides 

the route for each virtual path.

Each link e has a certain maximum capacity Ce: the bandw idth the link can support. 

Each virtual path px- containing link e is allocated a portion of this bandw idth, c(pi). Let 

Ce = X^vp,: eepi c(Pi) be t îe capacity on link e assigned to VPs. T he remaining unreserved 

bandw idth on a link tha t is not allocated to a  particular virtual pa th  is denoted Ce =  Ce—Ce. 

This bandw idth Ce can be used to handle local traffic as well as calls th a t cannot be handled
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by the virtual path due to bandw idth constraints. We will call such unreserved bandwidth, 

shared bandwidth.

O
Oo

^ c(k)

F ig u re  1.3: A single node in a network containing virtual paths.

Consider a single node, v, in the network. Assume that v is the source node for some 

number, k, of virtual paths. Then k + 1 types of calls arrive a t node v, one type for 

each of the k  virtual paths as well as a type for local calls. In general, call arrival times are 

unpredictable. To model each call arrival process, we use a probability model to approximate 

the real arrival process. Calls in connection oriented networks are typically modeled as a 

Poisson process [3]. The well-known characterization of a Poisson process is to assume that 

call interarrival times are exponentially distributed.

In our model, the k  virtual paths originating at node v may be numbered from 1 to k. 

Node v is depicted in Figure 1.3. Let i be the virtual path  num ber 1 < i < k as described
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above. Then calls arriving a t v for the destination node of path pi arrive with a Poisson 

process with arrival rate A*. Local calls arrive with a Poisson process with arrival rate Ao. 

In the general network, we can designate the call arrival rates as A“^  for the arrival rate of 

VP calls arriving at source s for destination d and \ r' d for the arrival rate of non-VP (local) 

calls arriving at source s for destination d.

Each call that arrives to the network has an associated bandwidth requirement. In the 

telephone system, all calls are voice calls and require equal bandwidth. However, other types 

of calls may require different amounts of bandwidth. In the general case, we can assume 

th a t a different class of traffic exists for each possible bandwidth requirement. The traffic 

classes in such a general network can be numbered from 1 to j .  Thus we can designate the 

call arrival rates as two vectors: <  A"PJ , A“pj , . . .  , > for the arrival rate of VP calls of

each of the j  traffic classes arriving at source s for destination d and < A ^ , A ^ , . . .  , \ ^ Jd > 

for the arrival rate of non-VP (local) calls of each of the j  traffic classes arriving a t source 

s for destination d.

In general, the duration of calls is also unpredictable. We call the duration of a call 

the holding time of the call because it represents the amount of time th a t the bandw idth is 

reserved or held by the call. Call holding times are taken to be exponentially distributed 

w ith param eter p, as is typically assumed in the literature.

Consider calls that arrive at node v for some destination, d € V . If there exists a virtual 

path , pi = (v .d ,< v , v i , . . .  ,d  >,c(j>i)) then this call may use the capacity reserved for 

v irtual path i if sufficient capacity is available. If there is not sufficient capacity available 

on the virtual path, then this call can use the unreserved shared capacity, reserving the 

necessary capacity on each link at the time th a t the call arrives at node v. If reserved virtual
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path capacity is not available and there is not sufficient shared capacity at each node on 

some route between v and cl, then the call is lost. We will allow for the possibility of not 

creating VPs for some source-destination pairs if th a t option is be tter for performance. In 

this case, calls must use only shared bandw idth and incur setup costs.

1 .1 .2  P e r f o r m a n c e  M e a s u r e s

As mentioned earlier, two key performance measures are the basis for our optim ization 

problem. The first is the probability that a call incurs a setup cost (that is, is not able to 

use a VP). T he second is the probability tha t a  call is lost by the network. We define two 

events in the system. Define the events 

loss = a call is lost

and

setup  =  a call is accepted and incurs a setup cost.

Then we are interested in the probability tha t each of these events will occur, P(loss)  and 

P(setup).  Ideally, we wish to minimize both the P(loss)  and the P(setup)  for the system.

1 .1 .3  F o r m a l P r o b le m  D e f in it io n

Given a graph G =  (V,E).  the available capacity on each link Ce Ve € E,  the de­

scription of the classes of incoming traffic Xvf d (or <  A ^ 1, A ^ r , . . .  , >) and X^d (or

<  A ^ , A ^ , . . . ,  X^3d >) for each source-destination pair and the holding time for calls p., the 

problem, informally, is to determine the optim al layout of v irtual paths p and the associated 

capacity assignments for each virtual path  in the network such tha t the throughput of the 

network is maximized and the overall cost of establishing a  call is minimized. More formally,
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because we have two perform ance objectives, we may define three types of problems:

1. Given an upper bound U for the call loss probability, find a V P layout p" and capacity 

function c* such th a t P(loss)  < U and P(setup)  is minimized (if such a layout and 

capacity function exists).

2. Given an upper bound T  on the setup probability, find a VP 'layout p '  and capacity 

function c* such th a t P{setup) < T  and P(ioss)  is minimized (if such a layout and a 

layout and capacity function exits).

3. Define a cost function F  = aP(loss)  +  (1 — a)P(setup)  in which each cost measure is 

weighted by a  or (1 — a ). Find a VP layout p* and capacity function c* such that F  

is minimized.

We will also refer to the VP Layout problem as the VP D istribution problem and the 

problem  of determ ining capacities as the Bandwidth Allocation problem , giving rise to the 

acronym VPDBA for the jo in t problem. Initially, for simplicity, we will assume tha t all calls 

require a single unit of bandw idth. Thus only one traffic class exists and the call arrival 

rates can be specified as A”pd and X^d.

1 .1 .4  T h e  O b j e c t iv e  F u n c t io n

To determine the perform ance measures P(loss)  and P(setup)  from the given parameters 

X^Pd, X^d and p., we model a system  using a continuous time Markov chain. First a state 

space is defined. Then the chain is solved for the state  probabilities. Finally the state 

probabilities are used to calculate the theoretical probability tha t a  call will be lost as well 

as the probability tha t no setup cost is incurred.
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O

= 0 — ----------------

F ig u re  1.4: A network system containing 1 node with 5 servers.

Consider a simple system with one link shown in Figure 1.4. We can model this link 

using queueing theory. Each call can be thought of as a customer. We will assume that 

all calls require a single unit of bandw idth for service and model the to tal link bandwidth 

Ce as Ce servers. Our model assumes tha t the customers (calls) arrive using a Poisson 

process and that the service times (holding times) are exponentially distributed and there 

are (k +  1) servers available a t each node. Thus a single network link can be modeled as an 

M /M /(k + l) queue [20].

In general, it is possible tha t a call could require more than  one unit of bandwidth. In 

this case, each unit of bandw idth on a given link can still be modeled as a single server. 

Thus a link with bandw idth Ce will be modeled as Ce servers. However, in this case, some 

calls may require multiple servers based on their bandwidth requirements (traffic class).

In the queueing model, the amount of bandwidth reserved for the virtual path  on an 

edge can be thought of as the number of virtual path servers and the am ount of bandwidth 

unreserved can be thought of as the number of shared servers. Here one unit of bandwidth 

corresponds to one server and each call requires one unit of bandwidth for service. Suppose 

tha t two of the servers in our single link example are virtual path  servers and three of the 

servers are shared servers. The state  space for the system, S,  can be defined as an ordered
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pair of the number of v irtual path servers and shared servers in use a t a  time t. Let 

V P t =  the number o f  virtual  path servers in  use at t ime t

then

.S =  { (S H t , V P t), Vi}

=  {(0,0), (0, 1), (0,2), (1,0), (1,1), (1,2), (2,0), (2,1), (2,2), (3,0), (3,1), (3,2)}. 

We can then write the Markov chain for the system by considering the transitions 

between the states as in Figure 1.5. Then we can solve the chain for the state probabilities.

A v p  A y p

(0 .0 ) (0 .2 )

(2 . 1)

(3 . 1) (3.2)

Figure 1.5: The Markov chain for a network containing 1 node with 5 servers.

These probabilities can then be used to  calculate the probability th a t a call will be lost and 

the probability that a call will incur a  setup cost.

For large networks, solving the equivalent Markov chain becomes very complex. How­

ever, assumptions can be made to simplify such calculations. We will consider each network 

node in isolation from the others. The solutions for the individual nodes will then be com­

bined to approximate the results th a t would be obtained by solving the Markov chain for
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the larger system. Using the approxim ated results, we can calculate the performance mea­

sures, P(loss)  and P(setup).  These performance measures can then be used to design a VP 

layout and capacity assignment.

1.2 R elated  R esearch

VPs have been shown to be a  useful mechanism in ATM networks because they provide 

increased network performance and reliability, reduced processing costs for call setup, in­

creased network flexibility, and  simplified network architecture [56]. Issues surrounding the 

solution to the joint VP d istribution  and capacity allocation problem  have been studied 

in the literature. The formulation of the joint problem is known to be NP-Complete [2]. 

Thus solution methods given in the literature focus on solving p art of problem (either VP 

capacity allocation or pa th  d istribution) or focus on simplifying assum ptions that make the 

jo in t solution to the problem tractable.

Algorithms that solve the problem  of VP distribution, VP bandw idth  allocation, and the 

jo in t problem under certain simplifying assumptions are presented in this section. Studies 

presenting discussions of routing schemes tha t are appropriate for use in VP networks and 

studies discussing VP network restoration in response to link or node failures are also 

summarized. Other VP related issues such as switching, traffic estim ation method, and 

call blocking probability calculation methods have also been studied and are summarized 

briefly.

We provide a detailed description of several related papers. Some description of the 

previous work done on VPs can also be found in [5]; we will defer to this survey where
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appropriate to avoid repetition. In places we will point out which papers consider sharing, 

a key aspect of our problem formulation.

1 -2 .1  V P  D is t r ib u t io n

VPs offer many benefits in term s of increased network efficiency. However, if the VP layout is 

not designed to maximize the benefits while minimizing the costs, the network performance 

will be negatively affected. A number of papers consider methods for d istributing VPs 

optim ally in a network [10, 23, 28. 69]. Summaries of the papers can be found in [5]. The 

papers discuss methods used to solve the VP D istribution problem but fail to consider how 

the bandw idth should be assigned to the VPs in the network. In addition the solution 

m ethods described do not consider the benefits of sharing, nor do they provide dynamic 

algorithms tha t can adapt to changes in traffic dynamics.

1 .2 .2  V P  B a n d w id t h  A l lo c a t io n

A problem of equal importance to the VP distribution problem is the problem of assigning 

capacity to the VPs in a  network. If capacity is not assigned to maximize the benefits of 

VPs while minimizing the costs of VPs, then network performance is negatively affected. 

Several papers seek to d istribu te capacity to the VPs in an optim al fashion [4, 11, 13, 25. 26, 

31, 32, 37, 42, 43, 44, 45, 46, 47, 50, 51, 52, 53, 55, 62, 61, 68] . Summaries of the papers can 

be found in [5]. While these papers describe methods to solve the VP B andw idth Allocation 

problem, they fail to consider how the VPs should be distributed in the network. Some 

of the papers listed above consider m ethods for sharing bandw idth to increase network 

throughput and decrease the call loss rate. However, these methods involve additional
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overhead caused by frequent reallocation of bandw idth in the network or by requiring the 

network manager to record additional statistics about the calls or network. This overhead 

may result in a degradation of network performance tha t may be unacceptable to the user. 

None of the papers explicitly consider the issues surrounding shared bandwidth.

1 .2 .3  J o in t  V P  D is t r ib u t io n  a n d  B a n d w id th  A l lo c a t io n

The optimal solutions to the problems of VP distribution and bandw idth allocation are 

both  im portant for optim al network performance. However, the formulation of this joint 

problem is N P-Com plete [17]. Nonetheless, simplifying assum ptions can be made that 

make the solution to the joint problem tractable. Solutions of this nature are found in [1, 

7, 8, 9, 16, 17. 29, 34, 40]. Summaries of the papers tha t consider the joint problem can 

be found in [5]. Only one of these papers considers m ethods for sharing bandwidth in a 

network. Ahn et al. [1] consider the benefits of sharing bandw idth within the context of the 

joint problem solution. However, their solution does not consider many key sub-problems 

related to the effective solution of the joint problem such as how much bandwidth should 

remain unreserved on each route and how to control access to the unreserved bandwidth. 

In addition, the solution m ethod presented by Ahn et al. is not dynamic.

1 .2 .4  R o u t in g

The issue of routing is closely related to the optimal design of a VP network. The simplest 

routing policies allow a call to use a single route. If capacity is unavailable on this route, then 

the call is lost. Routing policies tha t seek to minimize call loss an d /o r minimize connection 

costs are considered in several papers [30, 41, 35, 33]. The policies use adaptive or alternate
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routing to try to increase network performance while guaranteeing Q uality of Service(QoS). 

A new routing policy using traffic profiles and available bandw idth  information and a genetic 

algorithm is discussed in [24]. Slosiar et al. [64] discuss an algorithm  for generating routing 

tables with prim ary and secondary paths. These routing tables could be used by upper 

level network layers to select VP placement. Summaries of the papers discussing routing 

issues can be found in [5].

1 .2 .5  F a s t  R e s t o r a t io n

All networks are vulnerable to failure. In B-ISDN networks th a t have the capability to 

handle high speed data, a link or node failure can result in the loss of a large volume of data. 

Thus it is im portant to make the interruption in service as short as possible. Restoration 

schemes for use in VP networks have been studied in the litera tu re  [27, 39, 19, 38, 48, 67]. 

Several of these schemes are summarized in [5].

1 .2 .6  S h a r in g  B a n d w id t h

One way of more effectively using bandwidth with VPs is to allow calls to share bandwidth. 

Several papers have considered this idea using different m ethods to facilitate sharing. These 

methods are summarized below.

Habib et al. [31] allow calls of the same traffic class to share the bandw idth on a single 

VP. Liu et al. [45] allow calls of similar traffic classes to share V P bandwidth. These 

schemes choose to allow sharing only by similar classes to sim plify network management. 

These sharing schemes improve throughput when compared to  networks with no sharing 

scheme. However, only allowing similar traffic classes to share a  VP is restrictive and will
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result in a lower throughput than  a scheme th a t allows all traffic classes to share bandw idth.

Wong et al. [68] allow several classes of traffic to use the same VP. Their network scheme 

specifies th a t two routes exist between each source-destination pair, a direct VP and a  two 

hop route. The dynamic bandw idth allocation algorithm  proposed causes the network to 

be redesigned frequently when calls cannot be accommodated by the assigned bandw idth. 

In some cases, calls are not even required to a ttem p t to use both  routes before deciding to 

re-allocate the bandwidth. Thus unnecessary network design overhead may be incurred.

Logothetis et al. [46] allow calls th a t are blocked on the assigned VP route due to a 

lack of bandw idth to borrow unused bandw idth  from other VPs sharing the same path. 

This type of sharing is shown to lower the call blocking probability. However, this type of 

sharing must also raise the cost of network managem ent functions. The network manager 

must redistribute VP bandwidths every tim e tha t a  call is blocked from its attem pted  VP 

and some unused bandwidth is available in the network.

Frost et al. [25] also allows calls to borrow unused bandwidth from other VPs. In this 

scheme, when a call arrives and cannot be handled by the assigned VP, the call checks 

to see if there is bandw idth available on another VP following the same route. If unused 

bandw idth is available on another V P following the same route, then the bandw idth is 

borrowed for use by the call. In this scheme, the call is tagged to show th a t it has been 

adm itted  using bandwidth not reserved for its use. If congestion occurs, the tagged calls 

are discarded. This bandw idth sharing m ethod also results in higher costs of network 

management. T he bandwidth manager must search for unused bandw idth. Also additional 

processing is needed to tag calls.

Ahn et al. [1] note the benefits of allowing some bandw idth to rem ain unreserved in the
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network. However, they do not consider how much bandw idth should remain unreserved or 

how to control access to the unreserved bandwidth. Aneroussis et al. [4] also recognize the 

benefits of shared bandwidth. Their bandwidth allocation scheme allows some bandwidth 

to remain unreserved and then be used in a prioritized alternate routing scheme. However, 

their algorithm  fails to explicitly consider how much bandw idth should remain unreserved 

on each link. In some cases, all of the bandwidth on a particular link may be reserved for 

VP use and no bandw idth will remain unreserved. Gariglio et al. [26] claim to compare 

a pure VC, pure VP, and combination VP/VC network. However, the key issues of the 

combination scheme are not discussed. They do not consider how to determine the optimal 

number of VPs to establish between nodes, how to select which routes will be VPs and 

which will be VC routes, and there is no discussion about how to optimize the amount 

of bandw idth allocated to VPs in conjunction with the am ount of bandw idth allocated to 

VCs.

These sharing schemes increase the amount of work th a t must be done by the network 

or bandw idth manager. This additional workload may cause increased setup delays or may 

slow down the dynamic reallocation of bandwidth in the  network. These delays may be 

unacceptable to the user.

1 .2 .7  O th e r  W o r k  o n  V P s

Additional research has been done on issues related to the VP bandw idth distribution and 

capacity assignment problem. Although the research is tangential to the VPDBA problem 

formulation considered in this thesis, an overview of the previous research follows.

General information on VPs and the effect of using V Ps in a  network have been studied.
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Bubenik et al. [12] look at whether VPs or VCs can bette r handle calls of different types. 

The need for both types of connections in a network is justified. Burgin et al. [14] present 

an overview of B-ISDN and VPs. Issues surrounding call setup, capacity allocation and 

update intervals are discussed. Some research related to the V'P distribution problem is 

summarized in a survey paper [70].

Management issues concerning the actions that should be taken by the network con­

troller have been studied. Sato et al. [59] explore an experim ental transport system for 

ATM networks and the VP management tasks tha t are necessary to develop the described 

transport system. Hyman et al. [36] look at how to model resource allocation for VPs. 

They focus on how to control access to VPs to guarantee QoS. Sato et al. [57] propose 

a policing mechanism to ensure acceptable cell arrival ra te  and a method for calculating 

cell multiplexing delay in a ATM network allowing statistical multiplexing of cells on VPs. 

The proposed methods can be used to design a VP distribution and bandwidth allocation 

algorithm.

Methods to model different traffic streams have been studied. DeVeciana et al. [21] look 

at how to model and service VBR (variable bit rate) traffic in ATM networks. Dutkiewicz 

et al. [22] look at how to model arrival streams at the cell level as two state MMPPs. They 

also present an admission control scheme based on this queueing model. Sato et al. [58] 

look at how to model CBR (constant bit rate) traffic and how to evaluate the QoS for CBR 

traffic in ATM networks containing VPs.

Chan et al. [15] study the traffic interactions tha t result from multiplexing traffic classes 

on a VP. An algorithm is presented that determines the m inimum bandwidth required 

to satisfy QoS requirements for various traffic classes th a t are multiplexed on a single VP.
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Integrated and segregated traffic schemes are compared for homogeneous and heterogeneous 

traffic flow. In the case of homogeneous flow, it is shown that QoS alone may not he a 

sufficient indicator of whether to use an integrated or segregated traffic scheme. In the 

heterogeneous case, it is shown th a t the QoS determines which scheme is more suitable 

for a traffic class. A second algorithm  is presented tha t approximates the optim al VP 

combination. The algorithm is evaluated using three traffic: classes and between one' and 

three VPs. It is shown that the second algorithm  yields the optimal VP combination in 

most cases.

QoS issues are studied by Reiss et al. [54]. They explore how cells should be stored, 

buffered, and lost to assure QoS in ATM networks.

Several studies have considered methods for calculating or estimating param eter and 

performance measures. Zhang [71] looks at how to calculate cell loss in ATM networks due 

to cell level congestion. Siebenhaar [63] considers how to estimate call blocking probability 

in a  multi-service ATM network. The network is assumed to use an alternate or adaptive' 

call routing scheme. The network is reduced to an equivalent single path model to reduce 

the calculations with respect to routing. The m ethod is shown to be fast and accurate.

Switching in ATM and VP networks has been studied by Veeraraghavan et. al. [66] and 

O bara et al. [49].

Several authors consider the use of VPs in other types of networks. Chlam tae et al. [18] 

study the use of VPs in wireless networks. They give an algorithm to determ ine the VP 

routes to connect term inator pairs such that the maximum link load is minimized. The 

method used is very similar to the method presented by the authors in their earlier pa­

per [17]. Aoyama et al. [6] consider issues related to extending ATM techniques to provide
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cost effective and flexible multimedia ATM leased line services to interconnect private net­

works. They describe the VP transport network architecture that can be use to support 

such service, describe services that should be provided by the network, and dismiss technical 

VP issues tha t m ust be resolved before the network can be realized.

Sethi [60] considers an alternate bandwidth reservation scheme called V irtual Trees(VTs) 

and demonstrates the improved performance of VTs over VPs. VTs have the advantage of 

allowing calls from the same source to different destinations to share bandwidth.

1.3 T h esis  O u tlin e

This thesis is divided into eight chapters. The first chapter introduces the virtual path 

concept, formally defines the problem and provides a brief overview of related research. 

The second chapter introduces the concept of shared bandwidth. Wo provide an overview 

of related research tha t considers the shared bandw idth concept. We introduce a new 

scheme for sharing bandw idth that improves the network performance in terms of loss 

probability. We show that capacity allocations using our shared bandwidth scheme have 

lower loss probability than capacity allocations th a t do not allow shared bandw idth. We 

show that as the num ber of traffic streams using the shared bandwidth pool increases, 

the benefits of sharing increase. We observe tha t the shared bandwidth scheme has other 

positive implications for the network.

The VPDBA problem is complex. Before developing a solution method for general net­

works, we consider solutions to the VPDBA for special case networks. In the th ird  chapter, 

we consider a simple line model with a single VP. In  order to solve the VPDBA problem, we
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need a way to evaluate network performance. We use a network decomposition method to 

calculate performance measures without running a simulation or solving a complex Markov 

chain. We prove tha t the subsystems produced by the decomposition method are not inde­

pendent which complicates the approximation method. We develop a method of combining 

performance results from the subsystems to produce an accurate approximation of the per­

formance measures for the network. We show that our approximation method produces 

results that are similar to those produced through simulation.

In the fourth chapter, we consider a second special case. This case involves a single 

node tha t experiences arrivals from several VP streams and several non-VP streams. We 

expand our performance measure approximation method to apply to single node systems 

containing multiple VPs. Again we use a decomposition method to divide the network 

containing i VPs into i subsystems each containing a single VP arrival stream. We compare 

the performance measures obtained using our performance measure approximation method 

to performance measures obtained through simulation.

In the fifth chapter, we consider the general line' model. We; shenv an c;xpaneleel per­

formance measure approximation method for multiple node systems with the potential for 

housing multiple VPs. We use a decomposition method to calculate our pe;rformane:e mea­

sures. We compare the performance measures obtained by our solution method to those 

obtained through simulation and show tha t our approximation method is valid, effective 

and can be used in an algorithm to determine the optimal solution to the VPDBA problem.

In the sixth chapter, we present our algorithm  for solving the VPDBA problem and 

explore it’s effectiveness in general line networks. Solutions produced by our algorithm 

are guaranteed to contain shared bandwidth. We compare the network performance of the
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solutions determined by our algorithm  to the solutions determined by previous algorithms 

for the VPDBA problem. We show that our algorithm produces solutions with loss and 

setup probabilities comparable to those produced by previous algorithm. Our algorithm  

provides an increased level of fairness by providing service to a greater amount of the 

offered traffic than previous algorithms.

In the seventh chapter, we expand our solution method to apply to general network 

topologies. We extend our performance measure approximation method and algorithm  to 

apply to general networks. We show tha t our algorithm performs well when compared to 

previous algorithms for solving the VPDBA problem and that our algorithm  will outperform  

previous algorithms in the case in which network resources are limited. Our algorithm  also 

produces solutions that are guaranteed to provide some level of service to all stream s, thus 

providing a degree of fairness not found in previous algorithms.

Finally, in Chapter 8. we provide a summary of the contributions introduced in the 

seven previous chapters. In addition, we provide a description of several items tha t w arrant 

future study.
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Chapter 2

Shared Bandwidth

We believe that the existing V P distribution and bandwidth allocation schemes can be 

improved by explicitly considering the benefits of shared bandw idth. The previous VP 

work th a t considers shared bandw idth  uses m ethods that increase the am ount of work that 

must be done by the network or bandw idth manager. One m ethod of sharing th a t involves 

very little management overhead is to force some of the bandw idth to rem ain unreserved 

along each route. Then any call th a t cannot be handled on its designated VP can a ttem pt 

to use this unreserved bandw idth pool. We use this sharing scheme and explore the impact 

on a  single network link.

In this section, we dem onstrate the advantages of sharing bandw idth  via examples. By 

sim ulating a  single link, we show th a t a system tha t allows sharing will outperform  (in terms 

of loss probability) a system th a t does not allow sharing. We also discuss other benefits of 

including shared bandwidth w ithin a  network. The observations tha t we make will later be 

applied to the algorithm tha t we develop to solve the VPDBA problem.

25
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2.1 Shared B a n d w id th  E xp erim en t

Consider a single link in a network w ith several VPs traversing the link. Assume that the 

link contains B  units of bandw idth. We will assume that all calls require a single unit of 

bandw idth for service and model the bandw idth as B  servers. Let K  be the number of 

traffic sources that send calls to the link. Assume that a VP exists for each traffic stream 

on the link. Calls from one traffic stream  are not allowed to share bandw idth reserved for 

use by a different traffic stream . Assume that the same number of servers S  is assigned to 

each VP. Any servers not assigned to a VP are unreserved and can be shared. Such a link 

is shown in Figure 2.1.

Unreserved

Figure 2.1: A link with K  VPs and shared bandwidth.

Assume that when a call arrives from a source, it checks to see if there is enough capacity 

available on the VP assigned to it. If there is, then the call is established and no setup cost 

is incurred. If there is not, then the call checks to see if there is enough shared capacity 

available to handle it. If there is, then the call is established incurring a  setup cost (for
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using a non-VP route), otherwise the call is lost.

Intuitively, the lowest loss probability will occur when there are no VPs in the system 

and all servers are shared among all traffic sources. However, in this case, all calls will 

incur a setup cost. The highest probability of a loss will occur when all of the servers are 

reserved for VP traffic and no servers are unreserved for sharing. In this case the setup cost 

is minimized.

We study several partitions of the servers among the VPs and  shared servers. To com­

pare the performance of the system using the different paxtitions, we will calculate the 

probability of a loss and probability of setup in each case. Then we will calculate the per­

cent difference in loss probability by finding the difference between the two loss probabilities, 

dividing this difference by the larger of the two probabilities and multiplying this quantity 

by 100%. Suppose th a t we wish to find the percent difference in loss probability /  for two 

server partitions. We will call the system with the first partition  system i and the system 

with the second partition system j .

difference between the two setup probabilities, dividing this difference by the larger of the 

two probabilities and multiplying this quantity by 100%.

percent loss = f  = max{P(loss  in  sys tem i) ,P(loss  in  sys tem  j ) }
|P(loss in  sys tem  i) — P(loss in  s y s te m  j ) |

Similarly, the percent difference in call setup probability g can be calculated by finding the

percent setup = g =
|P(setup in  sys tem  i) — P(setup in  sys tem  j ) |

max{P(se4up in  sys tem i), P{setup in  sys tem  y)}
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We also look at the perform ance of our objective function o f the form

28

(a P ( lo s s )) +  ((1 — a)P(setup))

We can compute the percent difference for this objective function by calculating the value 

of h in the two systems being considered.

hi =  (aP( loss  in  sy s tem  i )) -F ((1 — a)P (se tup  in  sys tem  i))

hj = (aP( loss  in  sy s tem  j ) )  +  ((1 — a)P{se tup  in  sys tem  j))

T hen the percent difference in the value of the objective function h is

percent objective f u n c t io n  =  h =  — * 100%
max {hi, h j }

2 .1 .1  T e s t  C a se s

The percent loss and percent setup results are compared for varying numbers of traffic 

sources in two network test cases. For each test case, the system  in which all of the servers 

are equally divided among the  VPs, thus resulting in no shared servers, is compared to 

systems in which some of the servers are shared.

We study two test cases. In  the first, the overall arrival ra te  to the system is constant 

and equal to 60 calls/tim e unit. Thus if there are 30 traffic sources in the network, each 

has an arrival rate of 2 calls/tim e unit. If there are 2 traffic sources, then the arrival rate 

of each source is 30 calls/tim e unit. The parameter values for the systems considered in 

Test Case I with their corresponding num ber of shared servers are shown in Section A .1.1
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of Appendix A Table A .I. A dash in a particular column indicates tha t the servers could 

not be evenly distributed am ong the VPs in this case.

We also consider a  second test case. This second example network contains 48 servers. 

The overall arrival rate to the system  is constant and equal to 48 calls/tim e unit. The 

param eter values for Test Case 2 are shown in Section A .1.1 of Appendix A Table A.2.

2 .1 .2  R e s u lt s

A simulation was run for each test case and param eter value. For each test case the resulting 

loss probability

P(lo.ss) =
the number o f  calls lost 

the total number o f  calls

and setup probability

P(setup)
the number  o f  calls incurr ing a setup cost 
the number  o f  calls accepted by the  sy s tem

was calculated.

The partitions of servers com pared in each test case are shown in Table 2.1. When 

comparing the performance of these partitions, we will refer to each partition  by the System 

num ber associated with it in Table 2.1.

Test Case 1 - 6 0  to ta l servers
System 1 
System 2 
System 3 
System 4

0 shared servers 
30 shared servers 
20 shared servers 
12 shared servers

Test Case 2 - 4 8  to ta l servers
System 1 
System 2 
System 3 
System 4

0 shared servers 
24 shared  servers 
16 shared servers 
12 shared servers

Table 2.1: Summary of the server partitions for the sharing experiment.
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The loss and setup probabilities for Test Case 1 are shown in Section A.1.2 of Appendix A 

in Tables A.3 and A.4. The loss and setup probabilities for Test Case 2 are shown in 

Appendix A Tables A.5 and A .6. The confidence intervals for the loss probabilities and 

setup probabilities expressed in the tables are based on 1,000 data  points and represent a 

95% level of confidence tha t the true mean of the probability lies in the indicated range. 

Each data point is the result of a simulation of 1,000,000 calls.

From the loss probability and setup probability values produced by the simulations, we 

calculate the values of / ,  g, and h for each test case and set of param eter values. These 

values are shown for Test Case 1 in Section A.1.3 of A ppendix A in Tables A.7, A.8, and 

A.9 and for Test Case 2 in Appendix A Tables A .10, A .11, and  A.12.

The graphs in Figures 2.2, 2.3, and 2.4 show the percent difference for the loss proba­

bilities /  and the percent difference for the setup probabilities g for Test Case 1 comparing 

Systems 1, 2, 3, and 4. In addition, the percent difference for the objective function h has 

been plotted for each comparison using several values of a.  A lthough the points plotted 

are discrete points, a line has been drawn connecting points for each function to show the 

trend of the data.

In Figure 2.2 the percent difference for each of the three functions is shown comparing 

System 1 and System 2. In this graph, we are comparing the  case when no shared servers 

are available in the network and the case when 30 of the servers are shared. The line 

showing / ,  the percent difference for the probability of a  loss, increases quickly as the 

number of traffic sources increases and then levels off. This implies that as the number 

of traffic sources that share servers increases, the number of losses th a t occur will increase 

more slowly when compared to a system with no shared servers. This trend is also seen
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Figure 2.2: Results from Test Case 1 comparing System 1 and 2.

in Appendix A Table A.3. In Systems I and 2, when only two traffic sources enter the 

network, the P(loss)  values for these systems axe relatively close in value. However, when 

30 traffic sources enter the  network, the network w ith shared servers experiences a  much 

lower loss probability th an  the same network w ithout shared servers.

The line showing the percent difference for the probability of setup g is flat. Because 

there is never a  setup cost when there are no shared servers (as in System 1), the percent 

difference in setup for Systems 1 and 2 is always 100%.

The lines representing the percent difference of the  objective function h vary w ith the 

value of a. A low value of a  emphasizes the im portance of the setup cost. When a low 

value of a  is used the resulting line mirrors the line for g. A high value of a  emphasizes 

the importance of the  loss probability. W hen a high value of a  is used, the resulting 

line approximately m irrors the line for / .  W hen a m id-range value of a  is used, the loss
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probability and the setup probability  are given equal weight. T h e  line for the m id-range 

value of a  shown in Figure 2.2 lies between the lines for the objective function lines plotted 

with low and high values of a.

Similar results can be seen in Figure 2.3 and Figure 2.4. These graphs compare Test 

Case 1, Systems 1 and 3 and Test Case 1, Systems 1 and 4 respectively. Again we see a 

slow increase in the percent difference for the loss probability in these graphs. The percent 

difference for the setup probability is constant. By varying the value of a,  emphasis can 

be placed on the percent difference in loss probability (resulting in a  line tha t mirrors / ) ,  

percent difference in setup probability  (resulting in a line th a t m irrors g). W hen a mid­

range value of a  is used, equal im portance is given to the percent difference in loss and 

percent difference in setup.

too

80

60

4 0

20

0
0  5  1 0  1 5  2 0

N u m b er o f T raffic S o u r ces

Figure 2.3: Results from Test Case 1 comparing System 1 and 3.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



C H A P T E R  2. SH A R E D  B A N D W ID T H 33

s

too

8 0

4 0

20

0
6 82 40 10 12

f —
g  —

h, a lph a  =  0 .1  -• 
h. a lph a  = 0 .5  
n. a lph a  = 0 .9

N um ber o f  Traffic S o u r c e s

Figure 2.4: Results from Test Case 1 comparing System 1 and 4.

The graphs in Figures 2.5, 2.6 and 2.7 show /  the percent difference for the loss prob­

ability, g the percent difference for the setup probability, and h the percent difference for 

the objective function for the networks in Test Case 2. Again, each point in the graph in 

each figure represents a value of the percent difference for the systems described. Although 

the points plotted are discrete points, a line has been drawn connecting them  to show the 

trend of the data.

The graphs for Test Case 2 display data  with trends similar to the data  in the graphs for 

Test Case 1. Again, we see th a t the line showing /  the percent difference for the probability 

of a  loss increases quickly as the number of traffic sources increases. After a  point, the line 

levels off. The graph shows th a t as the number of traffic sources increases, the benefits 

of sharing increase. As the number of traffic sources tha t share an unreserved (non-VP) 

pool of bandw idth increases, the  number of losses tha t occur increase more slowly when
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Figure 2.5: Results from Test Case 2 comparing System 1 and 2.

compared to a system that contains no shared bandwidth.

As in the graphs for Test Case 1, we see tha t the line for the percent difference in 

setup probability g is flat. This is because we are always comparing a system with no 

shared bandwidth to a system with some shared bandwidth. The system without shared 

bandw idth will always have a P(setup)  =  0 because all calls accepted in the network will 

use a VP and not incur a setup cost. Thus the percent difference for g will always be 100%.

The line representing h varies with the value of a. When a  is small, the contribution 

of the P(setup)  is emphasized in the objective function and the resulting line mirrors the 

line representing g. W hen a  is large, the contribution of the P(loss) is emphasized in the 

objective function and the resulting line mirrors the line representing / .  When a  has a 

m oderate value, the contribution of the P(loss) and the P(setup) are equal.
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Figure 2.6: Results from Test Case 2 comparing System 1 and 3.
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Figure 2.7: Results from Test Case 2 comparing System 1 and 4.
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2 .1 .3  C o n c lu s io n

From the data  collected, we conclude that a network th a t contains a shared pool of band­

w idth will perform b e tte r in terms of loss probability when compared to a network in that 

all bandwidth is assigned to VPs. We further observe th a t as the num ber of traffic sources 

th a t share a common podl of bandwidth increase, the benefits of sharing increase. When 

more traffic sources use a  shared bandwidth pool, the  number of losses that occur increase 

more slowly than in  a network that contains no shared bandw idth.

2.2  O ther B e n e fits  o f Sharing

We have shown in the previous section that a  network th a t allows shared bandw idth will have 

a lower overall call blocking probability than  a network th a t does not share bandwidth. A 

sm all call blocking probability is a desirable characteristic in networks, thus making shared 

bandw idth desirable in a  network layout. We argue th a t shared bandw idth is not only 

desirable but essential in some networks for a variety of reasons.

2 .2 .1  E x p a n s io n  o f  t h e  S o lu t io n  S p a c e

The use of shared bandw idth  expands the solution space for some problem formulations. 

Suppose that the objective function being used to evaluate network performance is one in 

which there is an upper bound on the loss probability. W hen using this type of objective 

function, the goal is to minimize the probability of setup  while m aintaining a loss proba­

bility tha t is lower th a n  the upper bound. We described this type of objective function in 

Section 1.1.3.
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In a network in which no bandwidth is shared, there may be no VP layout and bandw idth 

allocation tha t maintains the loss probability below the upper bound. In this case, no 

solution can be found to the VPDBA problem. By allowing shared bandwidth, the overall 

loss probability can be decreased and the solution space of the VPDBA problem can be 

expanded.

2 .2 .2  A llo w s  L o c a l C o n tr o l

The use of shared bandwidth provides additional local control. Consider a network in which 

all of the bandw idth in the network is reserved for VPs. Assume that several traffic sources 

are serviced by the network and tha t each traffic source has a dedicated VP. Suppose that 

one of the traffic sources experiences a burst. In a network configuration tha t does not 

allow shared bandwidth, this bursty traffic source will quickly use all of the servers assigned 

to it. Calls th a t arrive when all of the reserved servers are in use will be lost. If some of 

the network bandw idth is reserved for shared use, the am ount of loss due to bursty  traffic 

decreases. W hen some bandwidth is shared and a traffic source experiences a burst, the 

servers reserved for this source are used first. W hen all of the reserved servers are in use, the 

remaining calls in the traffic burst overflow the reserved servers and use the shared servers. 

Only when all of the reserved and shared servers are busy are the calls lost.

Shared servers can be used to handle bursts from any traffic source. There is no need to 

reconfigure the VP layout or bandwidth allocations of the network VPs, reducing network 

management costs.
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link only rou ie

Figure 2.8: An example of a network with link failures.

2 .2 .3  Im p r o v e d  C o n n e c t iv i t y

Sharing improves the connectivity of networks. Consider a network in which all bandw idth 

is assigned to VPs and only a few paths exist between a particular source-destination pair. 

T hen a few link failures can cause severance of service. In a network that allows shared 

bandw idth, when a few failures occur, calls can still be serviced. If the VP assigned for a 

call experiences a link failure, the call can find a link only route using the shared bandw idth 

as shown in Figure 2.8. For a fairly connected network, a path will likely exist between the 

source and destination for the call.

2.3  Sum m ary

We introduced a new scheme for sharing bandw idth that improves the network perfor­

mance in terms of loss probability especially w ith a moderate to large number of sources. 

O ur scheme does not increase the  amount of work tha t must be done by the network or 

bandw idth manager and therefore has less potential to increase setup delays in a  network.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



C H A P T E R  2. SHARED B A N D W ID T H  39

Our scheme allows many stream s to share a pool of unreserved bandw idth for calls tha t 

overflow from a VP assigned to an  individual source. Thus our scheme reduces the need to 

reconfigure the VP layout and capacity allocation due to changes in traffic characteristics.
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Chapter 3

Line Network Base Case

The VPDBA problem is NP-Complete as we discussed in Chapter 1. Because the solution 

to the distribution problem clearly affects the optim ality of the solution to the allocation 

problem, we opt to solve these jointly by solving the problems in sequence iteratively. The 

algorithm  is shown in Figure 3.1.

A key step in the solution of the VPDBA problem  is the evaluation of the performance 

measures for the resulting layout and capacity assignment. We could estimate the perfor­

mance measures using simulation. However the time needed to run a simulation of the 

system increases non-linearly w ith network size. To avoid lengthy simulations, we would 

like to be able to calculate performance measures theoretically by solving the equivalent 

Markov chain. However, as the size and complexity of the network increases, the difficulty 

of solving the Markov chain increases. We will propose a decomposition method that sim­

plifies the calculation of performance measures. The performance measure approximation 

m ethod proposed would be used in the second step of the algorithm shown in Figure 3.1. 

We investigate several methods for combining results from the decomposed networks to 

obtain a good approxim ation of the performance measures of interest.

O ur goal is to provide a robust heuristic for solving the VPDBA problem. As a first

40
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Initial parameter values
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Use layout and assignm ent

to produce perform ance 
measures

T
Stop

Figure 3.1: Algorithm for solving the VPDBA problem

step toward a solution for the VPDBA problem for a general network, we will consider 

the solution for a simple network with a line topology. Finding the optimal solution to 

the VPDBA problem for a  line network is still a complex process. Therefore, we consider 

a  simpler case initially. In this initial case, a  single end-to -end  VP has already been 

established in the line network. We develop an effective performance measure approximation 

m ethod for this base case. Later we will use this base case as a sub-model for a general line 

network and the general network case.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



C H A P T E R  3. LINE N E T W O R K  B A S E  C ASE  42

3.1 S im plified  N etw o rk  M o d el D escrip tion

We describe the modified network model for the base case of a line network. In this model, 

a single end-to-end VP has been established within the network.

Consider a simple network of N  -f- 1 nodes where node i is connected to node i + 1 

Vi. 0 < i < (N  — 1) as shown in Figure 3.2. A VP has been established between node 0 and 

node N .

0 —  K *

0 
b

0

:o —

F ig u r e  3 .2: An example network.

• At each node i there are Ki  servers. Vi of these servers are VP servers tha t are reserved 

for use by calls from node 0 to node N .  SHi  of these servers are shared servers that 

can be used to handle local traffic as well as calls from node 0 to node N  tha t can not 

be handled by the VP servers.

• Two types of calls arrive in the network.

1. Calls arrive at node 0 th a t are destined for node N .  These arrivals are Poisson 

distributed w ith arrival ra te  Xvp and use the VP servers if one is available at each 

node between 0 and N  inclusive. If there is not a VP server available at each 

node, these calls can use the shared servers, reserving one shared server at each
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node a t the tim e th a t the call arrives at node 0. If no server is available, the call 

is lost.

2. At each node 1, 0 <  i < {N — 1), Poisson d istributed  local calls arrive with arrival 

rate A*. Local calls can only use shared servers. If no shared server is available 

at the node, then the call is lost.

• Services are exponentially distributed with param eter p..

We are then interested in the P(loss), P(setup)  and value of the objective function of 

the form F  = aP(loss)  + (1 — a)P(setup) .  This objective function can be used to determine 

the optimal VP capacity allocation for the single end-to -end  V P established in the network.

3.2  S im ulation

Before considering theoretical performance measure approxim ation m ethods, we develop a 

simulation to validate our theoretical performance model. T his sim ulation will be used to 

study  the performance of a  simple network containing a single en d -to -end  VP as discussed 

in Section 3.1. We present the pseudocode for the corresponding sim ulation and show the 

validity of the simulation m ethod.

3 .2 .1  P s e u d o c o d e

A next event simulation for the N  1 node network described in Section 3.1 was written. 

T he pseudocode for this sim ulation follows.
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generate an arrival at node 0 for the VP 
for each node i

generate a local axrival at node i

currentEvent = get the first event from the event list

while (number_of_calls_arrived < MAX_number_of_calls) 
currentTime = current Time + currentEvent->time

if (currentEvent->type == arrival) 
increment number_of_calls_arrived

if (call is for VP)
if (VP server is available)

increment number_of_calls_requiring_no_setup 
mark one VP server used at each node i, 0 <= i <= N 
generate a service event 

else if (shared server is available at each node i, 0 <= i <= N) 
increment number_of_calls_requiring_setup 
mark one shared server used at each node i , 0 <= i <= N 
generate a service event 

else
increment number_VP_Loss 

generate the next VP arrival

else // (call is local)
if (shared server is available at this node) 

increment number_of_calls_requiring_setup 
mark one shared server used at this node 
generate a service event 

else
increment number_Local_Loss[this node] 

generate the next local arrival at this node

else // (call is service) 
if (call was local)

unmark one shared server at this node 
else // (call was VP)

if (call was handled by VP servers)
unmark one VP server at each node i , 0 <= i <= N 

else // (call handled by shared servers)
unmark one shared server at each node i , 0 <= i <= N

currentEvent = get next event;
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The simulation continues until the maximum num ber of arrivals have entered the system. 

The probability of a  loss is calculated using the following formula:

p y   ̂ n urnber-Local-Loss[i]) + number_VP-Loss
number.of-calls-arrived

and the probability of a setup is calculated using the following formula:

number-O f  -cal I s .requiring .setup
P{setup) = number.o  f  .calls .requiring . setup +  number.o f  .calls .requiring .no .setup

3 .2 .2  T h e  V a l id i t y  o f  t h e  S im u la t io n

This section describes the network configuration studied and the solution of the equivalent 

Markov chain. Then the various test cases are listed and  the results for the simulations and 

theoretical solutions are compared.

3 .2 .2 .1  M arkov  C h a in  S o lu tio n  M eth o d

The following solution m ethod is used to obtain the theoretical solution for the loss prob­

ability in each network test case. First the state space for the system is defined. Then the 

Markov chain is w ritten  for the system based on the sta te  transition rates. Then we solve 

this chain for the sta te  probabilities. Finally the state  probabilities can be used to calculate 

the theoretical probability tha t a call will be lost.

Consider a system with 2 nodes. At each node there is one VP server and one shared 

server as in Figure 3.3. Then each state of the system can be uniquely described by a triple. 

Let

VUSed =  khe num ber of VP servers in use
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_____

F ig u re  3.3: The system  modeled in the Markov chain solution.

S H q =  the number of shared servers in use at node 0

S H l =  the number of shared servers in use a t node 1

Then the state  of the system can be w ritten as a  triple,

s = ( vused'5 -ffo . S K I).

However, there are two transitions each with rate Xvp th a t can be made to state (1. 1. 1). 

Suppose the system is in state  (1 ,0 ,0) and experiences a VP arrival. The VP server is 

already in use, but a shared server is available at each node. So the VP call will be adm itted  

to the shared servers, causing the transition to state  (1 ,1 ,1 ). Suppose the system is in state  

(0,1, 1) and experiences a VP arrival. The VP server is free and so the call is adm itted

to this server causing the transition to state (1, 1,1). Because two transitions occur to the

same state , (1, 1,1) with the same rate, we must have a m ethod of differentiating between 

these two types of transitions. Otherwise when the service in sta te  (1,1,1) were completed, 

we w ouldn’t know to which state  the next transition should occur. To solve this problem, 

a designation has been added to differentiate between a transition to state (1,1, 1) where a 

VP call uses shared servers, designated (1 ,1 ,1 ,SH )  an d  a transition to state (1,1, 1) where 

a VP call is using the VP server, designated (1,1,1, V P ) .

We can then write the Markov chain for the system  as shown in Figure 3.4 and solve for 

the probability tha t the system is in a  given state. These sta te  probability results can be 

combined to find the theoretical probability of a  loss for a  system. Each state probability
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(0.0.0)

(0.0.1)

<0.1.1

F ig u r e  3 .4 : The Markov chain for the system  in Figure 3.3.

is multiplied by the arrival rate  to tha t state and summed. T he sum  is then divided by the 

to tal arrival rate  to the system .

P(loss') = [A iP(0 ,0,1) +  A0P ( 0 , 1, 0) +  (A0 +  A r )P (0 ,1,1) +  (Ax +  A„p)P(l, 0,1) 

+(Ao +  Aup)P ( l ,  1,0) +  (Ao +  Ax -F A„p) P ( l ,  1,1, V P )

+  (Ao +  Ax +  Aup)P(l ,  1,1, 5iT)]/[Ao +  Ax +  Aup]

3 .2 .2 .2  T est C ases

The theoretical solutions were found for the test cases listed in Section B. 1.1.1 of Appendix B 

Table B .l. All test cases have a network as shown in Figure 3.3 and therefore can be modeled 

by the Markov chain shown in Figure 3.4.
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3 .2 .2 .3  S ta te  P r o b a b il ity  R e su lts

The Markov chain for each of the 10 test cases was solved for the steady state probabilities. 

These results are shown in Section B .1.1.2 of Appendix B Table B.2.

3 .2 .2 .4  R e su lts

Each simulation was run for 1,000,000 calls. The confidence intervals for the simulation 

results are based on batches of 1,000 data points and indicate a 95% confidence th a t the 

true mean lies w ithin the indicated range. The percent difference between the two loss 

probability values obtained was calculated. Table 3.1 shows tha t the values are very close 

to one another in all test cases. The maximum percent difference for the test cases considered 

was less than 25%. It should be noted that loss probabilities must have a value between 0 

and 1 by definition. W hile a  difference of 25% represents a potential difference + /-0 .25, in 

our test cases the actual difference between the sim ulation result and theoretical result that 

resulted in this percent difference was 0.04. In all bu t 2 test cases, the percent difference 

was less than 5%. Thus we conclude that valid perform ance measures can be obtained by 

using our simulation m ethod.

3.3 A p p rox im ate  M arkov M odel

We want to be able to calculate the overall loss probability for a given system without 

running a simulation. Clearly the results can be obtained by solving the equivalent Markov 

chain for the system bu t the state space becomes very large as the number of servers or 

number of nodes increase.
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Test Theoretical Simulated Percent
Case P(loss) P (loss) Difference
1 0.3500753703 0.342678 + /-  0.000030 2.11308
2 0.3333333 0.319288 + / -  0.000031 4.21359
3 0.9009563858 0.871313 + / -  0.000023 3.29021
4 0.5938601909 0.659844 +/-  0.000037 9.99991
5 0.7211203632 0.719222 + /-  0.000031 0.263252
6 0.7503944727 0.720470 +/-  0.000031 3.98783
7 0.8663134572 0.865871 + / -  0.000022 0.0510736
8 0.1802141443 0.136488 + /-  0.000024 24.2634
9 0.9131143467 0.910919 + /-  0.000019 0.240424
10 0.47817245 0.472787 +/-  0.000033 1.12626

T able 3.1: Comparison o f  theoretical and simulation results for the test cases in Tabic B .l.

We would like to break the larger network, as shown in Figure 3.2, into a series of 

smaller systems, each w ith  one node, as in Figure 3.5. These smaller systems can easily 

be solved by writing the corresponding Markov chain and  solving the balance equations for 

each system. Then the results from these smaller chains can be combined to approximate 

the solution for the original larger system. Because of the dependence between the systems 

(which we will dem onstrate), we need to find a good m ethod for combining the results from 

the smaller systems.

3 .3 .1  N o t a t io n

We will be considering the  solution to the base case network as described in Section 3.1. 

Subsequently, the following notation will be used.

• refers to the arrival ra te  for local calls at node i.

•  Xvp refers to the arrival ra te  for VP calls in the original system.

• Aup' refers to the arrival ra te  for VP calls in the sm aller system. A„p' is calculated as
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o
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F ig u re  3 .5 : T he exam ple network broken into smaller system s.

follows:

and

and

( A i ; p 0 )    A  y p Q

P(lOSSypQ)   P(lOSSypQ)

P? is the probability th a t the VP servers are all busy a t node i where Xvp is used as 

the arrival rate for the  V P calls.

P-" is the probability th a t the VP servers are all busy a t node i where A i s  used as 

the arrival rate for the V P calls.

P{losSi) is the probability  of a  local loss a t node i in  the  smaller system containing
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node i where Aup is used as the arrival rate for the VP calls.

•  P(lossi)'  is the probability of a local loss a t node i in the smaller system containing

node i where Aup' is used as the arrival rate for the VP calls.

•  P(lossvpi) is the probability of a VP loss in the smaller system containing node i

where \ vp is used as the arrival rate  for the VP calls.

•  P(lossvpiY is the probability of a  VP loss in the smaller system containing node i

where Avp' is used as the arrival ra te  for the VP calls.

3 .3 .2  P r o o f  o f  S u b s y s te m  D e p e n d e n c e

If the subsystems were independent, we would have a product-form  network and would be 

able to derive an exact solution for the performance measures for the original system. We 

now show tha t the subsystems are not independent.

T h e o re m  3.1 Consider a line network containing N  nodes. Suppose that the network is 

separated into N  subsystems, each containing a single node, then these subsystems are not 

independent.

P ro o f :

1. Consider a system with 2 nodes as in Figure 3.3. The network contains one shared 

server and one VP server at each node. Let A  be the event that no shared servers are 

in use at node 0. Let B  be the event tha t no shared servers are in use at node 1.

2. Assume th a t the subsystems are independent. The system could be split as shown in 

Figure 3.6.
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° - K

Figure 3.6: The network in Figure 3.3 broken into smaller system s.

3. Let PS(AC\B ) be the probability that there are no shared servers in use a t node 0 and 

that there are no shared servers in use a t node 1 in the original system. Let Pq{A) 

be the probability that there are no shared servers in use at node 0 in the subsystem 

containing node 0. Let Pi{B)  be the probability  th a t there are no shared servers in 

use at node 1 in the subsystem containing node 1.

4. Then PS(A n  B)  =  Pq(A)P\{B)  if the events A  and B  are independent.

5. To prove tha t the subsystems are not independent, we need only show th a t for some 

system, PS{AC\B) ^  P0(A)Pi(B).

6. First consider system s. For the input param eters shown write and solve the corre-

A0 =  0.5 V0 =  1
Ax =  5.0 Vi =  1
Xvp - 10.0 SHo =  1
jj. =  1.0 S H i  =  1

sponding Markov chain to calculate the theoretical state  probabilities.
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P[0,0,0] =  0.00502513
P [0 ,0 ,1] =  0.0251256
P [0 ,1,0] =  0.00251256
P[0,1,1] =  0.0125628
P[1,0,0] =  0.0502513
P[l, 0.1] =  0.251256
P [l,  1,0] =  0.0251256
P [1 ,1 ,L ^ P ]  =  0.125628
P [1 ,1 ,1 ,5 P ]  =  0.502513

So PS(A  n  B)  =  P[0,0,0] + P [0 ,0 ,1 ]

=  0.00502513 +  0.0251256 

=  0.03015073

7. Now write the Markov chain for each of the subsystems to obtain the theoretical state 

probability results.

Subsystem 0
Ao =  0.5
^up =  10.0
V =  1.0
Vo =  1
S H q =  1

P[0, 0]0 =  0.0152931
P[ 0,1] o =  0.075616
P[l) 0]o =  0.0849618
P [l,l]o =  0.824129

Subsystem 1
Ar =  5.0
^vp =  10.0

=  1.0
Vi =  1
SH i =  1

P[0,0]! =  0.00936849
P[0 ,l]i =  0.0815406
P[li o] i =  0.0589868

=  0.850104

So
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P o ( A )  =  P o [ 0 ; 0 ]  +  P o [ 0 , 1]

=  0.0152931 +0.0849618 

=  0.1002549

And

PUB)  = A [0 ,0 ]  +  Pl [0,l]

=  0.00936849 +  0.0589868 

=  0.06835529

Therefore

Po(A)Pi(B) =  (0.1002549) (0.06835529)

=  0.0068529528

However 

0.0068529528 #  0.03015073

So

PS( A H B )  yLPQ{A)Pl {B)

Thus events A  and B  are not independent, implying tha t the subsystem s are not 

independent. Hence the events at one node in the system effect the other nodes in 

the system.

Because the subsystem s are not independent, we investigate several m ethods of approx­

im ating the perform ance measures of the original system using the subsystem  results and 

compare the approxim ated perform ance measures to the performance measures found by 

simulation.
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3 .3 .3  T e s t  C a s e s

Before presenting our approximation methods and results, we describe the test cases used to 

test the approximations. We focus on the probability of loss in the system as a  performance 

measure. Several networks with various param eter values were examined. Table B.3 in 

Section B.2.1 of Appendix B lists the param eter values for the 13 test cases considered. 

The test cases were designed with a variety of network sizes from 2 to 15 nodes and with 

various arrival rates to test the effect of these param eters on the overall loss probability.

3 .3 .4  S im u la t io n  R e s u lt s

A simulation was run for each of the test cases in Table B.3. The resulting loss probability 

for each test case is shown in Appendix B Section B.2.2 Table B.4. All simulations were run 

for 1,000,000 calls. The confidence intervals indicated were calculated based on batches of 

1,000 samples and represent a 95% confidence tha t the true mean lies within the indicated 

range of the given mean. We will later use these simulation results in a comparison with 

the performance measures calculated using our approxim ation method.

3 .3 .5  S u b s y s t e m s  w ith  O r ig in a l A r r iv a l  R a t e s

Each of the networks described in Section 3.3.3 was divided into a series of subsystems each 

containing a single node. Then the probability of loss for each of the subsystems was found 

by solving the Markov chain for each of the corresponding systems. If the original system 

given in Section 3.3.3 has i nodes, then it was broken into i subsystems. Each of these 

subsystems has two Poisson distributed call arrival stream s having arrival rates A; and Xvp. 

The service ra te  in the subsystems is equal to  the service rate  in the original system fi. The
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subsystems each contain the same number of V P servers and shared servers as the original 

system.

The performance measures obtained by solving these system include the state probabil­

ities, probability tha t the VP servers are busy a t node 0. probability of loss occurring to a 

local call, and the probability of a loss occurring to a VP call. These performance measures 

are shown for each of the network test cases in Section B.2.3 of Appendix B Table B.5. 

Blank row entries appear in Table B.5 when the probabilities in these rows will not be used 

in the approxim ation calculations.

3 .3 .6  S u b s y s t e m s  w ith  T h in n e d  A r r iv a l  R a t e s

W hen the network is broken into subsystems, it was assumed that the VP input stream  has 

the same rate a t each node. However, in the original model when VP calls arrive at node 0 

they are either accepted or lost based on the availability of servers at all nodes. So in the 

original system, the decision to accept or reject a  VP call is made a t node 0 only. O ther 

nodes only experience arrivals that were accepted at node 0. Therefore, the other nodes in 

the original system will experience lower arrival rates for VP calls.

The following example illustrates the significance of this observation. Suppose the arrival 

rate of VP calls is high and the arrival rate of local calls a t node 0 is high and the arrival 

rate of local calls a t all other nodes is low. T hen in the large system, many VP calls will 

be rejected because there is a high probability th a t all VP servers will be busy because the 

VP call arrival rate is high. There is also a high probability tha t a shared server will not 

be available at every node in the network because the arrival rate of local calls to node 0 

is high. However, when this network is split into subsystems each with the same V P call
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arrival rate, this same behavior is not modeled. The subsystem  containing node 0 will still 

reject many VP calls since the VP arrival rate is high and the arrival rate of calls to node 

0 is high, so there is a good chance tha t no server will be available for a call. However the 

other subsystems will adm it a  larger number of VP calls, because while the virtual path 

arrival rate is the same, the local call arrival rate is lower. Thus calls will be adm itted to 

shared servers at these nodes th a t would have been rejected in the original system.

By assuming all subsystems have a VP input stream  with rate  Aup, we are over­

estim ating the arrival ra te  of VP calls to some of the nodes in the network. To compensate 

for this fact, we will thin the arrival rate of VP calls to each node in the network based on 

the following formula.

(A„Pi)' =  (1 -  Vz > 1

and

( A u P q )  =  A u p o

and

P(lOSSvpQ)   P{lOSSypQ^

The intuition for this formula is as follows. At each node i. a number of V P  calls will 

be lost. Thus at future nodes j , j  > i, these V P  calls will not arrive since they have already 

been lost at node i. The thinned loss rate formula reduces the V P  call arrival rate at each 

node. To calculate the resulting th inned rate, we m ultiply the probability tha t a V P  call 

is not rejected by the previous node ( 1  — (Plossvpj ^ ) ) 7 by the V P  call arrival rate at the 

previous node (Xupi_ l )'. This approxim ates the actual arrival ra te  of V P  calls for a given 

node.

Table B.6 in Section B.2.4 of Appendix B shows the results obtained by solving the

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



C H A P T E R  3. LINE N E T W O R K  B A S E  C A SE  58

Markov chain for each of the subsystems using the thinned arrival rates. The state proba­

bilities, probability that the VP servers are all busy at node 0, probability of loss occurring 

to a local call, and the probability of a loss occurring to a VP call of each of the network 

test cases are shown.

3 .3 .7  A p p r o x im a t io n s

We now propose several approximation m ethods and then study their performance. The 

approxim ation methods are all based on the idea of using the steady sta te  probabilities 

from the Markov chain solutions of the subsystems to calculate the loss ra te  for local calls 

and the loss rate for VP calls. These loss rates are summed and divided by the total rate 

a t which calls enter the system. The intuition tha t we used to develop each approximation 

is explained as each approximation is defined.

A p p ro x im a tio n  1 As a first approximation, we break the larger system  into a series of 

single node systems that are easy to solve using a  Markov chain. In the series of smaller 

systems, there are N  streams of VP calls, one in each of the smaller systems. In the larger 

system there is only a single stream  of VP calls. As a first approximation, we include all N  

stream s of VP calls in the formula.

p „  , _  E t l o 1 XiPjlossj)  +  E - I o 1 AvpP{lossvPl)
( E ^ o LAz) +  OV)(A,p)

A p p ro x im a tio n  2 We hypothesized that the VP calls were getting too much emphasis in 

Approximation 1. The VP calls are counted N  times in Approximation 1. In  Approximation 

2, we tried to correct this by counting the V P calls ju s t once in the num erator and once 

in the denominator. Because there are really N  loss probabilities for the VP calls, one for
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each of the subsystems, we need, a  method of combining these results into a  single measure. 

We used the straight average of the VP loss rate over the N  systems in the num erator and 

used Avp in the denominator.

p n os } _  Ei=0 XiPjlossj)  +  (AVp £ t=Q H{l°ssvpi))

(Efio1 + -V

A p p ro x im a tio n  3 In Approximation 3, we use the idea of thinning the VP arrival rates 

based on the number of VP calls that were lost in the previous subsystem. This idea was 

discussed in Section 3.3.6. So if a VP call is lost in the subsystem containing node i, we 

decrease the average arrival rate to the subsystem containing node i 4- 1 accordingly. In 

other words

( W  =  (i -  Vi > 1

and

(■̂ UPo) =  AypQ

and

P (loSSypg) — P(lossvpQ)

We  then substitute the value of (Avpi)' for Xvp and the substitute the value of P{lossvpi)' 

for P(Lossvpi) in Approximation 1 and obtain Approximation 3.

£;^ol XiP(iossi) +  e ^ o1 ^ v PiY(P(iossvpiy)P(loss)
(E := o ‘ A,) +  E S ‘ (A„pi)'

A p p ro x im a tio n  4 In Approximation 4, we modify Approximation 3 to reflect the loss 

rates for the local calls for the subsystems w ith an arrival rate of XvPi for V P calls.

E f lo 1 A j ( f  (lossiY) +  e S 1 (.KPiY(P(ioss„riy)
(E io 1 Ai) + E io 1 (EPi)'
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A p p ro x im a tio n  5 In Approxim ation 5. we modify Approximation 2 by substitu ting the 

thinned rates and corresponding loss probabilities found using A„p'. An average of the A„p' 

values has also been substitu ted  for the value of Xvpi in the denominator. The average is 

thought to better reflect the original system that contains a single VP arrival stream.

P(loss)  =
E ilo 1 a i(P{i°sSiy) + E E 1 AuP,r(P0o.»,p,)')

A p p ro x im a tio n  6 In Approxim ation 6, we attem pt to weight the loss rates based on the 

arrival rates of the various VP stream s. R ather than  taking a straight average of the arrival 

rate m ultiplied by the probability of a loss for each subsystem in the num erator, we divide 

this quantity  by the sum of the arrival rates. The denominator still contains a straight 

average of the thinned VP arrival rates.

E i l o 1 M P tio s s i) ')  +
P(loss) =  — -------------------------------

( E z=oLX) +  ^ r ^N

A p p ro x im a tio n  7 In Approxim ation 7, we experiment with a m ethod of obtaining a better 

approxim ation for the VP arrival rate. We want to simplify the approxim ation and reflect 

the fact th a t the average Xvpi' is very close to the original Xvp.

p n  , _  E ^ I o 1 Ad P j lo s s j )1) +  E - I o 1 (AvPiy (P( lossvPlY)
( E t o ^ + A ^

A p p ro x im a tio n  8 In Approxim ation 8, we attem pt to improve the accuracy of the previous 

approxim ations by using true weighted averages of the VP loss rates. We multiply each VP 

loss rate  by the arrival rate and divide by the sum of the arrival rates to obtain a weighted
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average.

E i i o 1 a dPiioss iY) +
P(loss) =  --------------------------------------------=0 (' vp' }---------

/ • y w V - l  x x H ; = n  ( ( A » p J ' ) 2  

l2^i=o AJ  +  v v- 1T a vZ-I= 0 \*vpl)
A p p r o x im a tio n  9 Approximation 9 is a modification of Approximation 7. We use an 

approxim ation of the weighted average of the VP call loss rate.

E l i o 1 AdP(loSSiy) +  A„p I2^ L-̂ ! l 2 l0v VP'y

(Ei=QL ^i) +  ^vp

A p p r o x im a tio n  10 Approximation 10 uses a different m ethod of calculating the proba­

bility of a loss of local and VP calls. In this approxim ation, let

P{ = the probability th a t the shared servers are all busy at node i 

P /  =  the probability th a t the VP servers are all busy a t node i

Then let

P v'r =  the  probability tha t a VP call is rejected by the shared servers.

jV - 1

p v ’r = i -  Y l  (i -  p i )
1 = 0

Note tha t a  V P call is rejected by the shared servers when there is not a shared server 

available at each node. Since P[  is the probability th a t the shared servers are all busy a t 

node i, then (1 — P f )  is the probability tha t there is a  shared server available at node i. 

Then (EfiEo1Ĉ  — ^ D )  *s fĉ ie probability th a t there is a  shared server available a t all nodes 

in the network. So P v,r is the probability tha t a shared server is not available at all nodes 

in the network.
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Then let

Pvp = probability th a t a VP call is rejected =  Pq P v’r 

Therefore the overall loss probability for the system is

P ( lo s s )  =  A‘f ir ) +  X<VP-T
( E t o  A , )  +  A„p

A p p ro x im a tio n  11 Approximation 11 is a modification of Approximation 10 using the 

thinned rates and weighted averages.

(E'lo1 \(P[Y) +
P(Loss)  = ----------------------------------- { vp) ---------

r y ^ v — 1 \  i  i ( ( A » p ) ' ) _
(^ = °  Ai )+ e £ o1(v p)' -

3 .3 .8  A p p r o x im a t io n  R e s u l t s

Table B.7 in Section B.2.5 of Appendix B displays the resulting loss probabilities calculated 

using the subsystem performance measures shown in Table B.5 and Table B.6 and the above 

approximation methods. For each test case, the loss probability for the simulation of the 

original system is shown for comparison. We omit the confidence intervals for the simulation 

results in Table B.7 because the intervals were presented previously in Table B.4 and were 

extremely small.

Table 3.2 shows the difference between the probability of a loss found by simulating 

the original system and approximate probability of a loss found using the approximation 

methods described. A negative (positive) difference indicates tha t the simulation result was 

smaller (larger) than the approximation result. In the table, an underline indicates that 

for the given test case, the approximation result in this column is closest to the simulation 

result. The sum of the absolute value of all the differences for each approximation method
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w e i s  calculated and appears as the last row in the table. This sum  represents the overall 

performance of the. approxim ation method.

test
case

difference 1 difference 2 difference 3 difference 4 difference 5 difference 6

1 0.027756 0.003073 0.027732 0.027773 0.003101 0.00122S
2 0.005869 0.001401 0.005872 0.005910 0.001449 0.000269
3 0.008423 0.001689 0.008236 0.007751 0.000927 0.000140
4 0.039309 0.004959 0.038334 0.038410 0.004754 0.003276
0 0.029791 0.001133 0.023608 0.025621 -0.000272 -0.014354
6 0.058030 -0.029472 0.035663 0.101149 0.023994 0.040806
7 0.035274 -0.034289 0.029429 0.049612 -0.012345 -0.009440
8 -0.038615 -0.066470 0.111887 0.183751 0.187587 0.308739
9 -0.002095 -0.045636 0.052488 0.073370 -0.002066 0.000742
10 0.002738 -0.063659 0.074533 0.126093 0.042790 0.136802
11 0.079138 -0.041674 0.108392 0.143217 0.031901 0.038188
12 -0.076604 -0.136654 0.088649 0.187374 0.129443 0.163490
13 -0.008181 -0.137250 0.052926 0.134134 0.017168 0.022021
SUM 0.411823 0.567359 0.657749 1.104165 0.457797 0.739495

test case difference 7 difference 8 difference 9 difference 10 difference 11
1 -0.000580 0.003106 • 0.003144 0.000845 0.000857
2 -0.000854 0.001449 0.001470 0.001149 0.001185
3 -0.000618 0.000927 0.000942 0.001012 0.000290
4 -0.000534 0.004749 0.005033 -0.000127 -0.000173
5 -0.006283 -0.000462 0.003323 -0.005628 -0.005885
6 -0.068005 0.024792 0.037422 -0.096350 -0.030545
7 -0.040041 -0.008566 -0.003938 -0.049329 -0.026461
8 -0.084778 0.126266 0.185387 -0.205076 -0.002038
9 -0.045306 -0.002328 0.005727 -0.060181 -0.026366
10 -0.084327 0.025340 0.086388 0.098066 -0.039970
11 -0.057308 0.031095 0.046515 -0.029270 -0.020197
12 -0.079277 0.091908 0.158347 -0.231263 0.010241
13 -0.075235 0.014566 0.043888 -0.193484 -0.024838
SUM 0.543146 0.335554 0.581524 0.971780 0.189046

Table 3.2: The differences between the simulated and approximated loss probability values for each 
test case.
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3 .3 .8 .1  B e s t  In d iv id u a l P er fo rm a n ces

Approximation 11 perform ed well on the average and  also came closest to the sim ulation 

result in 4 of the 13 test cases. Approximations 1, 5, 6. 7 and 9 also performed well in some 

of the test cases. Approxim ation 6 was closest to the  sim ulation result in 3 of the 13 test 

cases. Approximations 1 and 5 were closest to the sim ulation result in 2 of the 13 test cases. 

Approximations 7 and 9 were closest to the sim ulation result in 1 of the 13 test cases.

3 .3 .8 .2  B e s t  O v e ra ll P er fo rm a n ce

Four of the approxim ations gave good results: 1, 5, 8, and 11. We do not know why 

Approximation 1 works well. We expected A pproxim ation 5 to work well. It uses th inned  

rates for the arrival rates of the VP calls and an average of the thinned loss rates for the 

VP calls. We expected Approximation 8 to work well for the same reason. It also uses the 

thinned rates for the arrival rates of the VP calls and  a  weighted average of the th inned 

loss rates for the VP calls. Approximation 11 gave the  smallest sum of the differences for 

the 13 test cases. Based on these test cases, it is the m ost accurate approximation m ethod. 

Approximation 11 is based on finding the probability th a t the shared and VP servers are 

busy at each node and using these probabilities to calculate the probability of a loss. This 

approximation uses the thinned rates as well as a  weighted value for X'vp and is expected to 

perform well.

3 .3 .8 .3  U p p e r  a n d  L ow er B o u n d s

From the results it appears th a t Approximation 7 is an upper bound for the loss proba­

bility. Approximations 3 and 4 appear to be lower bounds for the loss probability, where
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Approximation 3 gives a tighter bound in almost all of the test cases (the exception being 

test case 3).

We would expect the results from Approximation 7 to be larger than  the actual loss 

probabilities because this approxim ation over-compensates for the losses due to the VP 

calls in the numerator only. Thus the num erator is larger than it should be and the resulting 

loss probability approxim ation is larger than  the loss probability result in the simulation 

for all test cases.

Approximations 3 and 4 over-com pensate for the losses due to the VP calls in both 

the num erator and denominator. This over-compensation results in a  lower calculated loss 

probability than is seen in the simulation of the original system. It is interesting tha t 

Approximation 3 gives a tighter bound than Approximation 4. The only difference between 

the approximations is tha t Approximation 3 uses the values for P(lossi)  from the system 

th a t uses \ vp whereas Approximation 4 uses the values for P(lossi)'  from the system tha t 

uses the thinned arrival rates for VP calls X'vp. This suggests tha t the subsystem  results 

th a t use original VP arrival ra te  may be more accurate than subsystem results tha t use the 

th inned VP arrival rates. We investigate the effect of Xvp and Xvpi on the loss probabilities 

in the next section.

3 .3 .9  T h e  E f fe c t o f  V P  A r r iv a l  R a t e s  o n  t h e  A p p r o x im a t io n s

3 .3 .9 .1  T h e  E ffect o f V P  A rr iv a l R a te s  o n  P f

To gain further understanding of the results obtained with the approxim ation methods, 

we examined the quantities used in the approximations, paying special attention to those 

used in Approximations 10 and 11. Approximation 11 gave the best overall performance
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for the test cases studied. However, Approximation 10 did not perform nearly as well in 

spite of the similarity between its formula and the formula used in Approximation 11. In 

order to understand why, we studied the results found in each test case. The individual 

values for P f  = P(lossi)  and Pvp were compared for the simulation of the original system, 

calculations using Aup as the VP arrival rate, and calculations using A',P[ as the VP arrival 

rate. Table B.8 in Section B.2.6.1 of Appendix B shows the values for P f  and Pvp for each 

of the test cases in each of these situations. All simulations were run for 1,000,000 calls. 

The confidence intervals for the simulations are based on batches of 1,000 data points and 

represent a 95% confidence tha t the mean lies w ithin the indicated range of the sample 

mean.

In many of the test cases, the value of P f  found by solving the subsystem is larger than  

the corresponding value of P f  found by simulation of the original system. In general the P f  

value in each subsystem as found using X'vp as the VP arrival rate is closer to the P f  value 

found for the original system than the P f  value for the subsystem  using Xvp as the VP arrival 

rate. However in several systems, the value of P f  in the subsystem for a small i value is not 

very close to the value obtained by simulating the original system, even when this quantity 

is calculated using the thinned arrival rate X'vp. Consider test case 13. The simulated value 

for P f  is 0.378473, but the value for the subsystem using X'vp is P f  =  0.592215.

We see that in the test cases in which the calculated value of P f  is much too large for 

small i values, as the value of i increases, the original and subsystem Pf  values become 

closer. Again consider test case 13. The simulated value of Pf4 is 0.004017 while the 

subsystem value using X'vp is 0.00938642. These values are much closer than the values for 

P f  in the same test case.
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As seen in Table B.8, when using the presented estimation m ethod, the simulation 

value of P[  and the calculated value of P f  used in the approxim ation calculation often 

differ greatly. We hypothesize th a t a be tter overall approximation of the loss probability is 

possible if a more accurate value for ^iP( lossi ) '  than the one used in our previous

calculations is used. Specifically, we need a b e tte r method for calculating P f  = P(lossi).

3 .3 .9 .2  A lte rn a tiv e  C a lc u la t io n  M e th o d s  fo r P f

In order to improve our approxim ation results, we attem pt to find a  more accurate method 

of calculating P f  — P(Lossi)  using a  more accurate model of the system  tha t we are solving. 

We consider systems with different values of \ vp and obtain P f  by solving the Markov chains 

for these systems.

The first model of the system  uses the theoretical values obtained using a system that 

thins the VP arrival rates through the entire sequence of subsystems.

The second model s tarts  w ith the thinned rates. After the results for the last subsystem 

are obtained, the VP call arrival ra te  is set to the last value obtained for Avpf . Then the the­

oretical value for Pf  for each of the  subsystems is re-calculated by solving the corresponding 

Markov chain using the new Aup value as the VP call arrival rate in each subsystem.

The th ird  model uses only the  value obtained for Avpf  in the middle subsystem. We 

define the middle subsystem as the subsystem  with index [(N — l) /2 ]  where (N  +  1) is 

the num ber of nodes in the system . Then the Markov chain for each of the subsystems is 

re-solved using this middle value of Avpf  as the VP call arrival rate. From the solutions 

obtained, the values of P f  are re-calculated.

The final model uses the uses the average of all the theoretical XvPi' values obtained for
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the entire sequence of subsystems as the  VP call arrival rate. Then using this new VP call 

arrival rate, the Markov chains for all of the subsystems are re-solved and the values of P[ 

are re-calculated.

Appendix B Table B.9 (Section B.2.6.2) shows the resulting values of X ^ o 1 ^iP(losSi)' 

obtained by these four solution m ethods. Confidence intervals for the sim ulation values are 

not presented because the confidence intervals for the systems presented previously were 

very small and can be ignored.

The difference between the result obtained by each solution m ethod and the value ob­

tained by simulating the original system  is shown in Table 3.3. The underlined value is the 

value found by a solution m ethod th a t is closest to the simulation value for each test case. 

T he sum of the absolute values of the difference for each solution m ethod is calculated and 

displayed in the last row of the table. This sum represents the overall performance of the 

solution method.

test case thin difference final difference middle difference average difference
1 -0.000734 -0.000722 -0.000885 -0.000804
2 -0.000744 -0.000642 -0.000845 -0.000743
3 -0.000879 -0.000815 -0.000900 -0.000895
4 -0.002666 0.009655 -0.002610 -0.000283
5 -0.022708 -0.008648 -0.036789 -0.022284
6 -0.282710 0.216419 -0.148157 -0.228450
7 -0.528296 -0.196630 -0.427808 -0.510648
8 -0.011278 0.997223 0.449678 -0.288625
9 -0.385829 -0.110133 -0.227111 -0.338594
10 -0.799889 0.140926 -0.561001 -0.958655
11 -0.292439 0.293599 -0.253556 -0.396022
12 -0.603035 1.148769 0.367545 -0.346324
13 -1.205071 0.201470 -0.248909 -0.820805
SUM 4.136278 3.325651 2.725794 3.913132

Table 3.3: Difference results for values in Table B.9 for the alternative P f  calculation methods.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



C H A P T E R  3. LINE N E T W O R K  B A S E  CASE  69

The table shows tha t using the final value of Xvpi' as the VP call arrival rate for all 

of the subsystems gave the solution closest to the solution found by the simulation of the 

original system in the most test cases (8 of 13 test cases). However, the method of using the 

middle value of Xvpi' gave the best overall performance based on the sum of the differences 

for the test cases considered.

3 .3 .9 .3  E ffect o f  P[  o n  th e  A p p ro x im a tio n  S o lu tio n

Both the method of using the final value of Xvpi' as the VP call arrival rate and the method 

of using the middle value of XvpI  as the VP call arrival rate produced values of 53 AiP(lossi)'  

th a t were closer to the corresponding value produced by simulation of the original system 

than  the value produced by the method of thinning all of the VP arrival rates. We now use 

the improved values of 53 AiP(losSi)'  in calculating the overall loss probability as found by 

Approximation 11. We consider only the results from Approximation 11 because it was the 

most accurate approximation m ethod of those considered in Section 3.3.7. The results are 

shown in Appendix B Section B.2.6.3 Table B.10.

The difference between the loss probability value obtained by sim ulating the original 

system  and the value obtained using each approximation of 53 XiP(lossi)'  is shown in Ta­

ble 3.4. The underlined value is the value found by a solution m ethod th a t is closest to 

the simulation value for each test case. The sum of the absolute values of the differences 

for each solution method is calculated and displayed in the last row of the table. The sum 

represents the overall performance of the solution method.

The method of using the final value of Xvpi as the arrival rate for the VP calls in the 

subsystem  models and the m ethod of using the middle value of Xvpi as the arrival rate
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test difference difference difference
case thinned final middle
1 0.000857 0.000862 0.000807
2 0.001185 0.001236 0.001134
3 0.000290 0.000315 0.000282
4 -0.000173 0.001390 -0.000166
5 -0.005885 -0.003742 -0.008032
6 -0.030545 0.016065 -0.017980
7 -0.026461 -0.011021 -0.021783
8 -0.002038 0.079205 0.035096
9 -0.026366 -0.007713 -0.015627
10 -0.039970 0.009320 -0.027454
11 -0.020197 0.020336 -0.017508
12 0.010241 0.103564 0.061946
13 -0.024838 0.030578 0.012834
SUM 0.189046 0.285347 0.220649

Table 3.4: Differences between simulated P(loss) values and those found using the alternative 
methods for calculating p r .

for the VP calls in the subsystem models improve the accuracy of the final loss probability 

result in several cases when compared to the loss probability  result obtained by thinning the 

VP call arrival rates through the subsystems. However the m ethod of thinning the VP call 

arrival rates for the subsystems performs better when you consider the overall performance 

measure.

The most accurate m ethod of approximation for a  given test case depends on the pa­

ram eter values for th a t test case. The method of th inning  the VP call arrival rates works 

best for test cases th a t have large local call arrival rates in the middle of the system as in 

test cases 8, and  12. The method of using the final Avp  ̂ value as the VP call arrival rate 

works best for test cases in which all or most of the local call arrival rates are high. The 

m ethod of using the middle Avp'. value as the VP call arrival ra te  works best for test cases in 

which the local call arrival rates toward the end of the  system  are large. Because the actual
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distribution of arrival rates may not be known throughout a  system , we conclude th a t it 

is best to use the method of thinning the VP call arrival rates throughout the subsystems 

to obtain the state probability results. This m ethod of thinning the arrival rates gives the 

most accurate overall perform ance in our test cases.

3 .3 .1 0  S u m m a r y

We have developed a m ethod of theoretically calculating the perform ance measures for a 

given network based on dividing the system into a sequence of subsystems th a t can be 

rapidly solved and then combined. We considered several m ethods of approxim ating the 

overall loss probability in a network of which the best was A pproxim ation 11. Approxima­

tion 11 produced an approxim ate value for the probability of a loss th a t was w ithin + /-

0.01 of the simulated value on average and w ithin + / -  0.04 in all test cases.

3 .4  O p tim al V P  C a p a city  A ssign m en t in  a S im p le  N etw ork

We have developed an accurate approxim ation m ethod for the probability of a loss in a line 

network. We now dem onstrate th a t this approxim ate calculation can be used to determ ine 

the optim al capacity assignment for a single VP in a simple network. Later we will show 

th a t the performance measure approxim ation m ethod can be'used to determ ine the optim al 

location and capacity assignment for VPs in more general networks.

3 .4 .1  P r o b le m  F o r m u la t io n

We consider the following problem. Given a graph G =  (V , E)  of IV +  1 nodes where node 

i is connected to node i +  1 Vi,0 <  i  <  (N  — 1) as shown in Figure 3.2. A single V P is
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established between node 0 and node N .  At each node there are K  servers, V  of which are 

VP servers th a t are reserved for use by calls from node 0 to node N ,  and S H  of which are 

shared servers th a t can be used to handle local traffic as well as calls from node 0 to node 

N  not carried by the VP servers. We wish to determ ine the optimal number of servers to 

be assigned to this VP.

Two types of calls arrive in the network. Calls arrive at node 0 destined for node N  

with arrival ra te  Xvp and can use either a VP server if available or else a shared server. In 

addition, local calls arrive at each node with ra te  A* and can only use shared servers.

Recall th a t we want to determine the capacity function c* =  (V, SH )  such that the cost 

function

F  =  aP(loss ) + (1 — a) P  (setup)

is minimized.

3 .4 .2  S o lu t io n  M e t h o d

W ith K  servers a t each node in the network, the  optim al number of VP servers, V,  will 

be in the range [0,K \ .  The optimal value V  can be determined by exhaustive search of 

the solution space. To determ ine the optimal num ber of VP servers V,  we use our Markov 

Chain approxim ation m ethod to calculate the probabilities of interest.

P  (no.setup) =  — 4̂r ~i ^ vp—
( E f a 7  >■<) +  -V

We can then solve for the P(setup)'  — 1 — P(loss) — P(no.setup)  since each call must either 

be handled by a  V P server (not incur a setup), handled by a shared server (incur a setup) 

or lost by the network.
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Note that P(setup)'  will not necessarily be 1 when V  =  0. W hen V  =  0 none of the 

network servers are assigned to the VP. Thus all calls accepted in the network incur a setup 

cost. However not all of the calls are accepted by the network. Thus using the formulas 

above, the P(setup)'  need not equal 1 in this case. Instead we will define

_ . . PfsetupY
P(setup)  — — --------—---- —------------ -

P(setup)  -F P(no.setup)

In  the case where V  = K ,  the method described above is not used to calculate P(setup).  

W hen V  = K  the P(setup)  =  0 for all test cases because all servers are assigned to 

the VP. Thus no accepted call can incur a setup cost. After calculating the P(loss) and 

P(setup) for a given test case with a given capacity distribution, we will solve for F  =  

aP(loss)  +  (1 — a)P(setup),  and find the value of V  that minimizes F.

3 .4 .3  T e s t  C a se s

We will consider the 13 test cases used in the previous sections. The param eter values are 

given in Section B.2.1 Appendix B Table B.3.

3 .4 .4  R e s u lt s

Table B .l l  in Appendix B (Section B.3.1.1) shows the resulting P(Loss) and P(setup)  values 

for each test case for each capacity distribution. The probabilities were calculated using the 

theoretical methods described above as well as by simulation. B oth values are listed in the 

table for comparison. The simulation values were obtained by running the simulation for 

1,000,000 calls. The confidence intervals for the simulations were obtained based on batches
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of 1,000 da ta  points and represent a 95% confidence that the true mean lies in the indicated 

interval.

The simulated and approxim ated probabilities were then  used to calculate the value of 

F  for each test case with each possible capacity distribution. For each capacity distribution, 

F  was calculated using a range of a  values, a  € 0.1, 0 .2 ,0 .3 ,... , 0.9. The resulting F  values 

are shown in Appendix B Section B.3.1.2 Table B.12. The optim al capacity allocations as 

determ ined by the theoretical calculations and the simulation are underlined for each test 

case and a  value. Table 3.5 shows the optim al V P capacity allocation as determined by the 

theoretical calculation and the sim ulation for each test case and a  value.

Test Case 1 Test Case 2 Test Case 3
a Theor­

etical
Simula­
tion

a Theor­
etical

Simula­
tion

a Theor­
etical

Simul-
tion

0.1 5 5 0.1 5 5 0.1 5 5
0.2 5 5 0.2 5 5 0.2 5 5
0.3 5 5 0.3 5 5 0.3 5 5
0.4 5 5 0.4 5 5 0.4 5 5
0.5 5 5 0.5 5 5 0.5 5 5
0.6 1 1 0.6 2 2 . 0.6 2 2
0.7 1 1 0.7 2 2 0.7 2 2
0.8 1 1 0.8 2 2 0.8 1 1
0.9 0 0 0.9 1 1 0.9 1 1
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Test Case 4 Test Case 5 Test Case 6
a Theor­ Simula­ a T heor­ Simula­ a Theor­ Simul-

etical tion etical tion etical tion
0.1 6 6 0.1 3 3 0.1 5 5
0.2 6 6 0.2 3 3 0.2 5 5
0.3 6 6 0.3 3 3 0.3 5 5
0.4 6 6 0.4 3 3 0.4 5 5
0.5 6 6 0.5 3 3 0.5 5 5
0.6 0 0 0.6 3 3 0.6 5 5
0.7 0 0 0.7 0 0 0.7 2 2
0.8 0 0 0.8 0 0 0.8 1 1
0.9 0 0 0.9 0 0 0.9 0 0
Test Case 7 Test Case 8 Test Case 9
a Theor­ Simula­ a Theor­ Simula­ Q Theor­ Simul-

etical tion etical tion etical tion
0.1 5 5 0.1 5 5 0.1 5 5
0.2 5 5 0.2 5 5 0.2 5 5
0.3 5 5 0.3 5 5 0.3 5 5
0.4 5 5 0.4 5 5 0.4 5 5
0.5 5 5 0.5 5 5 0.5 5 5
0.6 5 5 0.6 5 5 0..6 5 1
0.7 0 0 0.7 5 5 0.7 0 0
0.8 0 0 0.8 5 4 0.8 0 0
0.9 0 0 0.9 2 2 0.9 0 0
Test Case 10 Test Case 11 Test Case 12
a Theor­ Simula­ a Theor­ Simula­ a Theor­ Simul-

etical tion etical tion etical tion
0.1 5 5 0.1 5 5 0.1 5 5
0.2 5 5 0.2 5 5 0.2 5 5
0.3 5 5 0.3 5 5 0.3 5 5
0.4 5 5 0.4 5 5 0.4 5 5
0.5 5 5 0.5 5 5 0.5 5 5
0.6 5 5 0.6 5 5 0.6 5 5
0.7 5 5 0.7 1 1 0.7 5 5
0.8 5 5 0.8 0 0 0.8 1 2
0.9 0 0 0.9 0 0 0.9 1 1
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Test Case 13
a Theor­

etical
Simula­
tion

0.1 5 5
0.2 5 5
0.3 5 5
0.4 5 5
0.5 5 5
0.6 5 5
0.7 0 0
0.8 0 0
0.9 0 0

T a b le  3.5: Optimal V P capacity allocation as determined using the theoretical method and through 
simulation.

In almost all test cases, for all values of V  and a , the optim al capacity distribution 

found through simulation and the optimal capacity d istribution  found using the theoretical 

calculations are identical. The instances where the optim al capacity distributions found 

by the two solution methods are not identical are Test Case 8 with a  =  0.8, Test Case 

9 w ith a  =  0.6 and Test Case 12 with a  =  0.8. In these three test cases, we see th a t if 

the optim al capacity distribution were chosen by the theoretical calculation, the optim ality 

of the solution is affected only slightly. For example in Test Case 8 with a  =  0.8, the 

theoretically calculated optimal capacity distribution is V  = 5 w ith F — 0.583443. The 

sim ulated F  for this test case, a, and V  =  5 is 0.583422, which differs only slightly from 

the optim al value chosen by the simulation results, V  =  4, F  =  0.580552.

3 .4 .5  S u m m a r y

We have shown th a t our performance measure approxim ation method that calculates the 

P(loss)  can be extended to calculate our other perform ance measure P(setup).  We then 

show th a t the optim al solution to the capacity function c* =  (V, SH )  can be determined
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using our performance m easure approximations. The solutions ob ta ined  using the perfor­

mance measure approxim ation  method were compared to the solutions obtained through 

simulation for several test cases. In all cases, the solutions ob ta ined  using the performance 

measure approximation m ethod  were equivalent to those ob ta ined  th rough  simulation. Thus 

we conclude that our approxim ation  method is accurate and  can  be used in an algorithm  

to determine the op tim al capacity  distribution for a given network.

3.5 O ptim al V P D B A  S o lu tion  for a S im p le  N etw o rk

We now show tha t our perform ance measure approxim ation m ethod  can be expanded to 

apply to a more general class of line networks.

3 .5 .1  P r o b le m  F o r m u la t io n

Aot
Aq2, 

A03
A24 A;*

o
F igure  3.7: A 5 node network.

We consider the following problem. A simple network of ( N  -f- 1) nodes exists in which 

each node z is connected to node i -f- 1 Vz, 0 <  i  <■ ( N  — 1). An example of such a 

network with 5 nodes is p ic tu red  in Figure 3.7. Calls arrive a t each, node in the network. A 

stream of traffic exists betw een each node pair in the network i , j  where 0 < i < (iV — L), 

(z A 1) < j  < N.  We w ish to find the optim al placem ent and  capacity  allocation for a
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single VP in this network. Thus depending on the placement of the VP, the stream  that is 

designated to use the VP will change.

At each node there are K  servers. Along all nodes traversed by the VP, V  of these 

servers are reserved for use for VP calls. All other servers are shared severs and can be used 

to handle non-VP as well as VP calls.

3 .5 .2  E x p a n d e d  P e r f o r m a n c e  M e a s u r e  A p p r o x im a t io n  M e t h o d

Our performance measure approxim ation method must be modified to apply to this system 

because in the previous case our system always contained a single stream  of VP traffic and 

a  single stream  of non-VP traffic a t each node, whereas the current system there may exist 

several streams of non-VP traffic and one stream  or no stream  of VP traffic.

As in the previous approxim ation, we will divide the system into a series of single node 

systems, solve the Markov chains for each, and combine the results to approxim ate the loss 

probability for the original system.

We will use the following ideas in the calculation of the loss probability:

•  We let

P[ = the probability th a t the shared servers are all busy a t node i 

p y  =  the probability th a t the VP servers are all busy a t node i

• In the previous approxim ation, we thinned the rate of the VP calls a t each node 

to account for losses incurred at previous nodes in the network. In our expanded 

approximation, we will th in  the ra te  of all traffic stream s th a t traverse more nodes 

than the source node and destination node. So in a 5 node network, we would th in
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^ 0 2 , A03 , A04 , Aj.3 , A14, and A2 4 - We let A?. be the thinned arrival rate of calls from 

source node i to destination node j  a t node a on the route from i to j .  In general, we 

thin the stream  Aij as follows.

if (j  = (i, + 1)) or if {i =  0) then (A^)' =  Â  

else (A-.)' =  (1 -  ( P Z - i Y ) W r 1)'

Otherwise

if  U  =  (* +  1)) or if  (z =  0) th en  (A^)' =  AtJ- 

e lse  W j ) ' =  {1 -  { P Z - J K X t f 1)'

W hen a  stream  is thinned, we use the weighted average of the A values for the stream 

in the loss probability formula.

„  , E it f ’ttA?,)')2avg{Xi j )  =  — -----
E f c i ' W j Y

We calculate the probability of a loss for each non-VP stream  using a  method similar 

to tha t used to calculate the VP loss rate in the previous approxim ation method.

We know tha t a  call arriving a t node i with a destination of node j  tha t is not a VP 

call will be rejected by the shared servers when there is not a shared server available 

at each node. Since P£ is the probability tha t the shared servers are all busy at node 

a, (1 — P£) is the probability tha t there is a  shared server available a t node a. Then 

P R V =  (r ia= i( f  ~  P<i)) probability th a t a shared server is not available a t all

nodes on the route between source node i and destination node j .  Note that when 

j  = i + 1, then P R «  =  P[.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



CH APTER 3. LINE N E T W O R K  B A SE  CASE 80

• We calculate the loss probability using a method sim ilar to tha t used above to calculate 

the probability of a loss from a non-VP stream.

We know that a VP call is rejected when there is no VP server available for its use 

on the VP and there is not a shared server available a t each node along the VP.

We let

P R V =  the probability tha t all shared servers are busy on path  ij .

Then,

Pvp =  the probability tha t a  VP call is rejected =  P ^ ^ ^ P 11 ^

Then using these loss probabilities for the individual streams, we can calculate the 

overall probability of a  loss in the network.

From the state probabilities and input values, we can calculate the P(nose tup) .  In the 

new network model, this value cannot be calculated exactly, because in this case P ”p begin 

represents the probability th a t the VP servers are all busy at the source node of the VP. 

Therefore, this quantity will be affected by the behavior of the nodes tha t precede the VP 

source node in the network.

As in the previous approxim ation method, we observe th a t all call are either lost, serviced 

by a VP server or serviced by a shared server. Thus the probability of being lost and handled

P  [no s e tu p )  = Py? .begin)
^u V i,V j,ij^£ vp  ^ v p
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by a server must sum  to 1.

81

P(loss)  -f- P(no.setup)  4- P(se tup)'  =  1

To calculate the P(setup)  for the system, we want to determ ine the probability th a t a call 

th a t is accepted by the network uses a shared server. To calculate this P(setup)  value, we 

use the following formula.

P ( Setup) =  P(se tup)'
P ( n o s e t u p ) -r P(setup)'

We can then calculate the value of the objective function F  = aP(loss) + ( l —o:)P(setup). 

By using an exhaustive search method tha t exam ines all possible VP placements and ca­

pacity allocations, we are guaranteed to find the position and capacity assignment that 

minimizes this objective function.

3 .5 .3  T e s t  C a s e s

We use the 10 test cases listed in Table B.13 in A ppendix B (Section B.4.1) to evaluate the 

performance of our expanded performance measure estim ation method.

3 .5 .4  R e s u l t s

An exhaustive search of all possible VP placement and  capacity allocations was performed 

for each test case, using bo th  our performance m easure estim ation m ethod and simulation. 

Simulations were each run  for 1,000,000 calls. Confidence intervals for all values for P( loss ) 

and P(setup)  were calculated based on batches of 1,000 d a ta  points. All confidence intervals
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were found to be very sm all. The results from, the sim ulation were considered to be equally 

optimal if the difference in their objective function values was smaller than the largest 

of the confidence intervals (approximately 0.00001). For the results listed in Table 3.6, 

the optim al solution was defined to be the solution th a t minimized the objective function 

F  =  0.5 P{loss) +  0.5 P(setup) .

Test Case A pproxim ation Sim ulation
1 V P: 0-3, 5 servers VP: 0-3, 5 servers
2 V P: 3-4, 2 servers VP: 3-4, 2 servers
3 V P: 0-4, 5 servers VP: 0-4, 5 servers
4 V P: 0-2, 3 servers VP: 0-2, 3 servers
5 V P: 1-4, 2 servers VP: 1-4, 2 servers
6 V P: 0-2, 2 servers VP: 2-4, 2 servers or VP: 0-2, 2 servers
7 V P: 2-3, 3 servers VP: 2-3, 3 servers
8 V P: 0-1, 3 servers VP: 0-1, 3 servers
9 V P: 0-4, 3 servers VP: 0-4, 3 servers
10 V P: 3-7, 3 servers VP: 3-7, 3 servers

T a b le  3 .6: Comparison o f approximation m ethod results and sim ulation results for the test cases 
in Table B.13.

In all test cases, b o th  the optimal placement and  capacity distribution found through 

simulation and the optim al placement and capacity d istribu tion  found using the theoretical 

approximation m ethod are identical. In Test Case 6, the sim ulation found two optimal 

solutions (within 0.00001 of each other) however the theoretical m ethod only found one of 

these solutions to be optim al. Clearly selecting the one solution found using the theoretical 

method would not adversely affect the network perform ance because it was found to be 

optimal through sim ulation as well. We conclude th a t the generalized performance measure 

approximation m ethod is accurate. We have shown th a t the approxim ation m ethod can be 

used in an algorithm to calculate performance m easures th a t can then  be used to find the

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



C H A P T E R  3. LINE N E T W O R K  B A S E  CASE  

optim al placement and capacity allocation for a  single VP.
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3 .5 .5  S u m m a r y

We have extended the performance measure approximation method presented in Section 3.4 

to apply to a more general class of line networks, in which a traffic stream  exists between 

each node pair in the network. We then showed that the optimal placement and capacity 

allocation for a single VP can be accurately determined using our performance measure 

approximation method.

3.6 Sum m ary o f B a se  C ase

We have considered several concepts tha t are key to solving the VPDBA problem. To avoid 

the complexity of solving a large Markov chain equivalent to the network system, we devel­

oped an efficient m ethod for estim ating the probability of a loss in a network with a given 

layout and traffic param eters. We propose a  method of decomposing the original system 

into a sequence of subsystems, solving the subsystems, and then combining the results to 

approxim ate the results of the original system. Because the subsystems are not indepen­

dent, we considered several approxim ations for approximating the overall loss probability 

in a network. We then showed tha t the performance measure approxim ation method can 

be used to determine the optim al capacity allocation for a  simple line network, and ex­

tended our performance measure approxim ation method to apply to a more general class 

of networks. We have shown th a t the solutions obtained using this extended performance 

measure approximation m ethod are equivalent to those obtained through simulation for all 

test cases considered. We conclude tha t our extended approxim ation method is accurate

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



C H A P T ER  3. LINE N E T W O R K  B A S E  C A SE  84

and can be used in an algorithm  to determ ine the optimal placement and capacity allocation 

for a single VP in a given network.
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Chapter 4

Single Node Network Base Case

Before generating our model for the line network, we first consider a  simple single node model 

containing multiple VPs. We show that an expanded version of our original approxim ation 

m ethod (for a single node) provides accurate results for this new model.

4 .1  P rob lem  F orm ulation

We consider the following problem. A single node experiences arrivals from multiple VP 

stream s as well as m ultiple non-V P streams. In general there are i VP streams and j  non- 

VP streams tha t traverse the node. The node has a num ber of servers K  associated w ith 

it. Va of these servers are associated with the a-th  VP passing through the node, 0 < a <  i. 

All other servers are shared and can be used by the non-V P traffic streams as well as by 

VP calls that cannot be handled by the VP servers due to insufficient bandwidth.

For a node w ith i VP arrival streams, the Poisson arrival ra te  at each stream  will be 

denoted XVJJa Va, 1 < a < z. Similarly the node will have associated with it j  non-VP arrival 

stream s each with Poisson arrival rate A*, V6, 1 < b < j .  T he average holding time of all 

calls, as usual, is denoted by / .̂ This single node m odel is depicted in Figure 4.1.

85
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O
o  >  
o  \

S h a red)
F ig u re  4.1: The single node m odel.

4.2  E xp an d ed  A p p rox im ation  M e th o d

O ur previous solution m ethods assumed tha t only a single V P existed in the network. In

this single VP model, we could generate the statistics ab o u t the system by keeping track of 

the number of VP servers in use at each node and the num ber of shared servers in use at 

each node. Thus the Markov chain modeling the server usage at each node was simple and 

two dimensional.

However, as we expand our model to consider system s w ith multiple VPs, we notice 

th a t directly applying our previous approximation m ethod  complicates the Markov chain 

substantially. For a  node w ith i VPs traversing a node, we need to keep track of the number 

of VP servers of each type a, 1 <  a < i. We also need to keep track of the number of shared 

servers in use at this node. Thus for a node w ith i V P stream s and j  non-VP stream s the 

exact Markov chain m odel for this node will have i  +  1 dimensions. For i > 2 it becomes 

very difficult to construct and work with a Markov chain of such dimension. Thus we need
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to consider an extension of our earlier approximation m ethod tha t does not involve such 

Markov chain complexity.

We use the following steps to approximate the overall performance measures P(loss) 

and P(setup) for the single node system.

1. Consider all j  of the non-VP arrival streams as a  single arrival stream having an 

overall arrival rate  of A =  Yll=i  ^6- Grouping these arrivals as a single stream has no 

impact on the model since all j  of these non-VP arrival streams only have access to 

the shared servers.

2. Break the model o f the single node with i VPs into i system s each with one VP arrival 

stream and one non-VP arrival stream. Thus each single VP system can be modeled 

using a  two dimensional Markov chain that can be easily solved. Solve each single VP 

system with VP arrival stream  Xvpa for P Va, the probability tha t the VPa servers are 

all busy.

3. For each single V P system, calculate a new non-VP arrival rate based on the prob­

ability tha t VP calls are lost at the other nodes. In  other words, for the system 

containing V P a, calculate the “true” non-VP arrival ra te  sa = A +  ]Cvc, c ^ a ^ p cP Uc- 

This step is necessary because if we ignore the im pact of the overflow calls from all 

of the VPs, we will be significantly under-estim ating the arrival rate to the shared 

servers. This under-estim ation could have a  negative im pact on the calculation of the 

system performance measures.

4. Re-solve each single V P system using XvPa as the arrival ra te  for the VP calls and sa 

as the arrival rate  for the non-VP calls. Again, this results in an easily-solved two
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dimensional Markov chain. Solve the system for:

PT°- = the probability tha t all of the shared servers are busy in system a 

p r tvPa _  ,-kg probability tha t all shared and V P a servers are busy in system a 

P Va — the probability tha t all V P a servers are busy in system a

5. Use the probabilities calculated in each system to calculate the approxim ate perfor­

mance measures for the  original system.

4.3  S im ulation

A next-event simulation was w ritten to model this single node network. It was tested for 

validity and shown to be valid. The single node, multiple V P network sim ulation was run for 

various networks containing a  single node and single VP stream . The resuiting performance 

measures were compared to the performance measures obtained using the multiple node, 

single VP network sim ulation for the same network test cases. The results matched in all 

test cases. In addition, the perform ance measures obtained by the single node, multiple VP 

network simulation were com pared to those obtained through the equivalent Markov chain 

solution for networks containing a single VP. The results were very close in all test cases. 

Thus we conclude th a t our single node, multiple V P sim ulation is valid.

P(no  setup)  =

P(se tup) '  =  1 — P(loss) — P(no  setup)

P  (setup) = P(se tup) '
P  ( s e t u p ) '+ P  (no s e t up )
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4 .4  T est C ases

Ten test cases were used to compare the resulting perform ance measures found through the 

approxim ation m ethod to those obtained by sim ulation. Each test case was a  single node 

system containing between 2 and 10 VPs. The specifics of the input parameters for each 

test case are shown in Appendix C Table C .l.

4.5 R e su lts

The results obtained by the performance m easure approxim ation method and sim ulation 

are shown in Table 4.1. T he confidence intervals reported  in the tables were calculated using 

batches of 1,000 d a ta  points and represent a 95% level of confidence tha t the true mean 

lies w ithin th e  indicated range. All sim ulations were ru n  for 100,000 calls. In all test cases, 

the results found using the performance m easure approxim ation method and those found 

through sim ulation were very close in value. On average, the values for P(loss) had a percent 

difference of 2.0%. The values for P(setup)  had a  percent difference of 3.1%. The values for 

P{no setup ) differed by 0.6%. We note th a t even in the test cases resulting in the observed 

worst case behavior, the difference between the approxim ated performance measure and 

the sim ulated perform ance measure was approxim ately 0.05, which is a relatively small 

difference. In  addition, the test cases exhibiting the  worst behavior were the test cases with 

param eters representing a heavy traffic load th a t is unlikely to occur in practice.
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p(loss)
test approximation sim ulation percent
case difference
1 0.5947-505421 0.590759 + / -  0.000125 0.671129
2 0.6759527727 0.625322 + /-  0.000124 7.490280
3 0.4265988939 0.421527 + /-  0.000117 1.188910
4 0.5431407826 0.538770 +/-  0.000123 0.804724
5 0.5006049809 0.494078 + / -  0.000130 1.303820
6 0.4798931500 0.477005 +/-  0.000130 0.601832
7 0.4995906333 0.496564 + / -  0.000140 0.605823
S 0.5885366111 0.553998 + / -  0.000131 5.868560
9 0.6469980714 0.644736 + / -  0.000106 0.349626
10 0.5241362710 0.519302 + / -  0.000120 0.922331
average percent difference 1.980704
p(setup)
test approximation simulation percent
case difference
1 0.2120798316 0.219488 + /-  0.000110 3.375200
2 0.5885369684 0.644059 + /-  0.000127 8.620640
3 0.1587503518 0.166129 + / -  0.000080 4.441520
4 0.3222564558 0.328427 + / -  0.000116 1.878820
5 0.3644481323 0.372348 + / -  0.000110 2.121640
6 0.5888652966 0.591145 + / -  0.000103 0.385642
7 0.6498103266 0.651764 + / -  0.000109 0.299752
8 0.5218059769 0.531412 + / -  0.000131 1.807640
9 0.2816716704 0.286201 + / -  0.000134 1.582570
10 0.1257380549 0.134445 + / -  0.000089 6.476210
average percent difference 3.098963

p(no setup)
test approximation simulation percent
case difference
1 0.3193042210 0.319417 +/-  0.000105 0.0353078
2 0.1333334545 0.133363 + /-  0.000063 0.0221542
3 0.4823734788 0.482372 + / -  0.000101 0.0003066
4 0.3096333852 0.309749 + / -  0.000092 0.0373253
5 0.3173914371 0.317543 + / -  0.000093 0.0477299
6 0.2138339755 0.213828 + /-  0.000069 0.0027945
7 0.1752381927 0.175314 + / -  0.000068 0.0432409
8 0.1967593333 0.208991 + / -  0.000083 5.8527200
9 0.2535712857 0.253587 + / -  0.000081 0.0061968
10 0.4160295493 0.416070 + / -  0.000106 0.0097221
average percent difference 0.605750

Table 4.1: The simulated and approximated results for the single node, multiple VP test cases.
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4.6 Sum m ary

We have expanded the previous approximation m ethod to apply to single node systems 

containing multiple VPs. To simplify the calculations necessary for solution, we decompose 

the system containing i VPs into i subsystems each containing a single VP arrival stream. 

To improve the accuracy of our solution method, we calculate the probability of VP overflow 

from each stream, and then use these probabilities to estim ate the actual arrival rate to the 

shared servers in each subsystem. We have compared the performance measures obtained 

by our solution m ethod to those obtained through simulation. O ur approximation method 

produces results very close to those obtained through simulation. We conclude that our 

approximation method is valid and effective for calculating performance measures in a 

single node, multiple VP network.
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Chapter 5

Approximation Method for 

General Line Networks

We now consider a line network containing m ultiple nodes and multiple VPs. In order 

to quickly calculate perform ance measures for our generalized network model, we extend 

our previous perform ance measure approximation m ethods. Our expanded approxim ation 

m ethod combines the  m ethod that we used to calculate performance measures in the line 

network containing m ultiple nodes and a single V P w ith the method used to calculate 

performance measures in the single node network containing multiple VP and non-VP 

arrival streams. We show th a t our expanded perform ance measure approximation m ethod is 

accurate. We provide evidence that our approxim ation m ethod can be used in an algorithm  

to determine an effective placement and bandw idth allocation to VPs within a  network.

5.1 P ro b lem  Form ulation

We consider a  line network w ith multiple nodes and  arrivals from multiple stream s. Each 

node has a num ber of servers K  associated w ith it. We would like to determine the  optim al
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number of VPs for the  ner.work. the optim al placement of VPs w ithin the network, and 

the optimal num ber o f servers that should be assigned to each VP. As before, servers not 

assigned to any VP are  shared and can be used by b o th  non-V'P and VP calls.

We assume th a t a  single traffic stream  exists between each source and each destination 

node. The Poisson arriva l rate  of a stream  from source node s to destination node d will be 

denoted Xsd. An exam ple of a  this type of network m odel containing 5 nodes is depicted in 

Figure 5.1 below.

Aoi
A02f 

Aoj
A04

\ A12A t3

§G>

A?3 A3 4

o
Figure 5.1: A 5 node network.

5.2 E x p a n d ed  A p p ro x im a tio n  M e th o d

Consider a network of N  nodes in which each node v.  0 <  v < N ,  has some number p„ 

VPs traversing it. Suppose th a t each node has K  servers associated w ith it. In order to 

solve for the perform ance measures in this network, we need to keep track of the number of 

servers kqv 0 < kqv < K  assigned to each VP qv 0 <  qv < pv a t each node v 0 < v < N.  

We also need to keep track  of the number of shared servers s„ 0 <  sv <  K  in use at each 

node. Thus for a  node w ith  pv VP streams and wv non-V P stream s, the exact Markov chain 

model for this node is im practical because it has p„ -f- 1 dimensions. So as we discussed in
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the previous model, all non-VP streams can be considered jointly as a single stream. We 

now expand the previous solution methods to apply to a general multiple node, multiple 

VP line network.

Our approximation m ethod uses the following steps to solve for the P(loss)  and P(setup) 

in a multiple node, multiple VP network.

1. Decompose the multi-node system with N  nodes into a series of N  single node systems. 

At each node v the actual arrival rates will be approxim ated by thinning each stream 

using the P(loss) for th a t stream  at the previous node.

• The actual arrival rate AVsp]v for the qth VP arrival stream  from node s to node 

d at node v where 0 < q < pv is estimated using the following formula.

( 4 a , ) '  =  <* -  a 1

(  \  VP<J v  _  \ UP«7
q )  —  A s , d  o

P (‘OS5^Y =  PV ° < V

where P(Zoss^pJ  ) is the probability that the all of the servers assigned to the qth 

VP and all of the shared servers are busy a t node v.

• The actual arrival ra te  Â dv f°r a non-VP arrival stream  from node s to node d 

at node v is estim ated using the following formulas.

( 4 * ) '  =  ( !  -  (■Pr" ,) ) ' ( \ A >  1 

( 4 , * ) '  =  4 a

(p T 0y  _ p r 0

where P Tv is the probability tha t all of the shared servers are busy at node v.

2. Begin with the lowest num bered non-solved single node system. Solve for the, loss
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probability of each individual stream  in this single node system  using the following 

method.

• Suppose th a t the node under consideration has w non-VP arrival streams. Con­

sider all w  of the non-VP arrival streams as a single arrival stream  having an 

overall arrival rate of Xy' =  £2 ^ 1. ^bu' where Xfc ' is the  thinned arrival rate of 

each non-VP arrival stream  as described above. G rouping these arrivals as a 

single stream  has no impact on the model since all w  of these non-VP arrival 

streams only have access to the shared servers.

• Break the model of the single node with p > 1 VPs into p systems each with 

one VP arrival stream  and one non-VP arrival stream . N um ber these systems 

0 . . .  (p — 1). The non-VP arrival stream in each single-VP system will be equal 

to the non-VP arrival stream  in the single node, m ultiple VP system Xy. Thus 

each single VP system can be modeled using a two dim ensional Markov chain 

tha t can be easily solved. Solve each single VP system w ith VP arrival stream 

XyPq' for P Vq = the probability tha t the VP servers assigned to VP q 0 < q < pv 

are all busy. This probability will be used to estim ate the true non-VP arrival 

rate for each single VP system.

• For each single VP system, calculate a new non-VP arrival rate based on the 

probability tha t VP calls are lost in the other single VP systems at this node. In 

other words, for the system  containing V P q, calculate the  “true” non-VP arrival 

rate

s q =  Xy +  ]Cvc, ^ vPc P Vc
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where 0 < c < p v. This step is necessary because if we ignore the impact of the 

overflow calls from all the other VPs a t this node, we will be significantly under­

estim ating the arrival rate  to the shared servers.

• Re-solve each single VP system still using \ ^ Pq' as the arrival rate for the VP 

calls but now using sq as the arrival rate for the non-VP calls. Again, this results 

in an easily solved two dimensional Markov chain. Solve the system for:

Pvq =  probability tha t all of the shared servers are busy in system q 

P v ’vPq =  probability tha t all shared and V P q servers are busy in system q 

P v q =  probability tha t all V P q servers are busy in system q

• The loss probabilities of each single VP system  are then averaged to find the

overall loss probability for non-VP arrival stream s a t the node v. 

v  p rqp r  „  ^ v < 7  r v  v p„

3. After the system is solved a t node v, the perform ance m easures a t tha t node are used 

to estim ate the actual call arrival rate at node (u +  1). In  this way, the actual arrival 

rates for each stream  at each node are estim ated based on the P(loss)  at the previous 

node.

4. After the probabilities have been calculated a t each node, we use these results to 

calculate the approxim ate performance measures for the original system. First a 

weighted average of all of the A values for each p articu la r source-destination pair is 

calculated.

A _
s’d E f ;,1 « * ) '
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P{loss] =  P«os,*)
l ^ V iJ

where P(lossij) — F r‘ if is a  non-VP stream

_  p r , v p a j£ -  j s  ( . j ^ g  a th  y p  a (. j - ^ g  n o c [ e  a n c i  i  j s  t h g  source node of 

the corresponding VP

P(no setup) =
> ¥ i ,j i,j

where (1 — P Va) is the probability tha t all of the servers assigned to the ath VP are 

busy at the source node of the VP.

P(setup)'  =  1 — P(loss) — P(no setup)

P(setuv) =  p L.^pY_____
'  F d  P  {se tu p ) '+ P  {tlo se tu p )

5.3 U sin g  the P erform an ce M easu re A p p roxim ation  M eth o d

To show the validity of our approxim ation m ethod, we compare the performance measures 

found using simulation to the performance measures found using our approximation method 

for various network test cases. In addition, we show tha t our approximation m ethod can be 

used to find the optimal number and layout of VPs and optimal capacity allocation to VPs 

w ithin a network. We present several network test cases and the corresponding optimal 

solutions found through exhaustive search of all simulation solutions as well as through 

exhaustive search of all solutions obtained through approximation. The details of these 

experiments are described in this section.
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5 .3 .1  V a lid ity  o f  t h e  S im u la t io n

A next event simulation was written for the multiple node, multiple VP network. To 

verify the validity of our simulation, we considered several bases cases containing a single 

VP. The performance measures for the network were calculated using our new simulation. 

These results were compared to results obtained by running the same network using the 

previously verified simulation for the multiple node, single VP network. The performance 

measures matched in all test cases. We conclude tha t the simulation m ethod is valid.

5 .3 .2  V a lid ity  o f  P e r fo r m a n c e  M e a s u r e  A p p r o x im a t io n  M e t h o d

In order to verify tha t the expanded approxim ation method produces results have the same 

level of accuracy as those obtained through simulation, several test cases were run. In 

these cases, a specific network layout was given. Then the performance measures for the 

network were calculated using our approximation method and by running the corresponding 

simulation. The resulting values of the equation 

F  = aP(loss)  +  (1 — a)P(setup)  

were then compared for each network test case.

The test cases are described in Appendix D Table D .l (Section D .1.1.1). All test cases 

contain between 5 and 10 nodes, 2 and 7 VPs and each node w ithin each network has 

3 to 10 servers associated w ith  it. There are 10 network scenarios considered, each with 

unique parameters. W ithin each network scenario, the performance measures for 5 differ­

ent VP layouts and capacity assignments were calculated. These test cases then form 10 

groups with 5 layouts per group for a to ta l of 50 test cases considered. For each group, 

the network parameters are given. The lam bda values are listed in increasing i, j  or­
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der (Aoi, A0 2 , • • -, Ai2 , A1 3 , . .  .)• T he VP layout for each test case is listed as (S D  — V)Q, 

(S D  — V) i ,  . . .  where S  is the source node of the VP, D  is the destination node of the VP 

and V  is the number of servers assigned to th a t VP. Any stream s not listed in this layout 

are not assigned VP servers and only transm it information using the shared servers within 

the network.

T he performance measure results are listed in Section D .l.1 .2  of Appendix D Ta­

bles D.2, D.3 and D.4. All sim ulation results were obtained by running each test case 

for 10,000 calls. Each sim ulation solution listed represents the m ean of 500 data  points 

w ith  a  95% level of confidence. We note tha t all confidence intervals are very small and will 

be ignored hereafter. The percent difference between the sim ulated performance measure 

and  approxim ated performance are listed in Table 5.1.

In all cases, the sim ulation and approxim ation results corresponded very closely with one 

another. The average percent difference observed was 9.5% for loss probabilities, 4.2% for 

setup probability and 6.7% for the probability tha t a setup does not occur. Table 5.2 shows 

the num ber of results th a t lie w ith in  a  given percent difference range for each performance 

measure calculated. We observe th a t most of the approxim ated loss probabilities were 

less than  20% different from the sim ulated values. The percent differences for the setup 

probabilities were much smaller w ith  most of the approxim ated values falling less than 5% 

different than  the sim ulated values. T he percent differences for the probability of no setup 

cost being incurred was also sm all in most cases with the m ajority  of the approximated 

solutions having less than  a  10% difference from the sim ulated solutions.

We note that in some cases, our approxim ation m ethod perform s much worse than the 

average case behavior. Particularly  the loss probabilities calculated for test cases 10, 36 and
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TC loss
percent
difference

setup
percent
difference

nosetup
percent
difference

1 0.906915 1.7665 1.79302
2 16.7492 8.75514 34.6914
3 19.4097 7.47135 26.8381
4 8.078400 3.16155 1.49655
5 15.764000 47.411 5.10816
6 18.0281 1.11418 1.93236
7 19.7043 0.756051 2.48039
8 18.1140 0.684974 2.41963
9 12.1374 1.00943 5.51082
1 0 20.5236 1.91486 4.62471
1 1 11.7854 1.3438 0.668521
1 2 11.2095 2.78064 3.39451
13 1.40529 1.0908 1.15046
14 2.08405 8.45171 8.24939
15 16.3655 4.42288 7.352
16 3.84745 2.46243 4.02201
17 2.04618 0.3931 0.522315
18 18.5193 2.19027 5.60588
19 3.13829 3.94996 10.6006
2 0 7.38361 8.19146 6.61535
2 1 12.6898 1.34306 6.16523
2 2 5.09787 3.6932 7.17308
23 6.72258 0.32182 2.83409
24 0.70572 0.279624 1.11649
25 6.02397 1.56295 3.66128

TC loss
percent
difference

setup
percent
difference

nosetup
percent
difference

26 1.54077 0.875373 8.86527
27 3.61394 1.26576 3.34854
28 2.59789 2.06589 0.499491
29 4.18389 4.32667 0.397401
30 0.51494 1.15537 1.91084
31 10.7074 2.14298 2.61875
32 16.141 3.96701 7.01199
33 8.20764 0.631104 0.209282
34 7.42545 1.23672 2.71038
35 16.2539 2.97237 6.51716
36 20.6511 0.603225 0.826
37 15.5685 0.985493 1.9724
38 24.7158 1.46641 1.38424
39 13.6341 1.86565 4.9354
40 17.8135 4.81993 16.1415
41 4.77104 8.84431 19.2363
42 9.4235 17.1961 35.4234
43 5.63397 1.71012 1.29412
44 8.36749 11.9389 19.895
45 6.20177 3.53495 3.76311
46 0.917468 3.29029 8.44586
47 0.563805 2.24416 8.8131
48 1.90346 1.56457 4.67725
49 10.0496 13.9582 16.0561
50 3.21397 0.32086 1.52562

T a b le  5.1: Difference in sim ulated and approximated loss, setup, and nosetup probabilities for test 
cases in Table D .l.

38, setup probability for test case 42, and probability of no setup  for test cases 2, 3 and 42. 

In  the networks associated w ith  these test cases, the traffic param eters indicate that the 

network is heavily loaded. For example in the first network ( th a t corresponds to test cases 

2  and 3), the network is heavily loaded by A0 3  =  0.75, A0 4  =  4.0 and A0 5  =  5.0. Such a 

heavily loaded situation is unlikely to occur in practice. Even in these extreme situations, 

out approximation m ethod perform s fairly accurately. The purpose of the approximation 

m ethod is to provide an approxim ate value for the perform ance measures associated with
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Percent
Difference Range

Num ber of Losses Number of Setups Number of No Setups

x < 1 % 5 1 0 7
1 < x < 5% 1 2 31 2 2

5 < x < 10% 1 1 5 13
10 < x < 15% 7 2 1

15 < x < 20% 1 2 1 4
20 < x < 25% 3 0 0

25 < x < 30% 0 0 1

30 < x < 40% 0 0 2

40 < x < 50% 0 1 0

T a b le  5.2: Number of percent difference results for each statistic falling in the indicated ranges.

a particular network tha t can be used in an algorithm for solving the VPDBA problem. 

An average percent difference of 10% can be tolerated in such an application. We conclude 

th a t our approximation m ethod is reasonably accurate and is appropriate for determining 

performance measures in m ultiple node, multiple VP networks.

5 .3 .3  V P D B A  S o lu t io n  E x p e r im e n t

We now verify that our approxim ation method can be used effectively to find the optimal 

solution to the VPDBA problem  for a specific network test case. We consider the optimal 

solution to be the solution th a t minimizes F  — aP(loss)  + (1 — a)P{se tup ) for the network. 

The optimal solution includes V* the number of VPs, p* the placement of the VPs, and c* 

the bandwidth allocation to the VPs.

In each test case, all possible solutions (V*,p*,c*) were enum erated. Then the per­

formance measures were obtained for each possible solution using both  simulation and the 

approximation method. The optim al solution in each case was the solution tha t minimized 

the overall network performance measure F  for an a  value of 0.5. This value of a  was
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chosen because it places equal emphasis on the P(loss)  and P(setup).

5.3 .3 .1  T e s t  C a ses

We considered small networks with 5 nodes. Each node had 4-5 servers associated with it 

and each network had 10 arrival streams. W hile these networks test cases are small, the 

number of possible solution examined in the exhaustive search of all possible solutions for 

each network ranged from 13,000 to 52,000. T he specifics of the input param eters for each 

test case are shown in Appendix D Table D.5 (Section D .1.2.1).

These test cases were designed to consider various network situations. In test case 1, the 

first node in the network receives the m ajority of the traffic. The heavily loaded streams 

run the length of the network. In test case 2, the heavily loaded stream  arrives in the 

middle of the network and the path  followed is much shorter. In both  test cases 1 and 2, it 

is fairly obvious th a t the network will perform well when the streams tha t make significant 

contributions to the overall network load are assigned VP servers. However the optim al 

capacity assignment is not necessarily clear. In  the  th ird  test case, no single stream  is the 

obvious dom inant source of incoming traffic. In  this case, the optimal solution to the VP 

layout and capacity allocation problem is unclear to the user.

5 .3 .3 .2  R e s u lts

Table 5.3 shows the optim al F  value and layout and capacity solution as determ ined by 

exhaustive search of the simulated network perform ance measures and the network per­

formance measures approximated using our approxim ation method in each test case. The 

layout and capacity are expressed as S D (V )  where S  is the source node of the VP, D  is
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test simulation simulation approxim ation approximation
case optimal F value optim al F value

solution solution
1 5: 02(1), 03(2), 04(2), 0.206659 7: 01(1), 02(1), 03(2), 0.208561

23(1), 34(3) 04(1), 14(1), 23(1), 34(3)
2 6 : 01(2). 02(2), 13(2), 0.200047 6 : 01(2), 02(2), 13(2), 0.202435

23(1), 24(1), 34(3) 23(1), 24(1), 34(3)
3 8 : 01(2), 02(1), 03(1), 0.125871 8 : 01(2), 02(1), 03(1) 0.1252S9

12(1), 13(1), 23(1), 12(1), 13(1), 23(1),
24(1), 34(3) 24(1), 34(3)

T a b le  5.3: Resulting optim al number, placement and capacity for V P s in each network based on 
simulated values and approxim ated values.

the destination node of the VP and V  is the num ber of servers assigned to this VP. Ta­

bles 5.4, 5.5 and 5.6 give more detailed information about the solutions found for each test 

case. In Tables 5.4, 5.5 and 5.6 the number of equivalent solutions has been noted. This 

represents the number of solutions within + / -  0.025 of the  optim al F  value. We consider 

these essentially equivalent solutions to be equally optim al.

5 .3 .3 .3  C o n c lu sio n

For each network test case, thousands of VP configurations were considered. In all test cases, 

the optimal solution found using our approximation m ethod had  an overall performance 

measure F  th a t was very close to the optimal F  value found through simulation. In test 

cases 2 and 3, the solution found using the perform ance m easure approximation method 

and the solution found through simulation were identical. In  addition , the overall network 

performance measure F  calculated via simulation and approxim ation were extremely close 

(+ /-  0.002338 for test case 2 and + / -  0.000582 for test case 3) representing a 1.2% difference 

for test case 2 and 0.5% difference in test case 3. In  test case 1, the  layouts selected as
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test case 1

sim ulation approxim ation method
number optim al F value number optim al F value number
of vps solution of equiva­

lent
solution of equiva­

lent
0 0.602758 1 0.649445 1

1 03(5) 0.327057 1 03(5) 0.331764 1

2 03(3), 04(2) 0.251921 3 03(3), 04(2) 0.273550 8

3 03(3), 04(2), 
34(3)

0.213920 9 03(3), 04(2), 
34(3)

0.228140 9

4 02(1), 03(2), 
04(2), 34(3)

0.223457 23 02(1), 03(3), 
04(1), 34(4)

0.226276 13

5 02(1), 03(2), 
04(2), 23(1) 
34(3)

0.206659 2 1 02(1), 03(3), 
04(1), 23(1), 
34(4)

0.208810 2 0

6 02(2), 03(2), 
04(1), 23(1), 
24(1), 34(3)

0.221936 63 02(2), 03(2), 
04(1), 23(1), 
24(1), 34(3)

0.221224 32

7 0 1 (1 ), 0 2 (1 ), 
03(2), 04(1), 
14(1), 23(1), 
24(3)

0.210783 30 0 1 (1 ), 0 2 (1 ), 
03(2), 04(1), 
14(1), 23(1), 
34(3)

0.208561 2 2

8 0 1 (1 ), 0 2 (1 ), 
03(2), 04(1), 
12(1), 23(1), 
24(1), 34(3)

0.215937 5 0 1 (1 ), 0 2 (1 ), 
03(2), 04(1) 
12(1), 23(1) 
24(1), 34(3)

0.214060 15

9 0 1 (2 ), 0 2 ( 1 ), 
03(1), 04(1), 
12(1), 14(1), 
23(1), 24(1), 
34(2)

0.246461 8 0 1 (1 ), 0 2 (1 ), 
03(1), 04(1), 
12(1), 14(1), 
23(1), 24(1), 
34(2)

0.219963 5

T ab le  5.4: Optimal VP layout and capacity for each possible number o f VPs for the network in 
Test Case 1.

optimal via simulation and  via our performance m ethod had overall network performance 

measures (F  values) w ith a 0.9% difference or + / -  0.025 from each other. The approxi­

mated F  value for the optim al layout found through sim ulation (01(4), 12(2), 13(2), 23(2), 

34(4)) was 0.215057 while the approximated F  value for the optim al layout found through
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test case 2

simulation approximation method
number 
of vps

optim al
solution

F value number of 
equivalent

optim al
solution

F value number of 
equivalent

0 0.603874 1 0.614286 1

1 04(4) 0.478747 4 04(4) 0.478726 3
2 01(4), 13(4) 0.316777 3 01(3), 13(4) 0.311112 3
3 01(4), 13(2), 0.285116 2 0 01(3), 13(3), 0.281117 2 1

24(2) 24(1)
4 0 1 (2 ), 0 2 (2 ), 0.257768 7 0 1 (2 ), 0 2 (2 ), 0.238121 1 2

13(2), 24(2) 13(2), 24(2)
5 0 1 (2 ), 0 2 (2 ), 0.239428 18 0 1 (2 ), 0 2 (2 ), 0.218600 33

13(2), 23(1), 13(2), 24(2),
24(1) 34(2)

6 0 1 (2 ), 0 2 (2 ), 0.200047 2 0 0 1 (2 ), 0 2 (2 ), 0.202435 25
13(2), 23(1), 13(2), 23(1),
24(1), 34(3) 24(1), 34(3)

7 0 1 (2 ), 0 2 ( 1 ), 0.220909 30 0 1 (2 ), 0 2 (1 ), 0.221853 32
03(1), 1 2 ( 1 ), 03(1), 12(1),
13(1), 24(2), 13(1), 24(2),
34(2) 34(2)

8 0 1 (2 ), 0 2 (1 ), 0.206427 8 0 1 (2 ), 0 2 ( 1 ), 0.204837 1 0

03(1), 1 2 (1 ), 03(1), 12(1),
13(1), 23(1), 13(1), 23(1),
24(1), 34(3) 24(1), 34(3)

T ab le  5.5: Optimal VP layout and capacity for each possible number of VPs for the network in 
Test Case 2.

approximation (01(1), 02(1), 03(2), 04(1), 14(1), 24(1), 34(3)) was 0.208561. The difference 

between these two approximated values is 0.006496. We claim that the overall network 

performance in these two test cases is essentially the same and tha t the solutions can be 

considered equally optimal.

We also observe tha t in the intermediate layout and  capacity results obtained for the 

test cases, many of the overall performance measures for specific numbers of VPs are very 

close to one another. In many cases the optim al layout and capacity assignment found
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test case 3
simulation approximation m ethod

num ber 
of vps

optim al
solution

F value number of 
equivalent

optim al
solution

F value num ber of 
equivalent

0 0.643511 1 0.528922 1

1 34(2) 0.436760 4 34(2) 0.440528 4
2 03(4), 34(4) 0.367041 1 2 03(4), 34(4) 0.366966 1 0

3 01(4), 13(4), 0.267016 8 01(3), 13(4), 0.264087 9
34(4) 34(4)

4 01(4), 13(2), 0.225085 61 01(3), 13(2), 0.219653 69
23(2), 34(4) 23(2), 34(4)

5 01(4), 12(2), 0.174702 73 01(3), 12(3), 0.168676 67
13(2), 23(2), 23(2), 24(2).
34(4) 34(2)

6 01(4), 12(3), 0.143855 47 01(3), 12(2), 0.135016 39
13(1), 23(2), 13(1), 23(2),
24(1), 34(2) 24(1), 34(3)

7 01(4), 12(2), 0.140576 17 01(3), 12(2), 0.135016 13
13(1), 14(1), 13(1), 14(1),
23(1), 24(1) 23(1), 24(1)
34(2) 34(2)

8 0 1 (2 ), 0 2 (1 ), 0.125871 6 0 1 (2 ), 0 2 (1 ), 0.125289 7
03(1), 1 2 (1 ), 03(1), 1 2 (1 ),
13(1), 233(1) 13(1), 23(1),
24(1), 34(3) 24(1), 34(3)

T a b le  5 .6: Optimal VP layout and capacity for each possible number of VPs for the network in 
Test Case 3.

via sim ulation and our approxim ation m ethod for a specific number of VPs w ithin a given 

network were identical.

We conclude that our approxim ation m ethod is valid and can be used to accurately 

evaluate network performance w ithout using time-consuming simulation. Thus our perfor­

mance measure approximation m ethod is appropriate for use in a heuristic algorithm  to 

determ ine the optimal placement of and capacity allocation to VPs with in a general line 

network.
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5.4 S u m m ary

We have expanded the previous approximation m ethods to apply to multiple node systems 

containing multiple V Ps. O ur approximation m ethod produces results very close to those 

obtained through sim ulation. In addition, the op tim al V PDBA solution identified through 

our approxim ation m ethod and the optimal solution identified by simulation were identical 

in all test cases considered. We conclude th a t our approxim ation method is effective and 

can be used in an algorithm  to determine the optim al solution to the VPDBA problem.
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Chapter 6

Algorithm for the VPDBA 

Problem

We have shown that using shared bandw idth in a network containing VPs can provide 

many benefits. We have also developed a m ethod for approxim ating network performance 

measures in a network containing shared bandw idth and have shown that our approximation 

m ethod is accurate. We now present our heuristic algorithm  for VP Distribution and 

Bandw idth Allocation tha t explicitly considers shared bandw idth. The goal of the algorithm 

is to find a good solution to the NP-Complete VPDBA problem  including the placement of 

VPs and capacity allocation to VPs w ithin the network.

The algorithm that we have developed uses a greedy strategy to quickly determine a 

good solution to the VPDBA problem for a given network and set of network parameters. 

Our algorithm guarantees th a t each VP layout produced will contain shared bandwidth. 

By using shared bandwidth, our algorithm  produces solutions tha t provide improved per­

formance in several respects when compared to the solutions produced by algorithms that 

do not consider shared bandwidth. Specifically, our algorithm  produces VP layouts and

capacity assignments tha t exhibit a  degree of fairness not seen in VP layouts created with
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previous VPDBA algorithms. O ur algorithm  guarantees tha t in the resulting network, no 

traffic stream will be completely denied service even if not allocated VP capacity. Using 

shared bandwidth, some losses are still possible for each VP and non-VP stream, however 

no stream  will be forced to loose all of its traffic so tha t be tter service may be provided to 

other streams within the network. While providing improved fairness, our algorithm pro­

duces solutions with network-wide performance measures comparable to those produced by 

other algorithms.

We begin by summarizing previous algorithms for the VPDBA problem. Then we 

present our algorithm for the VPDBA problem. In this chapter, we restrict our network 

topology to be a simple line. Later, we will discuss extensions of our algorithm  that apply to 

more general networks. We present several test cases and show th a t our algorithm produces 

results that are in many ways superior to those produced by the previously developed 

algorithms.

6.1 P rev iou s V P D B A  A lgorith m s

The problem of VPDBA has been studied previously in the literature and heuristic algo­

rithm s for VP distribution and capacity allocation have been presented [34, 18, 17, 1, 16, 

7, 8 , 40, 29, 4], However, previous studies have failed to explicitly consider the idea of 

shared bandwidth. In addition, the m ajority of these works consider network models and 

problem formulations tha t differ greatly from the model and problem  formulation used in 

our approach. The algorithms presented in [17, 18, 1, 40, 29] use methods of combining 

existing VPs to form new VP layouts. These algorithms focus on network topology data
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ra th e r than performance measures. The work done by [34] and [8 ] explores the effect of 

param eters on network perform ance but does not present an algorithm  for VP Distribution 

and Bandwidth Allocation.

We focus on the three previous algorithms that use models closely related to our network 

model. In these algorithms, VPs are assigned and then capacities are adjusted in an attem pt 

to optimize some measure of network performance. However, in these algorithms there is 

no guarantee that every incoming traffic stream  in the network will be allocated capacity 

on a VP. If five streams share a  single link, the previous algorithm s allow all of the capacity 

to be allocated to a few of the stream s. Thus, some stream s suffer complete loss of service 

in order to improve the perform ance of other streams w ithin the network.

Before presenting our heuristic algorithm  for VPDBA, we sum m arize these algorithms 

for solving the VPDBA problem  in closely related network models. Later the resulting 

solution for these algorithm s will be compared to the solution determ ined by our algorithm 

for several test cases.

6 .1 .1  G a in /L o s s  R a t io  M e t h o d

Arvidsson [7] presents a greedy algorithm  for VP D istribution and B andw idth Allocation. 

A high, initially acceptable call loss level is assigned to each traffic stream . In [7] the initial 

loss levels are assigned to be 0.50. In other words, half of the calls on each stream  can be 

lost initially. This param eter value seems to be arbitrary as no justification or intuition is 

provided for the choice of initial loss level value. When running this algorithm , we used the 

value of 0.50 as the initial loss level.

A fter the initial loss levels have been assigned, the shortest p a th  is calculated for each
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source-destination pair w ithin the network. Then each traffic stream  is considered and the 

network performance gain achieved by adding one unit of capacity to the VP associated 

with the traffic stream  is calculated. Similarly, the network performance loss achieved by 

adding one unit of capacity to the VP associated w ith the traffic stream  is calculated. 

These performance measures are calculated using the Erlang B formula. After the gain 

and loss have been calculated for each traffic stream, the gain/loss ratio is calculated for 

each traffic stream . T he traffic stream  with the highest gain/loss ratio is selected to receive 

an additional unit of capacity. If there is no gain achieved by adding capacity to the VP 

associated with any stream  then the algorithm determines w hether the loss levels have been 

achieved. If they have not, then  loss levels are reduced and the algorithm  proceeds. If they 

have, then the algorithm  term inates with the VP distribution and capacity assignment as 

the final solution. The pseudocode for this algorithm is shown in Appendix E.

6 .1 .2  O v e r a ll  B lo c k in g  R a t e  M e t h o d

Cheng and Lin [16] present a greedy algorithm for the VPDBA problem. In their algorithm, 

all capacity is initially assigned to the one hop paths w ithin the network. Thus initially, the 

traffic streams corresponding to these one hop paths are the only VPs within the network. 

All other traffic stream s are completely lost since they do not have any capacity assigned 

to handle their calls.

As the algorithm  proceeds, the capacity is adjusted by the following sequence of steps. 

F irst the current overall blocking rate  is calculated using the Erlang B formula. Increasing 

the capacity allocated to each traffic source by one unit is considered. A new blocking 

rate  is calculated assum ing th a t one unit of capacity is added to the traffic source under
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consideration and subtracted  from each of the corresponding one hop routes on the same 

physical path. If the overall blocking rate is lowered by one or more of these new capacity 

assignments, then the assignment with the lowest overall blocking rate is selected as the 

new VP layout and capacity assignment and the algorithm continues to try to improve the 

layout and capacity assignment. If no new capacity assignment results in a lower blocking 

rate, then the algorithm term inates with the current layout and capacity assignment. The 

pseudocode for this algorithm  is shown in Appendix E.

6 .1 .3  B lo c k in g  D r if t  M e t h o d

Aneroussis and Lazar [4] present a greedy algorithm for V P capacity assignment. Their 

algorithm does not address how the layout of the VPs should be chosen for a network. So 

th a t we may compare the performance of this algorithm with the other algorithms discussed 

as well as our own algorithm  for VP distribution and capacity assignment, we add a step to 

the algorithm in which VPs are distributed. We assume tha t all streams are potentially VPs 

with assigned capacities of zero. Then we proceed to the capacity assignment adjustment 

algorithm presented by Aneroussis and Lazar.

The capacity assignment algorithm uses three phases. In  the first phase, all source- 

destination pairs for which the blocking constraints are not satisfied are considered. For 

each of these source-destination pairs, the capacity for this traffic source is increased while 

holding the capacity of all other VPs constant. Then the blocking drift is calculated for the 

new capacity assignment. The blocking drift Db is defined to be

Db =  Y2vW£W,keK P w  ~ P w )

where W  is the set of all source-destination pairs, K  is the set of all traffic classes, P* is
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the percentage of call a ttem pts for traffic class k  for the source-destination pair w that are 

denied service due to the unavailability of resources, and {3^ is the blocking constraint for 

traffic class k  from source-destination pair w. The blocking probability  is calculated using 

the Erlang B formula. If one of the new assignments results in a  lower blocking drift, then 

the assignment w ith the lowest blocking drift is selected as the new capacity assignment.

In the second phase, signaling violations are considered. O ur model does not consider 

signaling violations. Therefore, we ignore this phase of the algorithm  and assume that 

no signaling constraints are violated. Phase one and two are repeated until no blocking 

violations or signaling violations are incurred.

After all blocking violations and signaling violations are satisfied, then the algorithm 

proceeds to phase three th a t a ttem pts to further optimize the  V P capacity assignment. In 

this phase, the network throughput is calculated for each source-destination pair using the 

Erlang B formula. Then the network revenue is calculated. Network revenue is sum of the 

network throughput for each source-destination pair m ultiplied by the revenue obtained 

by accepting one call from this source-destination pair. In  our experiments, we assume 

th a t each traffic source produces equal network revenue. Every VP whose capacity can 

be increased by one unit is considered. The new network revenue is calculated for each 

of these new capacity assignments. If none of the new capacity assignments results in a 

higher network revenue, then the algorithm term inates, otherwise the capacity assignment 

w ith the highest revenue is selected as the new network layout and  capacity assignment and 

phase three is repeated. T he pseudocode for this algorithm  is presented in Appendix E.
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6.2 V P D B A  A lg o r ith m  w ith  B a n d w id th  Sharing

We present our algorithm , compare the performance of our algorithm  with the optimal 

solution found by exhaustive search of the solution space for several networks, present test 

cases used to com pare our algorithm  to the other algorithm s discussed in this chapter, and 

compare the results o f our algorithm  to the results produced by other algorithms.

6 .2 .1  O u r  A lg o r i t h m

We use a greedy stra tegy  to distribute VPs and assign capacity to them  while ensuring 

that the resulting netw ork contains shared bandw idth. As an initial step, we force one 

unit of bandw idth to rem ain unreserved or shared w ith in  the network. Additional units of 

bandwidth may be shared  as determined by our bandw id th  allocation process. By forcing 

this shared bandw idth  to rem ain unreserved w ithin the network, we provide a degree of 

fairness to all traffic sources w ithin the network. I t is never the case that all network 

capacity on a particu lar link is assigned completely to  one or more VPs. In this way, our 

algorithm allocates capacity to VPs but does not force the loss of all incoming non-VP 

traffic. The presence of shared bandwidth also provides greater network flexibility and 

reduces the need for re-d istributing  capacity when traffic pa tte rn s change in the network.

After the single un it of shared bandwidth is set aside, the algorithm  begins to determine 

the VP distribution and  capacity allocation. At each step  of the algorithm , the stream that 

contributes the most significantly to overall call loss probability  experienced by the network 

is given one additional un it of reserved VP capacity. O ur algorithm  continues to assign 

capacity in this fashion un til all capacity available for V Ps has been distributed or until the
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network performance ceases to improve with the addition of capacity to any VP. Pseudocode 

for this algorithm is shown below.

1. Calculate the current overall network performance using out network performance 

measure approximation method. The overall network performance is defined to be

F  =  aP(to.'is) + (1 — a)P(setup)

2. On each link in the network, one unit of capacity is set aside. This capacity is 

guaranteed to be shared bandwidth.

3. W hile there is capacity remaining th a t has not been allocated (either to a VP or in 

step 2  above) and the network performance is improving

(a) Consider all traffic sources tha t can have an increased amount of capacity allo­

cated to them. Calculate the amount of traffic currently lost from each of these 

streams.

(b) Select the traffic stream  that has the highest amount of traffic loss associated 

with it. The VP capacity of the selected stream  is increased by one unit.

(c) The network performance F  is re-calculated

(d) If the network performance of the new VP layout and capacity assignment has 

not improved when compared to the previous network performance, then re turn  

to the previous VP layout and capacity assignment and stop, otherwise continue 

to try to improve network performance.
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6.3 Our A lgorith m  v s. E xh au stive  Search

We considered three network test cases for which an exhaustive search method was used to 

calculate the optimal VP layout and capacity allocation. For each of these test cases, we 

ran our algorithm and compared the resulting VP layout and capacity allocation to that 

found by the exhaustive search. We present the layout and capacity assignment as well as 

the overall network performance for each test case using each solution method. The test 

cases are shown in the Appendix D in Table D.5.

The resulting layout and capacity allocation and corresponding network performance 

value for each of the three test cases is shown in Table 6.1. In  all test cases considered, 

the performance measure for the resulting layout and capacity allocation produced by our 

algorithm  are within 0.15 of the  performance measures for the true optimal solution as

found by exhaustive search.

test exhaustive search network our algorithm network
case layout performance layout performance

a  =  0.5 a  =  0.5
1 01(1),02(1),03(2) 0.208561 03(3), 04(1), 34(3) 0.286351

04(1), 14(1), 23(1), 34(3)
2 01(2), 02(2), 13(2), 0.202435 01(1), 02(1), 03(1), 0.340908

23(1), 24(1), 34(3) 13(1), 24(1)
3 01(2), 02(1), 03(1) 0.125289 12(1), 13(1), 23(1), 0.263817

12(1), 13(1), 23(1) 24(1), 34(2)
24(1), 34(3)

T a b le  6.1: The resulting layout and capacity assignment as produced by our algorithm and ex­
haustive search.

Our algorithm always produces a VPDBA solution th a t includes shared bandwidth. Be­

cause of this fact, the probability of call setup will never be zero for our algorithm. Therefore, 

when the network performance is calculated, our network will always have a  probability of
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call setup that contributes to the final network statistic, while this is not necessarily true 

of the optimal solution found through exhaustive search. In  the test cases considered, the 

VPDBA solution found through exhaustive search contained no shared bandwidth. Thus 

none of the accepted calls incurred a call setup cost. So the  probability of a call setup was 

zero for these optimal solutions. As such, we would expect the  overall network performance 

of the VPDBA solutions produced by our algorithm to be higher than  those found through 

exhaustive search. Table 6.2 shows the loss probability and  setup probability for each of 

the solutions described in the table above. As a result of including shared bandwidth in our 

solution, we have some traffic th a t incurs a setup cost and contributes to the final network 

performance. We expect our algorithm  to perform fairly well, b u t recognize that it will not 

always be capable of producing solutions with overall netw ork performance measures th a t 

mimic the optimal because our algorithm  includes shared bandw idth. The shared band­

w idth helps ensure that no single traffic stream  will be com pletely denied service in order 

to improve the performance for other streams. We conclude th a t our algorithm produces 

fairly good VP layouts and capacity assignments.

Network Algorithm Loss Setup
1 Anewalt 0.343228 0.229474
1 Exhaustive Search 0.430113 0

2 Anewalt 0.327516 0.354300
2 Exhaustive Search 0.404870 0

3 Anewalt 0.145929 0.381000
3 Exhaustive Search 0.250578 0

T able  6.2: The Loss and Setup Probabilities for our algorithm  and exhaustive search.
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6 .4  C om paring O ur A lgorith m  to  P r e v io u s  A lgorith m s

We have shown that our algorithm  produces results th a t compare favorably with the solu­

tions found through exhaustive search. We now present 10 test cases and use our algorithm 

as well as the other algorithms discussed to produce a VP layout and capacity assignment 

for each test case. Then we calculate network perform ance measures including the loss 

probability, setup probability, fraction of traffic handled and  the fraction of streams han­

dled for each resulting VP layout and capacity assignment. We show that our algorithm 

produces VPDBA solutions th a t provide superior network perform ance in some respects 

w ithout sacrificing overall network performance.

6 .4 .1  P e r fo r m a n c e  M e a s u r e s

To compare the performance of the VP layout and capacity assignments produced by our al­

gorithm  to those produced by the previously studied algorithm s, we use several performance 

measures. We compare the overall network performance F  =  aP ( lo s s ) -f (1 — a)P(setup)  

using a  range of a  values. In  addition, we individually com pare the loss probability and 

setup up probability for each layout. We also identify the num ber of traffic streams that 

are able to transm it some inform ation as a fraction of the to ta l num ber of streams in the 

network. Finally, we look at the fraction of the total traffic carried in each case. This is the 

sum  of the estim ated am ount of each traffic source carried divided by the sum of the total 

am ount of traffic offered to the network. Our perform ance m easure approximation method 

is used to calculate these performance measures.
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6 .4 .2  A s s u m p t io n s

We restrict our attention to line networks a t this time.

The algorithm  proposed by Arvidsson assigns initially acceptable loss levels as the first

step in the algorithm. In their paper a value of 0.50 is used for all traffic. We use the same

param eter value as no intuition or reason for selecting this value is given.

The algorithm  presented by Aneroussis and Lazar only considers capacity assignment 

and assumes tha t the location of VPs has been previously established. In  order to compare 

the performance of their algorithm to our algorithm , we assume that each traffic source 

is assigned a VP with an initial capacity of zero. Then we use their capacity assignment 

algorithm  to adjust these capacities. In this algorithm , a maximum blocking probability is 

initially assigned to each traffic source. No intuition  is given for choosing a good value for 

this quantity. We assume that the maximum blocking probability is 0 for all traffic streams 

to try  to produce the best possible layout. T his algorithm  also uses a revenue value for each 

traffic source. We assume that all traffic sources produce equal revenue and use a value of 

one in for the revenue for all traffic sources.

6 .4 .3  T e s t  C a se s

A set of ten test cases are considered in this experim ent. Each test case contains between 4 

and 6  nodes and between 3 and 5 servers on each link. The A values for each test case are 

listed in Appendix E Table E .l (Section E.2.1).

In order to present a full range of network param eter values, the test cases were con­

sidered with a  network load param eter 7 . T he value 7  varied between 0.1 and 10.0. For 

7  values between 0.1 and 1.0, the values varied by a  step size of 0.1. For 7  values greater
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than  1.0, the values varied by a step size of 1.0. This allowed a more in depth  study of the 

algorithm s’ performance for lightly loaded networks and heavily loaded networks.

6 .4 .4  R e s u l t s

Each of the four algorithms was run for each test case. The value of a  was varied over the 

range of possible values 0 < a  < 1.0. T he load of the network 7  was varied over a range of 

possible values 0 < 7  <  10.0. After the VP layout and capacity assignment was determined 

by each algorithm, the network perform ance measures were calculated for each network. 

We calculate the network performance measures, overall network performance, probability 

of loss, probability of setup, fraction of traffic handled, and fraction of the stream s handled 

for each solution. Our performance m easure approxim ation m ethod was used to produce 

estim ates of the loss probability, setup probability, overall network perform ance and fraction 

of traffic carried for each network.

The calculated performance measures for a  single test case are shown in Figures 6.1, 6.2,

6.3 and 6.4 . Similar results were obtained for other test cases and are shown in Section E.2.2 

of A ppendix E.

In figure 6.1, we see that our algorithm  provides a lov/er loss probability for all 7  values 

less than  2.0. For a 7  value of 0.1, the loss probability for our algorithm  is 0.014 compared 

to the loss probabilities of 0.297, 0.411, 0.744 for the other algorithm s). For 7  values greater 

than  2 .0 , our algorithm performs com parably to the best of the other algorithms.

In figure 6.2, we see that our algorithm  produces networks tha t have a higher resulting 

probability of call setup. However, the  call setup probability for the  networks produced 

by our algorithm is still significantly lower th an  the setup probability for networks that do
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Probability of Loss Anewaft
Aneroussis — x—  

Cheng —* — 
Arvidsson —-a —

alpha
gamma

F igure 6.1: Comparing the Probability of Loss for the layout produced from our algorithm and the 
layouts produced from the three other algorithms.

not contain VPs. The o ther algorithm s only carry traffic on VPs - all traffic th a t is not 

assigned to a VP is lost. As a result their call setup probability is always essentially 0. Our 

algorithm only services a portion of traffic on VPs. This increases the  probability of call 

setup, bu t also increases the num ber of stream s handled by the network.

In figure 6.3, we see th a t the fraction of traffic carried by the network produced by our 

algorithm is much higher than  th e  fraction of traffic carried by the  networks produced by
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Probability of Setup Anewaft _
Aneroussis —x—  

Cheng — * — 
Arvidsson —e—

1 r

Figure 6.2: Comparing the Probability of Setup for the layout produced from our algorithm and 
the layouts produced from the three other algorithms.

the other algorithms for 7  values less than  2.0. I t is highly undesirable for networks to 

provide no service to a large amount of the traffic offered to the network. For 7  values less 

than 2 .0 , our algorithm  produces networks tha t handle greater than or equal to 2 0 % more 

of the offered traffic than the networks produced by the other algorithms considered. Thus 

the network produced by our algorithm provides a  more desirable level of service to the 

network traffic.
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Fraction of Traffic Handled Anewait — -  
Aneroussis —x - 
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Figure 6.3: Comparing the Fraction of Traffic handled by the layout produced from our algorithm 
and the layouts produced from the three other algorithms.

The fraction of stream s handled by the network is shown in Figure 6.4. The fraction of 

streams handled by the network is not affected by the value of a.  In addition, the value of 

the parameter is not greatly affected by the 7  param eter. The fraction of streams handled 

is almost constant through the entire range of a  and 7  values with only slight variances.

The fraction of stream s handled is always higher for networks produced by our algorithm. 

Our algorithm guarantees th a t 100% of the traffic stream s will receive some level of service.
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F igu re 6.4: Comparing the Fraction o f Streams handled by the layout produced from our algorithm 
and the layouts produced from the three other algorithms.

None of the other algorithm s for the VPDBA problem provide this type of guarantee. 

In many cases, this guarantee produces significant effects on the traffic dynamics. For 

example in the test case results shown, our algorithm produces a network with 1 0 0 % of 

the streams handled. However the other algorithms produce networks in which 40%, 30%, 

50% (approximately) of the traffic is handled. Clearly a  VP layout th a t is only capable of 

handling calls from 50% or less of the traffic streams offered to the network is undesirable. 

In this way our algorithm  produces solutions to the VPDBA problem  th a t offer significant 

network benefits. O ur algorithm  guarantees that all streams will receive some level of 

service. No stream  is completely denied service in order to improve the service given to
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other streams.

The other test cases produced similar results. O ur algorithm  produces results that 

have the same or lower loss probabilities as the other algorithm s. Our algorithm always 

produces VPDBA results th a t have higher setup probabilities since some traffic will be 

handled without VPs. O ur algorithm  handled more traffic and a much larger fraction of 

traffic streams in all test cases. These results are shown in Appendix E Section E.2.2.

6.5 S um m ary

We have shown earlier th a t shared bandwidth can provide m any benefits w ithin a VP net­

work. We developed a  perform ance measure approxim ation m ethod for networks containing 

shared bandwidth. We have presented an algorithm for VP D istribution and Bandwidth 

Allocation tha t explicitly considers shared bandwidth. T he algorithm  ensures that the re­

sulting VP layout and capacity assignment will contain some shared bandwidth. Thus total 

loss of non-VP stream s is avoided. Our algorithm is sim ple and efficient. It uses a greedy 

strategy to select the best stream  to add more VP capacity a t each iteration of the algo­

rithm . Our algorithm  halts when the network perform ance ceases to improve when more 

VP capacity is added. In  th is way, all capacity is not assigned to VPs if it does not help 

to improve network perform ance. Rather we keep as much of the bandw idth shared as 

possible.

We have compared the network performance of the V P  layouts and capacities produced 

by our algorithm to those produced by the other algorithm s and have shown th a t our 

algorithm produces V PD BA  solutions that provide 100% of the  offered traffic stream s with
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some level of service. We have shown th a t solutions determined by our algorithm provide 

service to a greater amount of the offered traffic than  solutions determined by the previous 

algorithms, resulting in a greater level of fairness in the resulting network. In addition, 

the resulting network can more easily adapt to changing traffic patterns by reducing the 

need for re-configuring the network over time. In addition to providing this increased level 

of fairness, our algorithm produces networks with loss probabilities and setup probabilities 

tha t are comparable to those produced by previous algorithms.
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Chapter 7

The General Network

We now show that our greedy algorithm  can be used in a  network w ith a general topology 

to produce results similar to those produced for the line network.

7.1 V P D B A  A lg o r ith m  w ith  B a n d w id th  S h arin g  for a G en­

eral N etw ork

7 .1 .1  O u r  A lg o r i t h m  fo r  a  G e n e r a l N e tw o r k

Before beginning the VPDBA process, we find the shortest p a th  for each traffic stream using 

D ijkstra’s algorithm. We assum e th a t this shortest p a th  will always be used for the pur­

poses of our algorithm and perform ance approximation calculations. We then use a greedy 

strategy to distribute VPs and  assign capacity to the links while ensuring th a t the resulting 

network contains shared bandw idth . As in the line case, we force one unit of bandwidth 

to remain unreserved or shared w ithin the network; add itional units of bandw idth may be 

shared as determined by our bandw idth  allocation process.

After the single unit of shared  bandwidth is set aside, the algorithm  begins to determine 

the VP distribution and capacity allocation. At each step  of the algorithm , the stream that

127
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contributes the most significantly to overall call loss probability experienced by the network 

is given one additional unit of reserved VP capacity. O ur algorithm  continues to assign 

capacity in this fashion until all capacity available for V Ps has been distributed or until 

the network perform ance ceases to improve with the addition  of capacity to the VP under 

consideration. Pseudocode for this algorithm is shown below.

1. Determine the shortest p a th  associated w ith each traffic stream .

2 . Calculate the current overall network performance using out network performance 

measure approxim ation m ethod. The overall network perform ance is defined to be

F = aP(loss)  +  (1 — a)P(se tup)

3. On each link in the network, one unit of capacity is set aside. This capacity is 

guaranteed to be shared bandw idth.

4. While there is capacity rem aining tha t has not been allocated (either to a VP or in 

step 2  above) and  the network performance is improving

(a) Consider all traffic sources tha t can have an increased am ount of capacity allo­

cated to them . Calculate the amount of traffic currently  lost from each of these 

streams.

(b) Select the traffic stream  tha t has the highest am ount of traffic loss associated 

w ith it. T he VP capacity of the selected stream  is increased by one unit.

(c) The network perform ance F  is re-calculated

(d) If the network perform ance of the new VP layout and  capacity assignment has 

not improved when com pared to the previous netw ork performance, then re turn
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to the previous VP layout and capacity assignment and stop, otherwise continue 

to try  to improve network performance.

In order to calculate the performance of the general network quickly, we use a  mod­

ification to the performance measure approxim ation used in the line networks previously 

considered. In our modified approach, we consider one traffic stream  at a time. For each 

stream  considered, we create a sub-network associated w ith the stream from the general net­

work. The sub-network for each traffic stream  has a line topology and contains all the nodes 

associated w ith the path  of that stream and all of the traffic within the network tha t passes 

through the nodes associated with the stream . We then  find the performance measures for 

the stream  using the performance approxim ation m ethods detailed in Section 5.2 applied 

to the line network associated with the stream  under consideration. The loss probability 

and setup probability associated with the stream  of consideration are recorded and then 

the next stream  in the general network is considered. After the individual performance of 

each stream  is calculated, these measures are combined into an overall network performance 

m easure using the formulas given in Section 5.2.

P(loss) =  -E '-T Vv P(1° " ‘j)
2^v« j

P(no  setup) =
^ v i j  ' A j

P(setup)'  = 1  — P(loss) — P{no setup)

P(setup) = p(setupy+pf£0 setup)

T he overall network loss probability and setup probability  are used to calculate the overall 

network performance for the general network under consideration using the formula 

F  = aP(loss ) -I- (1 — a)P{se tup )
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7.2 E va lu atin g  A lgorith m  P erform ance

We evaluate the performance of our algorithm by com paring the performance results of 

general networks w ith VPDBA solutions determined by our algorithm  to the performance 

of the same networks w ithout VP assignments. In addition to overall network performance, 

we compare the loss probability and setup probability for each layout.

7 .2 .1  A s s u m p t io n s

We assume th a t all links w ithin the network are bi-directional and tha t the same amount 

of capacity has been allocated to the link in each direction. Thus if the link between node 

0 and node 1  has 10 units of capacity, we assume th a t 5 units are used for traffic from node 

0 to node 1 and 5 units are used for traffic from node 1 to node 0.

7 .2 .2  T e s t  C a s e s

Three network topologies were considered. Each Test Case represents a unique topology. 

Several traffic distributions were considered for each network topology. Connectivity and 

arrival rates were selected a t random. Tables showing the connectivity and arrival rates for 

each network can be found in Appendix F Table F .l  (Section F.1.1).

7 .2 .3  R e s u l t s

Our algorithm was run for each network test case and traffic distribution. A VP layout 

and capacity assignment was determined by the algorithm  and the network performance 

measures were calculated for each network. For each network test case, we compare the 

approximated perform ance measures for the network w ith  no VP assignments to the ap­
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proxim ated performance measures for the network with the VPDBA determined by our 

algorithm . The comparisons are shown in the following tables. For each test case and 

traffic distribution, we show the resulting perform ance measures using a variety of a  values. 

In addition, we highlight the improvement in network performance for the a  value of 0.6. 

This value was chosen as a m oderate value of a  th a t does not overwhelmingly favor loss 

or setup probability. For the highlighted perform ance measures, we show the difference be­

tween the performance measures for a network w ith no VPs and the performance measures 

for the network with the VPDBA solution found using our algorithm. The actual VPDBA 

determ ined by our algorithm  for each test case for all values of a  are shown in Appendix F 

Section F .l.2 .2 .

Test Case 1 - Traffic D istribution 1

no VP VPDBA algorithm result
alpha loss

probability
setup
probability
ance

overall • 
perform-

loss
probability

setup
probability

overall
perform­
ance

0 . 1 0.490016 1 . 0 0.9490016 0.433869 0.272687 0.288805
0.4 0.490016 1 . 0 0.7960064 0.433869 0.272687 0.337160
0 . 6 0.490016 1 . 0 0.6940096 0.433869 0.272687 0.369396
0.9 0.490016 1 . 0 0.5410144 0.480098 0.793688 0.511457

Test Case 1 - Traffic D istribution 1 - A lpha =  0.6
no VP VPDBA algorithm difference percent

difference
loss: 0.490016 0.433869 0.056147 11.4582
setup: 1 . 0 0.272687 0.727313 72.7313
performance: 0.6940096 0.369396 0.324614 46.7736
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Test Case 1 - Traffic D istribution 2
no VP VPDBA algorithm result

alpha loss
probability

setup
probability
ance

overall
perform-

loss
probability

setup
probability

overall
perform­
ance

0 . 1 0.370847 1 . 0 0.9370847 0.327637 0.262876 0.269352
0.4 0.370847 1 . 0 0.7483388 0.327637 0.262876 0.292666
0 . 6 0.370847 1 . 0 0.6225082 0.323947 0.267227 0.301259
0.9 0.370847 1 . 0 0.4337623 0.323744 0.738935 0.365263

Test Case 1 - Traffic D istribution 2 - Alpha =  0.6
no VP VPDBA algorithm difference percent

difference
loss:
setup:
network performance:

0.370847
1 . 0

0.6225082

0.323947
0.267227
0.301259

0.046900
0.732773
0.321249

12.6467
73.2773
51.6056

Test Case 2 - Traffic D istribution 1
no VP VPDBA algorithm result

alpha loss
probability

setup
probability
ance

overall
perform-

loss
probability

setup
probability

overall
perform­
ance

0 . 1 0.0476037 1 . 0 0.904760 0.0887154 0.134103 0.129564
0.4 0.0476037 1 . 0 0.619041 0.0887154 0.134103 0.115948
0 . 6 0.0476037 1 . 0 0.428562 0.0887154 0.134103 0.106870
0.9 0.0476037 1 . 0 0.142843 0.0542722 0.755723 0.124417

Test Case 2 - Traffic D istribution 1 - A lpha =  0.6
no VP VPDBA algorithm difference percent

difference
loss:
setup:
network performance:

0.0476037
1 . 0

0.428562

0.0887154
0.134103
0.106870

0.041112
0.865894
0.321692

46.3411
86.5894
75.0631
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Test Case 2 - Traffic Distribution 2
no VP VPDBA algorithm result

alpha loss
probability

setup
probability
ance

overall 
per form-

loss
probability

setup
probability

overall
perform­
ance

0 . 1 0.297206 1 . 0 0.9297206 0.270126 0.238546 0.241704
0.4 0.297206 1 . 0 0.7188824 0.270126 0.238546 0.251178
0 . 6 0.297206 1 . 0 0.5783236 0.270126 0.238546 0.257494
0.9 0.297206 1 . 0 0.3674854 0.294774 0.960976 0.361394

Test Case 2 - Traffic Distribution 2 - A lpha =  0.6
no VP VPDBA algorithm difference percent

difference
loss:
setup:
network performance:

0.297206
1 . 0

0.5783236

0.270126
0.238546
0.257494

0.02708
0.761454
0.320830

9.1115
76.1454
55.4758

Test Case 3 - Traffic Distribution 1

no VP VPDBA algorithm result
alpha loss

probability
setup
probability
ance

overall 
per form-

loss
probability

setup
probability

overall
perform­
ance

0 . 1 0.426907 1 . 0 0.9426907 0.445535 0.340384 0.350899
0.4 0.426907 1 . 0 0.7707628 0.443863 0.365446 0.396813
0 . 6 0.426907 1 . 0 0.6561442 0.443863 0.365446 0.412496
0.9 0.426907 1 . 0 0.4842163 0.399459 0.864811 0.445994
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Test Case 3 - Traffic D istribution 1 - Alpha =  0.6
no VP VPDBA algorithm difference percent

difference
loss: 0.426907 0.443863 0.016956 3.820097
setup: 1 . 0 0.365446 0.634554 63.4554
network performance: 0.6561442 0.412496 0.243648 37.13333

Test Case 3 - Traffic D istribution 2
no VP VPDBA alg orithm  result

alpha loss
probability

setup
probability
ance

overall
perform-

loss
probability

setup
probability

overall
perform­
ance

0 . 1 0.002301 1 . 0 0.902301 0.0665417 0.226174 0 . 2 1 0 2 1 1

0.4 0.002301 1 . 0 0.600920 0.0636039 0.233324 0.165436
0 . 6 0.002301 1 . 0 0.401381 0.0286559 0.48189 0.20995
0.9 0.002301 1 . 0 0.102071 0.0113238 0.586639 0.0688554

Test Case 3 - Traffic D istribution 2 - Alpha =  0.6
no VP VPDBA algorithm difference percent

difference
loss:
setup:
network performance:

0.002301
1 . 0

0.401381

0.0286559
0.48189
0.20995

0.0263549
0.51811
0.191431

91.9702
51.8110
47.6931

Table 7.1: The approximated performance measures and percent differences for the loss probability, 
setup probability and network performance for each test case

7 .2 .4  C o n c lu s io n

In all test cases considered the probability of setup was greatly  reduced by including VPs 

when compared to networks th a t did not include VPs. T he V PDBA solutions found by our 

algorithm greatly improved the cost of call setup in all cases considered. An improvement 

of 50% to 80% was observed in the probability of call setup  in the test cases. We would
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expect the networks containing VPs to have smaller setup  probabilities when compared to 

networks w ithout VPs since calls using the VPs will not incur setup costs.

In addition, the VPDBA solutions found using our algorithm  did not have significantly 

different probabilities of call loss when compared to the networks w ithout VPs. In two of 

the six cases, we saw th a t the solution including VPs had  slightly higher probabilities of 

call loss. We would expect th a t networks using VPs would have slightly higher probability 

of call loss than networks tha t contained no VPs. Networks th a t contain no VPs assign 

resources as they are requested. In such a network there is never a  time in which a call is 

denied service when resources are actually available to carry  the call. In contrast, networks 

containing VPs may deny service to an incoming call if  it does not have a VP associated 

with it and all shared resources are in use or if the VP associated with the call is currently 

being used to capacity and all shared resources are in use. In  four of the six test cases, we 

observed a small improvement in call loss probability w hen using the VPDBA solution found 

by our algorithm. We would not expect th a t the probability  of call loss would be reduced by 

including VPs in the network. The improvements are very small and we a ttribute  them to 

the approximation m ethod. O ur approximation m ethod only finds approximate solutions 

for performance measures associated w ith a network. T hus the loss probabilities for the 

network w ithout VPs and the VPDBA solution found by our algorithm  are likely very close 

in value. It is likely th a t the VPDBA solution actually  has a slightly higher rather than 

lower probability of call loss. Because our approxim ation m ethod is only intended to enable 

optimization, we can tolerate these small variations.

In all cases, the overall network performance for the network using the VPDBA solution 

was better than  the overall network performance for the  network w ithout VPs. We would
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expect this improvement because the reduction in call setup  was so significant for the test 

cases, it is not surprising th a t the network performance was an improvement for all test 

cases and all alpha values.

We have shown that w ith our algorithm the probability of call setup can be significantly 

reduced while maintaining the probability of call loss sim ilar to networks without VPs (the 

minimum possible value).

7.3  C om parison  o f  Our A lgorith m  to  O th er A lgorithm s

We now compare the performance of VPDBA solutions produced by our algorithm to those 

produced by the three algorithms described in C hapter 6 , using the same performance 

m etric F  = aP(loss) + (1 — a)P(setup).  We also com pare the loss probability, setup 

probability, fraction of traffic carried by each solution and  the fraction of streams carried 

by each solution.

7 .3 .1  T e s t  C a se s

Two traffic distributions were considered for each of three network topologies. Connectivity 

and arrival rates were selected a t random, shown in Table F .l  in Appendix F (Section F.1.1).

7 .3 .2  R e s u l t s

We compare the overall network performance, probability of loss, and probability of setup 

w ith  various a  values for each network test case for our algorithm  and the other algorithms. 

We also compare the fraction of traffic carried, the sum of the estim ated amount of each 

traffic source carried divided by the sum of the to ta l am ount of traffic offered to the network.
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In addition, we also compare the number of streams tha t are able to transm it some informa­

tion divided by the total number of stream s in the network. Each following graph represents 

the results for a single performance measure for a  single network test case as labeled. Re­

sults for other test cases axe shown in Figures F .l- F.25 in Appendix F Section F .1.2.1. The 

VPDBA results are given in tabular form in Section F.l.2.2 of Appendix F.
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Figure 7.1: Comparing the Probability of Loss for the layout produced from our algorithm and the 
layouts produced from the three other algorithms for Test Case 3, Traffic Distribution 1.
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F igure 7.2: Comparing the Probability of Setup for the layout produced from our algorithm and 
the layouts produced from the three other algorithms for Test Case 3, Traffic Distribution 1.
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F igure  7.3: Comparing the Overall Performance of the layout produced from our algorithm and 
the layouts produced from the three other algorithms for Test Case 3, Traffic Distribution 1.
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F igu re 7.4: Comparing the Fraction of Traffic carried by the layout produced from our algorithm  
and the layouts produced from the three other algorithms for Test Case 3, Traffic Distribution 1.
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F igure 7.5: Comparing the Fraction of Streams carried by the layout produced from our algorithm 
and the layouts produced from the three other algorithms for Test Case 3, Traffic Distribution 1.
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7 .3 .3  C o n c lu s io n s

We discuss the results for each of the performance measures individually and then make 

general conclusions about the results.

7 .3 .3 .1  L oss P r o b a b il ity

In all test cases, we observe tha t the VPDBA solution produced by our algorithm has a 

lower loss probability for all a  values than the layout produced by all other algorithms, and 

this value is close to the optim al value found in non-VP solutions.

We also observe th a t in contrast to other algorithms, loss probabilities associated with 

our algorithm change w ith the value of a  because our algorithm  uses a  in determining layout. 

As such we would expect th a t the loss probability will decrease as the value of a  increases. 

We observe the expected behavior in four of the six test cases, the exceptions being Test 

Case 1 , Traffic D istribution 1  and Test Case 2, Traffic D istribution 2. We suspect that that 

the slight increase in loss probability as the value of a  increases in these test cases is a result 

of the estimated nature of our performance measures. A nother possible explanation for the 

unexpected behavior is th a t the heuristic VPDBA algorithm  finds a local optimal solution 

for this particular a  value. This issue will be considered in future study.

7 .3 .3 .2  S e tu p  P r o b a b il ity

In  all cases the setup probability associated with the solution produced by our algorithm 

increases with the value of a, as the setup component of. the overall network performance 

measure is weighted less. The other algorithms do not consider the value of a  in their 

algorithm, thus the probability of setup does not vary w ith a.
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Except for cases of large a  values, the setup probability associated with the layout 

produced by our algorithm lies between the best and worst probability of call setup asso­

ciated w ith the layouts produced by the other algorithms in all test cases. The algorithm 

developed by Cheng [16] consistently has the lowest setup probability, a value of zero in 

all test cases because the capacity was completely allocated to VPs. The same is true of 

Aneroussis’ algorithm [4]; in all cases considered except Test Case 1, Traffic Distribution 

2 , this algorithm  terminated only when all resources had been allocated to VPs leaving no 

shared bandw idth in the network to incur a  setup cost. This type of solution will have a 

low setup probability; however as we have argued, the choice to allocate all resources to 

VPs has a negative impact on the loss probability and fairness of the network.

The layouts produced by the algorithm  developed by Arvidsson [7] always had a setup 

probability th a t exceeded the setup probability associated w ith  our solution except in cases 

of large a  values. When a  is large, our algorithm  places less emphasis on the setup probabil­

ity and greater emphasis on the probability of loss. Thus, layouts produced by our algorithm 

w ith large a  values will have larger probability of call setup and sm aller probability of call 

loss than  layouts produced with m oderate or small a  values. In  all test cases, we observe a 

steep rise in the setup probability as the value of a  increases and the weight placed on the 

setup measure of performance decreases. Note th a t the use of the  a  param eter allows the 

network manager to have an additional level of control over the VPDBA layout produced 

by the algorithm  by specifying the im portance of each of the perform ance measures in the 

overall network design.

All of the algorithms provide a  reduction in call setup probability  when compared to 

a  network th a t does not contain V Ps and m ust have a setup probability of 100%. The
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differences in setup probability  observed by the four algorithm s can be a ttribu ted  to the 

algorithms themselves. E ach  uses a particulax starting  point for the VPDBA solution and 

a particular statistic  to determ ine when to stop searching for a b e tte r  VPDBA solution. It 

appears that the algorithm  developed by Arvidsson emphasizes reducing the loss probability 

of the final layout, while the algorithms developed by Cheng and Aneroussis emphasize 

reducing the setup probability  of the final layout. Our algorithm  offers the most flexibility 

by allowing the network m anager to choose whether the setup probability  or loss probability 

should be minimized at a  particular time. The m anager can also choose to use a moderate 

value of a  that will produce a solution that takes both  m easures into account.

7 .3 .3 .3  O vera ll P e r fo r m a n c e

Recall that the overall netw ork performance is calculated using the  equation 

F  =  aP ( loss )  4- (1 — a)P(setup)

For five of the six network topology and traffic distributions considered, there exists an a  

value at which our algorithm  will yield the best overall network perform ance. In Test Case 2, 

Traffic Distribution 2 our algorithm  did not produce the best overall network performance, 

bu t did come very close to  the best network perform ance observed for several a  values .for 

this test case and traffic distribution. We note tha t in general, our algorithm  produces 

results that are be tter in  term s of overall performance when the  value of a. is high. We 

would expect this because a large value of a  places greater em phasis on loss probability 

and less emphasis on setup  probability. Our algorithm  always produced layouts w ith lower 

loss probability than  the o ther algorithms because our layouts contain shared bandwidth. 

The overall performance m easure results show th a t there is a  a  value a t which our network
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will provide b e tte r overall performance in terms of combined loss and setup probability for 

many network situations.

VPDBA solutions found using our algorithm contains shared bandwidth, thus it is 

unlikely tha t the  setup probability for a layout produced by our algorithm would ever 

be zero. Some calls would necessarily be carried by the shared  bandwidth and incur a setup 

cost unless the am ount of resources available to the network were so large as to allow every 

stream  to be designated a VP with enough bandw idth to handle all calls. In this case the 

shared bandw idth  would be present, but unused. It is unrealistic to assume that a network 

will contain such an overabundance of resources.

In four of the six test cases considered, the line representing the overall network perfor­

mance contains a  small increase followed by a small decrease as the value of a  increases. 

This occurs because the VPDBA solution itself is discrete. The solution must contain a 

number of VPs, their placement and the capacity allocated to each VP. As such, we would 

not expect the curve representing the performance of the  solutions over a range of a  values 

to be completely sm ooth. While the probability of loss is decreasing as a  increases and 

the probability of setup is decreasing as a  increases, at particu lar positions in the graph it 

happens tha t the  overall network performance is slightly higher at some a  value. Again, 

this is due to the  nature of the VPDBA solution. We note that the increases are small 

ra ther than dram atic.

7 .3 .3 .4  F r a c t io n  o f  T raffic

The fraction of  traffic is the sum of the estim ated am ount of each traffic source carried 

divided by the sum  of the total amount of traffic offered to the network. In all cases, the
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layout produced by our algorithm  carries a larger fraction of traffic than that carried by 

the layouts produced by the other algorithms. This is expected as our algorithm produces 

layouts with guaranteed shared bandwidth tha t can be used to carry calls not allocated VP 

resources or calls for full VPs. Two of the other algorithm s, Cheng [16] and Aneroussis [4], 

produced layouts in which ail resources were d istributed among certain traffic streams in the 

network. This allowed the  layouts to provide very good service (with low loss probability 

and setup probability) for certain traffic streams, but also prohibited them from providing 

service to other stream s in the network. A network th a t only provides through VPs is 

inflexible and im practical. Such a network divides resources among the streams that have 

the largest arrival rates and ignores all other network traffic completely. A network tha t 

provides a measure of fairness to the network traffic, allowing all source-destination pairs 

to receive some service is more practical and useful.

7 .3 .3 .5  F ra c tio n  o f  S tr e a m s

The fraction of  streams is the number of streams tha t are able to transmit some information 

divided by the total num ber of streams in the network. This performance measure gives us 

a another measure of the  fairness of the network.

Layouts produced by our algorithm always provide some level of service to 100% of 

the streams within the network. In Test Case 2, Traffic D istributions 1 and 2, the layouts 

produced by the algorithm  developed by Aneroussis also provide service to all streams 

within the network. We have already seen tha t our algorithm  produced results that were 

better in terms of fraction of traffic carried and loss probability when compared to the 

layouts produced by Aneroussis’ algorithm in these cases. We have also seen that in the
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other test cases considered, the layout produced by Aneroussis’ algorithm did not provide 

service to 100% of the traffic stream s. For example in Test Case 3, Traffic Distribution 1 , 

the layout produced by Aneroussis’ algorithm  handled approxim ately 50% fewer streams 

than  the layout produced by our algorithm . The algorithm  developed by Aneroussis does 

not guarantee th a t 1 0 0 % of the traffic will receive some level o f service, while our algorithm 

ensures that this will always be the case by including shared bandw idth.

T he other algorithms produce layouts in which many stream s are not allocated resources 

as VPs. If the layout does not contain shared bandw idth, th en  all streams not designated as 

VPs and provided resources, will be completely denied service. Again, a network that only 

provides service through V Ps divides resources among the stream s that have the largest 

arrival rates and ignores all o ther network traffic completely.

7 .3 .3 .6  O b serv a tio n s

We have observed th a t if there are sufficient resources available so that every (or almost 

every) stream can be assigned enough bandw idth so as to handle all incoming calls for th a t 

stream , then the previous algorithm s stand  to produce a layout tha t will outperform the 

layout produced by our algorithm  by allocating all resources to VPs. The resulting layout 

would have a setup probability of zero and the loss probability  would be modest because 

the previous algorithms do a  good job of allocating resources in a  proportional manner, 

giving the most bandw idth to the most heavily loaded stream s. On the other hand, our 

algorithm  would yield a  solution w ith a setup probability greater than  zero because it m ust 

contain shared bandw idth. In  term s of traffic and stream s carried, there would be little  

or no difference observed between the layout produced by ou r algorithm and the layouts
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produced by the previous algorithm s. This is because enough resources exist so as to handle 

all calls from all stream s at all times. In this situation, it is ha rd  to argue tha t our algorithm 

would provide superior performance.

As mentioned previously, the more interesting scenario has lim ited resources. In this 

case, it is interesting and useful to determine how and where the resources should be dis­

tribu ted , a task accomplished by our algorithm. W hen the resources are limited, our al­

gorithm  will out perform the others, as. it uses shared bandw id th  to provide a lower loss 

probability and some service to each source-destination pair while still using VPs to provide 

a reduced setup probability com pared to a solution w ith  no V Ps. The ability to guarantee 

some service to every stream  is im portant considering th a t in  some cases other algorithms 

provided service to 50% fewer stream s than  our algorithm.

T he observations made in studying the general network case support the results of our 

earlier experiments w ith line networks in Chapter 2  and  C hap ter 6 .

7 .4  Sum m ary

In this chapter, we have shown tha t our algorithm  for finding good solutions to the VPDBA 

problem  in a line network can be extended and applied to general networks. We consid­

ered several test cases and showed that the VPDBA solutions produced by our algorithm 

had be tte r overall network perform ance and reduced costs of call setup when compared to 

networks containing no VPs. At the same time the V PD B A  solutions produced by our 

algorithm  had similar probabilities of call loss when com pared to networks containing no 

VPs.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



C H A PTE R  7. TH E G E N E R A L  N E T W O R K  147

We have also dem onstrated tha t our algorithm finds VPDBA solutions tha t lead to 

improved network performance when compared to VPDBA solutions produced by previous 

algorithms. Our algorithm  produces layouts that are fair and provide service to a greater 

am ount of network traffic and provide some level of service to all network streams. In 

addition, our algorithm produces layouts that have a lower probability of call loss. The 

explicit inclusion of shared bandw idth by our algorithm is used to achieve these positive 

characteristics and other positive attributes for the network.

We conclude th a t VPDBA solutions containing shared bandw idth strike a  balance be­

tween efficiency in terms of loss probability and setup probability and at the same time 

provide Other network benefits. Our algorithm is guaranteed to produce VPDBA solutions 

th a t contain shared bandw idth and therefore solutions to the VPDBA problem produced 

by our algorithm have these positive qualities.
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Chapter 8

Summary and Conclusion

B roadband high-speed networks, such as B-ISDN, are expected to play a dominant role in 

the future of networking due to their capability to service a variety of traffic types with 

very different bandwidth requirements such as video, voice and data. To increase network 

efficiency in B-ISDN and other such connection oriented networks, the concept of a virtual 

path (VP) has been proposed in the literature. Using VPs can potentially reduce call setup 

delays, simplify hardware, provide network flexibility, and reduce loss in the event of link 

or node failure.

In order to use VPs efficiently, two problems m ust be solved. The VPs must be placed 

w ithin the network such that network perform ance is optimized and the network link ca­

pacity must be divided among the VPs such th a t the network performance is optimized. 

Most of the previous work aimed at solving these problems has focused on one problem in 

isolation of the other. At the same time, previous research efforts tha t have considered the 

joint solution of these problems have considered only restricted cases. In  addition, these 

efforts have not explicitly considered the benefits of sharing bandw idth among VPs in the 

network.

148
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8.1 R esearch  Sum m ary

We have formally studied the issue of shared bandw idth  and made the following contribu­

tions to the study of the VPDBA problem.

• W e in tr o d u c e d  a  new  sch em e  fo r  sh ax in g  b a n d w id th  t h a t  im p ro v e s  th e  

n e tw o rk  p e rfo rm a n c e  in  te rm s  o f  lo ss  p ro b a b ility . We have shown th a t capac­

ity allocations using our shared bandw idth  scheme have lower loss probability than  

capacity allocations that do not allow shared bandw idth. We have shown that’ as the 

num ber of traffic streams using the shared  bandw idth pool increases, the benefits of 

sharing increase. We discussed other positive implications of shared bandw idth  in­

cluding expanding the solution space to the  VPDBA problem, improving perform ance 

for networks w ith bursty traffic and im proving connectivity.

• W e c r e a te d  a  n e tw o rk  m o d e l a n d  V P D B A  p ro b le m  fo rm u la tio n  u s in g  tw o  

s e p a r a te  p e rfo rm a n c e  m e a su re s  t h a t  re s u l ts  in  a d d itio n a l f lex ib ility . O ur

network model can be used to define the V irtual P a th  D istribution and B andw idth 

Allocation (VPDBA) problem. W ithin our problem  definition, we consider a  weighted 

combination of two separate performance measures, the cost of setup and the prob­

ability of call loss. By adjusting the weight, a  network manager can specify which 

component should be given greater em phasis during the design process.

• W e d e v e lo p e d  a  new  p e rfo rm a n c e  m e a s u re  a p p ro x im a tio n  m e th o d  t h a t  

fa c il i ta te s  th e  s im p le  c a lc u la tio n  o f  th e  n e tw o rk  p e rfo rm a n c e  m e a s u re s  o f  

in te r e s t .  An approximation m ethod such as this is necessary because finding the 

exact performance measures using the non-product form Markov chain equivalent to
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the network is impractical as the size and complexity of the network increases. Using 

a sim ulation to determine perform ance measures for networks has similar drawbacks 

in terms of time requirem ents and complexity. We use a decomposition method in 

which we divide the original system  into a series of smaller systems, each of which can 

be easily solved by w riting the  corresponding Markov chain and solving the balance 

equations for the smaller system . Our approximation method then combines the 

results from the smaller chains to obtain an approximate solution for the original 

larger system . We have shown th a t the performance measure approxim ation method 

yields good results for the types of networks studied.

•  W e s tu d ie d  th e  V P D B A  p r o b le m  in  th e  c o n te x t  o f  s im p le  n etw o rk  to p o lo ­

g ies, g a in e d  in tu it io n  for t h e  p r o b le m , a n d  d em o n str a te d  th a t  our ap p rox­

im a tio n  m e th o d  co u ld  b e  u se d  to  su c c e ss fu lly  c a lc u la te  n e tw o rk  p erfor­

m a n ce  a n d  d e te r m in e  a  g o o d  V P D B A  so lu tio n .

1. As a starting point, we studied networks w ith a line topology containing a single 

VP. We showed that the  best capacity allocation found using our performance 

m easure approximation m ethod and the best capacity allocation found through 

sim ulation were equivalent in all test cases considered. In  additional experiments 

using simple line networks, we showed th a t the approxim ation method and sim­

ulations chose the same optim al VPDBA solution for such a  network.

2. We also considered a single node w ith multiple VP and non-VP streams and 

showed that our perform ance measure approximation m ethod could be used to 

find a good solution to th e  VPDBA problem.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



C H A P T E R  8. SU M M A R Y  A N D  CONCLUSION  151

3. We then combined these two special case models into a  more general line net­

work model. In  the general model, each node may have many VP and non-VP 

streams passing through it. We compared the performance measure results ob­

tained through our approxim ation m ethod to those obtained through simulation 

and showed that our approxim ation m ethod is effective. We also dem onstrated 

tha t our performance measure approxim ation method is accurate enough to be 

successfully used in an  algorithm  for solving the VPDBA problem.

• W e d ev e lo p ed  a n  a lg o r i th m  fo r so lv in g  th e  V P D B A  p ro b le m  a n d  d e m o n ­

s t r a t e d  its  e ffec tiveness in  g e n e ra l line  n e tw o rk s . Our VPDBA algorithm  guar­

antees tha t all solutions will contain shared bandwidth. In the previous algorithms, 

there was no guarantee th a t each stream  would be given some level of service. Streams 

could be completely denied service if the final solution produced by the algorithm  as­

signed all of the available capacity on one or more links along their p a th  to other 

VPs. We have discussed the advantages of including shared bandw idth in a VPDBA 

solution. We compared the network performance our the solutions determ ined by 

our algorithm to solutions determined by previous VPDBA algorithms. We showed 

th a t our algorithm produces solution with loss and setup probabilities comparable to 

those produced by previous algorithms. Our algorithm provides an increased level of 

fairness by providing service to a greater am ount of the offered traffic th an  previous 

algorithms. Previous algorithms make no guarantee about the presence of shared 

bandw idth in the solution. In  the cases considered, the other algorithms only carried 

traffic on VPs - all traffic th a t was not assigned to a VP was lost. As a result their
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call setup probability was always essentially 0. Our algorithm  only services a  portion 

of traffic on VPs. This increases the probability of call setup, but also increases the 

number of streams handled by the  network.

• W e e x p a n d e d  o u r  a lg o r i th m  to  a p p ly  to  g e n e ra l n e tw o rk  to p o lo g ie s  a n d  

d e m o n s tra te d  th e  e ffe c tiv en e ss  o f  o u r  a lg o rith m . We have shown tha t our 

algorithm  finds VPDBA solutions th a t lead to improved network perform ance when 

compared to VPDBA solutions produced by previous algorithms. O ur algorithm  

produces layouts th a t are fair and  provide service to a  greater am ount of network 

traffic and provide some level of service to all network streams. The benefits produced 

by our algorithm are particu larly  dram atic when network resources are  limited.

1 . Our algorithm produces layouts th a t have a lower probability of call loss. We 

observed tha t VPDBA solutions found by our algorithm  had very sim ilar prob­

abilities of call loss when compared to layouts w ith no VPs. T his implies tha t 

the probability of call loss is near-optim al for the VPDBA solutions produced 

by our algorithm. The explicit inclusion of shared bandw idth by our algorithm  

is used to achieve these positive characteristics and other positive a ttribu tes for 

the network.

2. We have shown tha t our algorithm  will outperform the previous algorithm s in 

cases where resources are lim ited. This is accomplished through the guarantee 

th a t layouts produced by our algorithm  will include shared bandw idth , thus pro­

viding a lower loss probability  and guarantee of service to each source-destination 

pair while still using V Ps to  provide a  reduced setup probability com pared to
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a solution w ith no VPs. O ther algorithm s can not make such claims about the 

solutions produced.

3. We have confirmed the findings from our earlier experiments by studying the 

behavior of general networks containing VPs and  shared bandwidth. In situations 

in which there is competition for resources, the concept of shared bandw idth is 

valuable and results in a VPDBA layout w ith lower loss probability and a degree 

of fairness by allowing all stream s to receive some service. These improvements 

are m ade a t the sacrifice of increased probability of call setup.

4. We observed th a t even when shared bandw idth  is used, thus elevating the setup 

probability  for the  VPDBA solution, the observed setup is still smaller th an  it 

would be for a network containing no VPs. We conclude that VPDBA solutions 

containing shared bandwidth strike a  balance between efficiency in terms of loss 

probability  and setup probability and a t the same time provide other network 

benefits. O ur algorithm is guaranteed to produce VPDBA solutions th a t contain 

shared bandw idth  and therefore solutions to the VPDBA problem produced by 

our algorithm  have these positive qualities.

8.2 F u tu re  R esearch  D irectio n s

Some of the directions for future research are described below.

•  E x p e r im e n ts  w ith  B u r s ty  T raffic

In C hapter 2 we discussed the positive qualities associated with networks containing 

shared bandw idth. We noted th a t networks containing bursty traffic would partic-
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ularly benefit from the presence of shared bandw idth. A network containing bursty 

traffic could typically require frequent redistribution of VP bandwidth to adapt to 

the changes in the bursty  traffic if a VPDBA algorithm  tha t did not guarantee shared 

bandwidth were used. However, in a  VP solution containing shared bandwidth, fewer 

redistributions of bandw idth should be required because bursts could potentially be 

handled by shared bandw idth  rather than individual VPs. The use of VPDBA solu­

tions in networks w ith bursty traffic should reduce the necessity of frequent VP re­

configurations. Experim ents using our VPDBA algorithm  and networks with bursty 

traffic distributions could be done to confirm this hypothesis.

• F urther E x p e r im e n ts  W ith  C all Loss P r o b a b ility

In Chapter 7 we observed tha t in two of the test cases considered (Test Case 1 , Traffic 

Distribution 1  and Test Case 2 , Traffic D istribution 2 ) the probability of call loss 

increased as the value of a  increased. This result was unexpected because the value 

of o: represents the weight or importance of the call loss in the calculation of overall 

network performance. We would expect that as a  increases, the value of the loss 

probability would decrease. .Further study may provide intuition or explanation of 

why the loss probability increased with the value of a  in these two cases.

• F urther E x p e r im e n ts  w ith  F airn ess S ch em es

We have shown that our algorithm  for solving the VPDBA problem produces solutions 

with a degree of fairness when compared to solutions produced by previous algorithms. 

Our algorithm does not currently impose a completely fair distribution of resources. 

Some streams may lose more calls than other depending on their arrival rates and the
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resource distribution. Further study could modify our VPDBA algorithm to provide 

increased fairness by evenly distributing losses am ong traffic streams throughout the 

network.

• O n -T h e-F ly  D y n a m ic  V P D B A  A lg o r ith m

Our algorithm for solving the VPDBA problem allows some flexibility for changes in 

the traffic d istribu tion  and network layout through shared bandwidth. If the arrival 

rate of a particular traffic stream  increases unexpectedly, the calls will likely overflow 

the capacity assigned to the associated VP, but will be handled by the shaxed band­

width. If drastic changes occur in the arrival rates of many streams simultaneously or 

for an extended period of time, then the VPDBA algorithm  will need to be reapplied 

to the network in order to update the position of the VPs and resource distribution 

to the VPs. It m ay be possible to extend our algorithm  to make intelligent decisions 

about the allocation of bandw idth to the VPs a t the time at which the changes in 

traffic occur, ra th e r than  waiting for the algorithm to process the network information 

from scratch.

• S tu d y  o f  A lte r n a te  P er fo rm a n ce  M easu res

We have developed one performance measure approxim ation method th a t provides 

an estimate of network performance measures of interest. We have noted th a t our 

performance measure is not perfect, but does provide enough accuracy for use in our 

heuristic algorithm. Further study may yield perform ance measure approxim ation 

methods tha t are more accurate.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



C H APTER 8. S U M M A R Y  A N D  CONCLUSION  156

8.3  C on clu sion

Networks are playing a more dominant role in every day life. As network use increases, 

the study of types of networks including B-ISDN becomes increasingly im portant. B-ISDN 

networks have two m ain perform ance measures of interest, the cost of call setup and the 

probability of call loss. O ne way of reducing the cost of call setup in B-ISDN networks is 

to include VPs within the  network. In order to use VPs efficiently, the VPs must be placed 

w ithin the network and capacity must be allocated to the VPs. Most previous algorithms 

focus on doing one of these tasks rather than considering the solution to the joint problem. 

In addition the previous work has not explicitly considered the benefits of including shared 

bandwidth in the V PD BA  solution. We have formally studied the VPDBA problem and 

explicitly considered the benefits of shared bandw idth. We have developed a heuristic 

algorithm for solving the jo in t problem of VP d istribution and bandw idth allocation that 

guarantees th a t the V PDBA solution produced will contain shared bandwidth. We have 

demonstrated the effectiveness of our algorithm in com parison to previous algorithms. We 

have also explicitly shown th a t including shared bandw idth  in the VPDBA solution can 

have many positive im plications for the performance of the network.
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Shared Bandwidth

A .l  Shared B a n d w id th  E xp erim en t 

A . 1 .1  T e s t  C a se s

System 1 System 2 System 3 System 4
0  shared 30 shared 2 0  shared 1 2  shared
servers servers servers servers

number arrival num ber of number of num ber of number of
traffic rate servers servers servers servers
sources per VP per VP per VP per VP
2 30 30 15 2 0 24
3 2 0 2 0 1 0 — 16
4 15 15 - 1 0 1 2

5 1 2 1 2 6 - —

6 1 0 1 0 5 — 8

1 0 6 6 3 4 —

1 2 5 5 - — 4
15 4 4 2 — —

2 0 3 3 2 —

30 2 2 I - -

Table A .l: Description of parameter data for Test Case 1.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



AP PE N D IX  A. SH ARED  B A N D W ID T H

System  1 
0  shared, 
servers

System 2 
24 shared 
servers

System 3 
16 shared 
servers

System 4 
1 2  shared 
servers

number arrival num ber of number of number of num ber of
of traffic rate servers servers servers servers
sources per VP per VP per VP per VP
2 24 24 1 2 16 18
4 1 2 1 2 6 1 2 9
6 8 8 4 - 6

8 6 6 3 4 -
1 2 4 4 2 - 3
16 3 3 - 2 -
24 2 2 1 - -

T a b le  A .2: Description of parameter data for Test Case 2.

A . 1 .2  S h a r in g  E x p e r im e n t  L o s s  a n d  S e tu p  P r o b a b i l i t y  R e s u l t s

number P(loss P(loss P(loss P(loss
of VPs system 1 ) system  2 ) system 3) system 4)
2 0.132418 0.101004 0.104897 0.110864

+ /-  0.000053 + / -  0.000054 + /-  0.000055 + / -  0.000054
3 0.158861 0.106194 - 0.125006

+ / -  0.000050 + / -  0.000053 + /-  0.000056
4 0.180281 - 0.122920 0.137973

+ /-  0.000049 + /-  0.000056 + /-  0.000055
5 0.198546 0.116597 - -

+ /-  0.000048 + / -  0.000054
6 0.214627 0.121607 - 0.160992

+/-  0.000046 + / -  0.000055 + /-  0.000054
1 0 0.264907 0.139619 0.167402 -

+ /-  0.000044 + / -  0.000055 + /-  0.000053
1 2 0.284898 - - 0.213836

+ /-  0.000043 + / -  0.000052
15 0.310671 0.158737 - -

+/-  0.000039 + / -  0.000057
2 0 0.346164 - 0.219051 -

+ /-  0.000037 + /-  0.000054
30 0.400018 0.201171 - -

+ /-  0.000034 + / -  0.000056

T a b le  A .3: P(loss) results for Test Case 1.
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number P(loss P(loss P(loss P(loss
of VPs system  1 ) system 2 ) system  3) system  4)
2 0 0.474041 0.307318 0.179902

+ /-  0 . 0 0 0 0 0 0 + /-  0.000035 + /-  0.000033 + /-  0.000026
3 0 0.482978 - 0.190856

+ / -  0 . 0 0 0 0 0 0 + /-  0.000033 + / -  0.000025
4 0 - 0.327614 0.199035

+ / -  0 . 0 0 0 0 0 0 + /-  0.000030 + / -  0.000025
5 0 0.497446 - -

+ /-  0 . 0 0 0 0 0 0 + /-  0.000032
6 0 0.503562 - 0.211284

+ / -  0 . 0 0 0 0 0 0 + /-  0.000031 + / -  0.000024
1 0 0 0.523621 0.362918 + / - -

+ /-  0 . 0 0 0 0 0 0 + /-  0.000029 + /-  0.000027
1 2 0 - 0.234644

+ /-  0 . 0 0 0 0 0 0 + /-  0.000026
15 0 0.542792 - -

+ / -  0 . 0 0 0 0 0 0 +/-  0.000029
2 0 0 - 0.397412 -

+ / -  0 . 0 0 0 0 0 0 + /-  0.000030
30 0 0.582743 - -

+ /-  0 . 0 0 0 0 0 0 + /-  0.000027

T a b le  A .4: P(setup) results for Test Case 1.
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number P(loss P(loss P(loss P(loss
of VPs system  1 ) system 2 ) system 3) system 4)
2 0.146455 0.112478 0.117125 0.120891

+ / -  0.000051 + /-  0.000054 + / -  0.000053 + / -  0.000054
4 0.198529 0.124921 0.138015 0.147567

+ / -  0.000048 + /-  0.000053 + / -  0.000053 + / -  0.000053
6 0.235510 0.136507 - 0.170334

+ / -  0.000045 + /-  0.000056 + / -  0.000051
8 0.264929 0.147191 0.172968 -

+ / -  0.000041 + /-  0.000053 + / -  0.000053
1 2 0.310717 0.165724 - 0.222603

+ / -  0.000039 + /-  0.000055 + / -  0.000051
16 0.346174 - 0.223558 -

+ / -  0.000037 + / -  0.000053
24 0.400009 0.207302 - -

+ / -  0.000035 + / -  0.000054

Table A .5: P(loss) for Test Case 2.

num ber P  (lo ss P (lo ss P (lo ss P (lo ss
o f  V P s s y s te m  1 ) sy stem  2 ) sy s te m  3) sy s te m  4)
2 0 0.473453 0.307363 0.227317

+ / -  0 . 0 0 0 0 0 0 + /-  0.000035 + / -  0.000032 + / -  0.000029
4 0 0.492692 0.330143 0.249676

+ / -  0 . 0 0 0 0 0 0 +/-  0.000033 + / -  0.000029 + / -  0.000027
6 0 0.507337 - 0.264438

+ / -  0 . 0 0 0 0 0 0 + /-  0.000030 + / -  0.000027
8 0 0.519403 0.358604 -

+ / -  0 . 0 0 0 0 0 0 + /-  0.000030 + /-  0.000028
1 2 0 0.538933 - 0.293415

+ / -  0 . 0 0 0 0 0 0 + /-  0.000029 + / -  0.000028
16 0 - 0.393925 -

+ / -  0 . 0 0 0 0 0 0 + / -  0.000028
24 0 0.579512 - -

+ / -  0 . 0 0 0 0 0 0 + /-  0.000029

T able A .6 : P(setup) for Test Case 2.
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A . 1 .3  S h a r in g  E x p e r im e n t  P e r c e n t  D if fe r e n c e  V a lu e s

Test Case 1 - System 1 and 2
num ber of VPs f S h - a  = 0 . 1 h - a  = 0.5 h - a  =  0.9
2 23.723361 1 0 0 . 0 0 0 0 0 0 96.968017 76.972585 13.832563
3 33.152882 1 0 0 . 0 0 0 0 0 0 96.432492 73.036567 0.623817
5 41.274566 1 0 0 . 0 0 0 0 0 0 95.677779 67.665782 13.436293
6 43.340307 1 0 0 . 0 0 0 0 0 0 95.388001 65.668963 17.271204
1 0 47.295088 1 0 0 . 0 0 0 0 0 0 94.540485 60.058651 25.332622
15 48.905112 1 0 0 . 0 0 0 0 0 0 93.840616 55.715159 29.492221
30 49.709513 1 0 0 . 0 0 0 0 0 0 92.654638 48.971698 33.522936

T a b le  A .7: Percent difference values for f, g, and h for Test Case 1, System 1 and 2

Test Case 1 - System 1 and 3
num ber of VPs f g h - a. =  0 . 1 h - a  =  0.5 h - a  =  0.9
2 20.783428 1 0 0 . 0 0 0 0 0 0 95.387352 67.876472 4.765017
4 31.817551 1 0 0 . 0 0 0 0 0 0 94.130419 59.985040 11.625986
1 0 36.807257 1 0 0 . 0 0 0 0 0 0 92.285005 50.047707 21.585227
2 0 36.720456 1 0 0 . 0 0 0 0 0 0 90.880243 43.846752 23.964396

T a b le  A .8: Percent difference values for f, g, and h for Test Case 1, System 1 and 3

Test Case 1  - System 1 and 4
number of VPs f g h - a  =  0 . 1 h. - a  — 0.5 h - a  =  0.9
2 16.277243 1 0 0 . 0 0 0 0 0 0 92.345701 54.458912 1.181780
3 21.311083 1 0 0 . 0 0 0 0 0 0 91.378947 49.705568 7.962167
4 23.467809 1 0 0 . 0 0 0 0 0 0 90.655568 46.505424 11.200848
6 24.989866 1 0 0 . 0 0 0 0 0 0 89.594085 42.347344 14.051820
1 2 24.942962 1 0 0 . 0 0 0 0 0 0 87.749653 36.474759 15.791773

T a b le  A .9: Percent difference values for f, g, and h for Test Case 1, System 1 and 4
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Test Case 2 - System 1  and 2
number of VPs f g h - a  =  0 . 1 h - a  = 0.5 h - a  =  0.9
2 23.199618 1 0 0 . 0 0 0 0 0 0 96.651351 75.004736 11.284498
4 37.076699 1 0 0 . 0 0 0 0 0 0 95.645481 67.855437 9.502110
6 42.037705 1 0 0 . 0 0 0 0 0 0 94.991855 63.421264 18.102086
8 44.441341 1 0 0 . 0 0 0 0 0 0 94.505620 60.256318 22.657601
1 2 46.664006 1 0 0 . 0 0 0 0 0 0 93.805632 55.905213 27.391985
24 48.175666 1 0 0 . 0 0 0 0 0 0 92.623720 49.160920 32.078473

T able A .10: Percent difference values for f, g, and h for Test Case 2, System 1 and 2

Test Case 2  - System 1  and 3
number of VPs f g h - a  = 0 . 1 h - a  =  0.5 h - a  =  0.9
2 20.019801 1 0 0 . 0 0 0 0 0 0 94.920757 65.499249 3.193574
4 30.481189 1 0 0 . 0 0 0 0 0 0 93.614998 57.593590 12.004012
8 34.711564 1 0 0 . 0 0 0 0 0 0 92.208896 50.161220 19.671728
16 35.420338 1 0 0 . 0 0 0 0 0 0 90.814944 43.937890 22.776568

T ab le  A .11: Percent difference values for f, g, and h for Test Case 2, System 1 and 3

Test Case 2 - System 1  and 4
number of VPs f g h - a  =  0 . 1 h - a  =  0.5 h - a  =  0.9
2 17.455191 1 0 0 . 0 0 0 0 0 0 93.240780 57.940369 0.209317
4 25.669801 1 0 0 . 0 0 0 0 0 0 91.709481 50.023285 11.696136
6 27.674409 1 0 0 . 0 0 0 0 0 0 90.765313 45.831378 15.198505
1 2 28.358281 1 0 0 . 0 0 0 0 0 0 89.148434 39.785628 17.865882

T able A . 12: Percent difference values for f, g, and h for Test Case 2, System 1 and 4
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Appendix B

Line Network Base Case

B . l  S im u lation

B . l . l  S im u la t io n  V a l id i t y  E x p e r im e n t  

B . l . 1 .1  T est C a ses

T est  C ase 1  

A 0  =  0 . 6 6 6 6 6 6 6 6 6 7  

Xi =  0 . 5  

A j;p = 0 . 4

fj. =  1 . 0

T e st C a se  2 
A 0  =  0 . 5  

Xl =  0 . 5  

Xvp =  0 . 5

yu =  1 - 0

T est C ase 3 
A 0  =  0 . 5  

Xi =  5 . 0  

Xvp =  1 0 . 0

yU =  1 . 0

T est C a se  4  
A 0 =  0 . 5  

Xi  =  0 . 2 5

A vp - 2 . 0  

(j. =  1 . 0

T est C a se  5 
A 0 =  4 . 0  

A i  =  0 . 2 5  

A Vp =  0 . 5  

yu =  1 . 0

T est C ase 6 
A 0  =  3 . 0  

Xi  =  0 . 6  

Xvp =  3 . 0

p  =  1 . 0

T e st C a se  7 
A 0  =  0 . 2 5

Xi =  1 0 . 0

Xvp =  0 . 5  

yu =  1 . 0

T est C ase 8 
A 0  =  0 . 1

A i  =  0 . 1

Xvp =  0 . 5  

11 =  1 . 0

T est C a se  9 
A 0 =  1 0 . 0

Xi =  1 0 . 0

A  Vp — 1 0 . 0

fz =  1 . 0

T e st  C a se  10 
A 0 =  0 . 7 5  

A x =  1 . 2 5  

A vP =  0 . 5

f.L =  1 . 0

Table B .l: Test cases to establish validity of simulation.
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B . l . 1 .2  S ta te  P r o b a b il ity  R e s u lts

T est  
C a se  1

T est  
C a se  2

T est  
C a se  3

T est  
C ase 4

T est  
C ase 5

P[0,0,0]
P[0,0,1]
P[0,1,0]
P[0,1,1]
P[1,0,0]
p [ l , 0 ,lj
P[1,1,0]
P[1,1,1,VP]
P[1,1,1,SH]

0.273224
0.136612
0.182149
0.0910747
0.10929
0.0546448
0.0728597
0.0364299
0.0437158

0.275862
0.137931
0.137931
0.0689655
0.137931
0.0689655
0.0689655
0.0344828
0.0689655

0.00502513
0.0251256
0.00251256
0.0125628
0.0502513
0.251256
0.0251256
0.125628
0.502513

0.103896
0.025974
0.0519481
0.012987
0.207792
0.0519481
0.103896
0.025974
0.415584

0.103896
0.025974
0.415584
0.103896
0.0519481
0.012987
0.207792
0.0519481
0.025974

T est  
C a se  6

T est  
C a se  7

T est  
C a se  8

T est  
C a se  9

T est  
C a se  10

P[0,0,0]
P[0,0,1]
P [0 ,1 ,0 ]
P[0,1,1]
P[1,0,0]
P[1,0,1]
P[1,1,0]
P[1,1,1,VP]
P[1,1,1,SH]

0.0289017
0.017341
0.0867052
0.0520231
0.0867052
0.0520231
0.260116
0.156069
0.260116

0.0479042
0.479042
0.011976
0.11976
0.0239521
0.239521
0.00598802
0.0598802
0.011976

0.484262
0.0484262
0.0484262
0.00484262
0.242131
0.0242131
0.0242131
0.00242131
0.121065

0.000698812
0.00698812
0.00698812
0.0698812
0.00698812
0.0698812
0.0698812
0.698812
0.0698812

0.162437
0.203046
0.121827
0.152284
0.0812183
0.101523
0.0609137
0.0761421
0.0406091

Table B.2: Markov Chain results for the test cases in Table B.l
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B .2  A p p r o x im a te  M a r k o v  M o d e l

B .2 .1  T e s t  C a se s

T est C ase 1 T est  C ase 2
number o f  nodes =  2 number o f  nodes — 2
A 0 =  1 / 3  =  0 . 3 3 3 3 3 3 3 3 3 3 A 0  =  2 / 3  =  0 . 6 6 6 6 6 6 6 6 6 7

=  2 . 0 Xi =  2 / 3  =  0 . 6 6 6 6 6 6 6 6 6 7

Xvp =  2 / 3  =  0 . 6 6 6 6 6 6 6 6 6 7 Xvp =  2 / 3  =  0 . 6 6 6 6 6 6 6 6 6 7

V0 = 2 V0 = 2
Vi = 2 W = 2
SH 0 = 3 SHo =  3

S H X = 3 S H i  = 3

T est C ase 3 T est C ase  4
number o f  nodes =  3 number o f  nodes =  5

A 0  =  1 / 1 . 7  =  0 . 5 8 8 2 3 5 2 9 4 1 A 0  =  1 / 0 . 8  =  1 . 2 5

Xi =  1 / 1 . 5  =  0 . 6 6 6 6 6 6 6 6 6 7 A i  =  1 / 1 . 5  =  0 . 6 6 6 6 6 6 6 6 6 7

A 2  =  1 / 1 . 2  =  0 . 8 3 3 3 3 3 3 3 3 3 A 2  =  1 / 3 . 0  =  0 . 3 3 3 3 3 3 3 3 3 3

Xvp =  1 / 2  =  0 . 5 A3 =  1 / 0 . 2  =  5 . 0

H =  1 - 0 A4  =  1 / 7 . 0  =  0 . 1 4 2 8 5 7 1 4 2 9  

Xvp --- 1 / 2  =  0 . 5

H =  1 . 0

Vo = 2 V o  =  1

Vi = 2 V 4 =  1

V2 =  2 V 2  =  1

SHo =  3 V 3 =  1

S H i  = 3 V 4  =  1

S H 2 =  3 SHd =  5 
S H i  =  5 
S H 2 -  5 
S H 3 =  5 
S H 4 -  5
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T est C ase  5 
number o f  nodes =  2  

A 0 =  1 / 0 . 2  =  5 . 0  

A i  =  1 / 0 . 9  =  1 . 1 1 1 1 1 1 1 1 1 1  

A u p  =  1 / 2  =  0 . 5

fj. =  1 . 0

Vo =  1 

V i  =  1 

SHq =  2  

S H i  = 2

T e st  C a se  6 
num ber  o f  nodes 1 5  

A 0  =  2 . 0

Al =  1 / 0 . 9  =  1 . 1 1 1 1 1 1 1 1 1 1  

A 2  =  1 / 1 . 9  =  0 . 5 2 6 3 1 5 7 8 9 5  

A 3 =  4 . 0

A 4  =  1 / 1 . 2  =  0 . 8 3 3 3 3 3 3 3 3 3 3  

A Vp =  3 . 0  

£1 =  1 . 0  

V0 = 2  

Vi = 2  
V2 =  2  

V3 = 2  

V4 =  2  

S H o  =  3  

S H i  =  3  

S H 2 =  3  

S H 3 =  3  

S H 4 =  3

T est-C a se  7 T e st  C a se  8
number o f  nodes =  5 number  o f  nodes =  5oIIo

A 0 =  1 / 0 . 7 5  =  1 . 3 3 3 3 3 3 3 3 3 3

A !  =  4 . 0 A i  =  1 / 0 . 9  =  1 . 1 1 1 1 1 1 1 1 1 1

A 2  =  4 . 0 A 2  =  1 / 0 . 8 2  =  1 . 2 1 9 5 1 2 1 9 5

A 3  =  4 . 0 A 3 =  1 / 0 . 7 5  =  1 . 3 3 3 3 3 3 3 3 3 3

A 4  =  4 . 0 A 4  =  1 / 0 . 9  =  1 . 1 1 1 1 1 1 1 1 1 1

A vp — 2 . 0 Xvp =  1 / 0 . 1  =  1 0 . 0

fJL =  1 . 0 fj, =  1 . 0

Vb =  2 V0 = 2
V i  =  2 Vi = 2
V2 =  2 V2 = 2
V3 =  2 $ II to

V4 =  2 V4 =  2
SHq = 3 S H o  =  3
SH x  = 3 S H i  =  3
S H 2 =  3 S H 2 =  3
SHo = 3 S H 3 = 3
SHa = 3 S H a =  3
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T e s t C ase  9 
number o f  nodes =  7 
A0 =  2.0 
X\ -  4.0.
A2  =  4 /3  =  1.33333333333 
A3 =  1/1.5 =  0.66666666667 
A4  =  1/1.25 = 0 .8  
A5  =  3/2 =  1.5 
A6  =  3.0
Aup =  2 .0  
fj. =  1.0 
Vo =  2 
Vi = 2
V 2  =  2 
V 3 =  2 
V 4 =  2 
V 5 =  2 
V 6  = 2  
S H 0 = 3  

= 3  
S H2 =  3 
S H3 =  3 
S H 4 =  3 
S H5 =  3 
S H6 =  3

T est C ase 10  
number  o f  nodes  =  4  

A 0  =  4 . 0

Ai =  2.0
A 2  =  4 / 3  =  1 . 3 3 3 3 3 3 3 3 3 3  

A 3  =  1 / 0 . 2  =  5 . 0  

\ vp =  1/ 0.1 =  10.0 
fj. =  1.0
V0  =  3  

V i  =  3  

V2  =  3  

V3  =  3  

SHq =  2  

S H i  =  2  

S H 2 =  2  

S H 3 = 2
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T e s t C ase  11
number o f  nodes =  1 0

A 0  =  0 . 2 5

Xx =  0 . 5

A 2  =  0 . 8

A 3  =  2 . 0

A 4  =  0 . 7 5

A 5  =  0 . 2 5

A 6  =  0 . 6

A 7  =  3 . 0

A s  =  0 . 2 5

A 9  =  4 . 0

A  Vp =  3 . 0

fJL =  1 . 0

V0 =  2
Vi =  2
V2 =  2
V3 =  2
V4 =  2
V5 — 2
V 6  =  2

V7 =  2
V8 =  2
V9 =  2
S H q  =  3

S H X =  3

S H 2 =  3

S H 3 =  3

S H4 =  3

S H s =  3

S H 6 =  3

S H 7 =  3

S H8 =  3

S H9 =  3

T e s t C ase  1 2  

number o f  nodes =  1 0  

A0 =  3 . 0

X i  =  2.0
A2 =  0 . 5  

A3 =  0 . 2 5  

A4 =  1 . 2 5  

A5 =  4 . 0  

A6 =  0 . 2 5  

A7 =  0 . 5  

As =  1 . 2 5  

Ag =  0 . 7 5  

A Vp =  1 0 . 0

H =  1.0
Vo =  2 
Vx =  2 
K2 =  2
^ 3 = 2

V4 =  2  

V5 =  2 
V6 = 2  

V7 =  2  

V8 = 2  

Vg =  2  

SHo  = 3  

S H i  =  3  

S H 2 =  3  

S H 2 = 3 
S H 4 =  3  

S H s =  3  

S H q =  3  

S H 7 =  3  

SHs =  3  

S H o  =  3
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T e s t C ase  13
number o f  nodes =  15
A0 =  3.0 Vq =  2 S H q =  3
Ai =  2 . 0 Vi = 2 S H i  = 3
A2  =  0.5 V2 = 2 S H 2 = 3
A3  =  0.25 V3 = 2 S H 3 =  3
A4  =  1.25 VA = 2 S H i  =  3
A5  =  4.0 V5 = 2 SH-0 = 3
A6 =  0.25 Vs =  2 S H e =  3
A7  =  0.5 V7 =  2 S H 7 =  3
A8 =  1.25 V8 =  2 S H a =  3
Ag -- 0.75 Vg = 2 S H 9 =  3
A10  =  0.5 Vio =  2 S H 10 =  3
An  =  0.6 Vu  =  2 S H n  =  3
A12  =  2 . 0 Vi2  =  2 S H i  2  =  3
A13 =  6 . 0 V13 = 2 S H 1Z =  3
A1 4  - 0 . 2 Vu  =  2 S H n  =  3
Xvp =  5.0
fj. =  1 . 0

Table B.3: Test cases for approximation results.
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B .2 .2  S im u la tion  R e su lts

170

Test Case overall P(loss)
1 0.155723 + /-  0.000031
2 0.026349 + /-  0.000013
3 0.029519 + /-  0.000013
4 0.197246 + /-  0.000037
5 0.574883 + /-  0.000037
6 0.357552 + /-  0.000042
7 0.449853 + /-  0.000040
8 0.566914 + /-  0.000044
9 0.301966 + /-  0.000040
1 0 0.659053 + /-  0.000038
1 1 0.336325 + /-  0.000040
1 2 0.534212 + /-  0.000041
13 0.403717 + /-  0.000040

Table B.4: Simulation results for the test cases in Table B.3.

B .2 .3  A p p r o x im a t io n  M e t h o d  R e s u l t s  - S u b s y s t e m s  w i t h  O r ig in a l A r r iv a l  

R a t e s

T e s t C ase  1
Subsystem 0 Subsystem 1

p[state2] 
p[state 5] 
p[sfafe8 ] 
p[state 9] 
p [sfa fe l0 ] 
p[statell \
p vM)
p(lossi)
p(lossvp)

0.0648661
0.0379788
0.011991
0.003088
0.00309695
0.00281114
0.11764704
0.00899609
0.00281114

0.112946
0.0779166
0.0309805

0.2218431
0.0309805
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T e s t C ase 2
Subsystem  0 Subsystem 1

p[state2]
p[state5\
p[s£a£e8 ]
p[state 9]
p[sfafelO]
p[s£afell]
p v
M )
p(lossi)
p(lossvp)

0.0468319
0.0431208
0.0206157
0.0149447
0.0118586
0.00707866
0.11764706
0.03388196
0.00707866

0.0149447
0.0118586
0.00707866

0.03388196
0.00707866

T e s t C ase 3
Subsystem  0 Subsystem 1 Subsystem  2

p[state2]
p[state5]
p[sfafe8 ]
p[sfafe9]
p[s£a£el0 ]
p[state 1 1 ]
Pv0
p(lossi)
Pi.lOSSyp)

0.0355065
0.0274267
0.0109114
0.0123274
0.0070354
0.00307838
0.07692298
0.02244118
0.00307838

0.0159321
0.00826424
0.0024931

0.02668944
0.0024931

0.026971
0.0146417
0.00543009

0.04704279
0.00543009
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T e s t C ase  4
Sub­
system 0

Sub­
system 1

Sub­
system 2

Sub­
system  3

Sub­
system 4

p[sfa£el] 
p[s£a£e3] 
p[state5] 
p[state 7] 
p[s£a£e9] 
p[state1 0 ] 
p[s£a£ell]
p v

0
p ( l o S S i )  

p(Lossvp)

0.0716426
0.109821
0.0848404
0.0440654
0.0173598
0.00649288
0.00560436
0.33333356
0.01209724
0.00560436

0.00075568
0.00100697

0.00176265
0.00100697

0.0000855279
0.000197402

0.0002829299
0.000197402

0.192994
0.105027

0.298021
0.105027

0.0000137713
0.0000512148

0.0000649861
0.0000512148

T e s t C ase  5
Subsystem 0 Subsystem 1

p[state lj 
p[state3] 
p[sia£e4] 
p[state5]
p v-‘ o
pilossi) 
p(lossvp)

0.0158814
0.0854714
0.451698
0.231981
0.3333338
0.683679
0.231981

0.162108
0.100369

0.262477
0.100369

T e s t C ase  6

Sub­
system 0

Sub­
system 1

Sub­
system 2

Sub­
system 3

Sub­
system 4

p[state2]
p[sfa£e5]
p[s£a£e8 ]
p[s£a£e9]
p[s£a£el0 ]
p[s£a£ell]
p vM)
p(lossi)
p(lossvp)

0.0246787
0.0892361
0.171965
0.0335396
0.119279
0.243532
0.5294118
0.3963506
0.243532

0.0203
0.0818453
0.192094

0.2942393
0.192094

0.0117592
0.0556031
0.150861

0.2182233
0.150861

0.0565717
0.18139
0.319704

0.5576657
0.319704

0.0161235
0.069349
0.173205

0.2586775
0.173205
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T e s t C ase  7
Sub­
system 0

Sub­
system 1

Sub­
system 2

Sub­
system 3

Sub­
system 4

p[state2) 
p[state 5] 
p[sia£e8 ] 
p[s£a£e9] 
p[state1 0 ] 
p[s£aiell]
p v
M)
p{lossi)
p{lossvp)

0.00909703
0.0462568
0.121363
0.0928268
0.194118
0.223283
0.39999983
0.5102278
0.223283

0.0928268
0.194118
0.223283

0.5102278
0.223283

0.0928268
0.194118
0.223283

0.5102278
0.223283

0.0928268
0.194118
0.223283

0.5102278
0.223283

0.0928268
0.194118
0.223283

0.510227
0.223283

T e s t C ase  8

Sub­
system 0

Sub­
system 1

Sub­
system 2

Sub­
system 3

Sub­
system  4

p[state 2 ] 
p[stateb] 
p[sia£e8 ] 
p[state9] 
p[state 1 0 ] 
p[s£a£ell]
p v“o
p(lossi)
p{lossvp)

0.00470939
0.0394083
0.178797
0.00795959
0.0957427
0.596758
0.81967269
0.70046029
0.596758

0.0077442
0.0941479
0.591879

0.6937711
0.591879

0.00785017
0.0949331
0.594285

0.69706827
0.594285

0.00795959
0.0957427
0.596758

0.70046029
0.596758

0.0077442
0.0941479
0.591879

0.6937711
0.591879
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T es t C ase 9
Sub­
system 0

Sub­
system 1

Sub­
system 2

Sub­
system  3

Sub­
system  4

p[state2] 
p[s£a£e5] 
p[state8 ] 
p[state9] 
p[s£a£elO] 
p[s£a£ell]
p v

- * 0
p(lossi)
p(lossvp)

0.0286281
0.0854074
0.133848
0.0492607
0.112594
0.152116
0.3999995
0.3139707
0.152116

0.0928268
0.194118
0.223283

0.5102278
0.223283

0.0306952
0.0765808
0.11718

0.224456
0.11718

0.0132124
0.0402096
0.0767313

0.1301533
0.0767313

0.0163754
0.0471363
0.0850919

0.1486036
0.0850919

Subsystem  5 Subsystem 6

p[state 9] 
p[s£a£elO] 
p[s£a£ell] 
p(lossi) 
p(foSSup)

0.0353956
0.0858519
0.126512
0.2477595
0.126512

0.0736786
0.158509
0.193079
0.4252666
0.193079

T e s t C ase  1 0

Subsystem  0 Subsystem 1 Subsystem 2 Subsystem  3
p[state2>\ 
p[s£a£e7] 
p[state%] 
p[state 9] 
p[s£a£el0 ] 
p[state 1 1 ]
p v

p(lossi)
P^lOSSyp'j

0.00923877
0.101439
0.00302275
0.0315837
0.168679
0.621387
0.73206477
0.82467245
0.621387

0.00258254
0.0280531
0.156187
0.598897

0.78571964
0.598897

0.00235148
0.0260794
0.148095
0.577381

0.75390688
0.577381

0.00317972
0.0328724
0.173345
0.629879

0.83927612
0.629879
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T e s t C ase 1 1

Sub­
system 0

Sub­
system 1

Sub­
system 2

Sub­
system 3

Sub­
system 4

p[sta te  2 ] 
p[sta te  5] 
p[s£aie8 ] 
p[state  9] 
p[state  1 0 ] 
p [s ta te l l \
P v■M)
p(lossi)
p ( lossvp)

0.0865361
0.154033
0.159149
0.00826996
0.0437441
0.129694
0.5294121
0.18170806
0.129694

0.0114054
0.0544446
0.148882

0.214732
0.148882

0.0156329
0.0678453
0.17085

0.2543282
0.17085

0.0335396
0.119279
0.243532

0.3963506
0.243532

0.0149032
0.0655919
0.167284

0.2477791
0.167284

Sub­
system 5

Sub­
system 6

Sub­
system 7

Sub­
system 8

Sub­
system 9

p[s£a£e9] 
p [s ta te 1 0 ] 
p [s ta te 1 1 ] 
p(lossi)  
p( lossvp)

0.00826996
0.0437441
0.129694
0.18170806
0.129694

0.0127697
0.0588695
0.156351
0.2279902
0.156351

0.046367
0.154069
0.287117
0.487553
0.287117

0.00826996
0.0437441
0.129694
0.18170806
0.129694

0.056717
0.18139
0.319704
0.557811
0.319704

T e s t C ase 12
Sub­
system  0

Sub­
system 1

Sub­
system 2

Sub­
system 3

Sub­
system 4

p[s ta te 2 ]
p[sta te  5]
p[s£a£e8 ]
p[s£a£e9]
p[s£a£el0 ]
p[s£a£ell]
pv
M)
p(losS{) 
p( lossvp)

0.00287919
0.0293729
0.15982
0.00935799
0.106034
0.6276
0.81967209
0.74299199
0.6276

0.00856335
0.100194
0.610219

0.71897635
0.610219

0.00711422
0.0894519
0.577304

0.67387012
0.577304

0.00684048
0.0873924
0.570802

0.66503488
0.570802

0.00787966
0.0951515
0.594953

0.69798416
0.594953

Sub­
system 5

Sub­
system 6

Sub­
system 7

Sub­
system 8

Sub­
system 9

p[s ta te9]
p[sta£el0 ]
p[s£a£ell]
p(losSi)
p ( lossvp)

0.0100357
0 . 1 1 1 0 2 2

0.642282
0.7633397
0.642282

0.00684048
0.0873924
0.570802
0.66503488
0.570802

0.00711422
0.0894519
0.577304
0.67387012
0.577304

0.00787966
0.0951515
0.594953
0.69798416
0.594953

0.00737866
0.0914297
0.583483
0.68229136
0.583483
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T est C ase  13
Sub­
system  0

Sub­
system 1

Sub­
system 2

Sub­
system 3

Sub­
system 4

p[state2] 
p[state 5] 
p[sfafe8 ] 
p[state 9] 
p[stafelO] 
p[state 1 1 ]
p v

0

p(lossi) 
p ( Z o S S u p )

0.00911322
0.0557786
0.181599
0.024404
0.138626
0.429185
0.67567582
0.592215
0.429185

0.0198077
0.119313
0.393494

0.5326147
0.393494

0.011416
0.0822165
0.317903

0.4115355
0.317903

0.00994458
0.0751897
0.301936

0.38707028
0.301936

0.0157862
0.101983
0.359656

0.4774252
0.359659

Sub­
system  5

Sub­
system 6

Sub­
system 7

Sub­
system 8

Sub­
system 9

p[state 9]
p[sfatelO]
p[siafell]
p(loss{)
p(lossvp)

0.0281543
0.154231
0.456991
0.6393763
0.456991

0.00994458
0.0751897
0.301936
0.38707028
0.301936

0.011416
0.0822165
0.317903
0.4115355
0.317903

0.0157862
0.101983
0.359656
0.4774252
0.359656

0.0128927
0.0890496
0.332807
0.4347493
0.332807

Sub­
system  1 0

Sub­
system 1 1

Sub­
system 1 2

Sub­
system 13

Sub­
system 14

p[sfafe9] 
p[sfafelO] 
p[statell\  
p{lossi)
p ( Z o S S u p )

0.011416
0.0822165
0.317903
0.4115355
0.317903

0.0120073
0.0849756
0.323989
0.4209719
0.323989

0.0198077
0.119313
0.393493
0.5326137
0.393493

0.0336815
0.177312
0.497203
0.7081965
0.497203

0.00965306
0.073766
0.298611
0.38203006
0.298611

Table B.5: The subsystem results for the test cases in Table B.3.
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B .2 .4  A p p r o x i m a t i o n  M e th o d  R e s u l t s  - S u b s y s te m s  w i th  T h in n e d  A r ­

r iv a l  R a t e s

T est C ase  1
Subsystem  0 Subsystem 1

p[state 2 ]
p[state5]
p[s£a£e8 ]
p[s£a£e9]
p[s£a£elO]
p[state\l\
pvMl
p(lossi)
p[liOSSyp )

0.6666666667
0.0648661
0.0379788
0.011991
0.003088
0.00309695
0.00281114
0.11764704
0.00899609
0.00281114

0.6647925733

0.113122
0.0778069
0.0308389

0.2217678
0.0308389

Test C ase  2
Subsystem  0 Subsystem 1

p[s£a£e2 ]
p[state5]
p[s£afe8 ]
p[s£a£e9]
p[s£afel0 ]
p[s£aiell]
pv
M )

p(lossi) 
p{lossvp)

0.6666666667
0.0468319
0.0431208
0.0206157
0.0149447
0.0118586
0700707866
0.11764706
0.03388196
0.00707866

0.66194756

0.0149796
0.0117814
0.00696881

0.03372981
0.00696881
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T es t C ase  3
Subsystem 0 Subsystem  1 Subsystem 2

K P
p[state2} 
p[state 5] 
p[sfate 8 ] 
p[state9] 
pjsfatelO] 
p[state 1 1 ]
pv  r 0
p(lossi)
p(lossvp)

0.5
0.0355065
0.0274267
0.0109114
0.0123274
0.0070354
0.00307838
0.07692298
0.02244118
0.00307838

0.49846081

0.0164724
0.00917697
0.0037502

0.02939957
0.0037502

0.4965914823

0.0270393
0.0145653
0.00535503

0.04695963
0.00535503

T e s t C ase  4
Sub­ Sub­ Sub­ Sub­ Sub­
system 0 system  1 system 2 system  3 system 4

K P 0.5 0.49719782 0.4967032325 0.4966071865 0.444721171
p[sfatel] 0.0716426
p[sfate3] 0.109821
p[state 5] 0.0848404
p[stafe7] 0.0440654
p[state9] 0.0173598
pjsfaielO] 0.00649288 0.000752166 0.0000843687 0.193394 0.0000090577
p[state 1 1 ] 0.00560436 0-00099475 0.000193367 0.104481 0.0000315444
p v-r o 0.33333356
p{loss{) 0.01209724 0.001746916 0.0002777357 0.297875 0.0000406021
P (lOSS-yp') 0.00560436 0.00099475 0.000193367 0.104481 0.0000315444
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T e s t C ase 5
Subsystem 0 Subsystem 1

a; p
p[statel] 
p[state 3] 
p[stateA\ 
p[stateS\
p v
M )

p(lossi)
p(lossvp)

0.5
0.0158814
0.0854714
0.451698
0.231981
0.3333338
0.683679
0.231981

0.3840095

0.171135
0.0786689

0.2498039
0.0786689

T e s t C ase 6

Sub­
system 0

Sub­
system 1

Sub­
system 2

Sub­
system  3

Sub­
system 4

ŷvp
p[state2] 
p[state5] 
p[sfate 8 ] 
p[state9] 
p[state 1 0 ] 
p [sfate ll]
p v  r 0
p(lossi) 
p(lossvp)

3.0
0.0246787
0.0892361
0.171965
0.0335396
0.119279
0.243532
0.5294118
0.3963506
0.243532

2.269404

0.0232137
0.069585
0.126953

0.2197517
0.126953

1.981296354

0.0101452
0.0328703
0.0665526

0.1095681
0.0665526

1.84943593

0.101334
0.195195
0.206577

0.503106
0.206577

1.467385004

0.0182344
0.0363453
0.0483241

0.1029038
0.0483241
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T e s t C ase 7
Sub­
system 0

Sub­
system  1

Sub­
system 2

Sub­
system 3

Sub­
system 4

p[state2]
p[sfa£e5]
p[state 8 ]
p[s£a£e9]
p[s£a£el0 ]
p[s£a£ell]
p v

p(lossi)
p(lossVp)

2 . 0

0.00909703
0.0462568
0.121363
0.0928268
0.194118
0.223283
0.39999983
0.5102278
0.223283

1.553434

0.121909
0.195681
0.171910

0.489500
0.17191

1.286383161

0.14633
0.19307
0.138629

0.478029
0.138629

1.10805315

0.166843
0.188688
0.115509

0.471040
0.115509

0.9800630387

0.184216
0.183635
0.0986191

0.4664701
0.0986191

T e s t C ase 8

Sub­
system 0

Sub­
system  1

Sub­
system 2

Sub­
system 3

Sub­
system 4

a; p
p[s£a£e2 ]
p[s£a£e5]
p[s£a£e8 ]
p[s£a£e9]
p[s£afel0 ]
p[s£a£ell]
p v
M )
p(iossi)
p(lossvp)

1 0 . 0

0.00470939
0.0394083
0.178797
0.00795959
0.0957427
0.596758
0.81967269
0.70046029
0.596758

4.03242

0.0172968
0.0930737
0.279798

0.3901685
0.279798

2.904156949

0.0223655
0.0853959
0.190624

0.2983854
0.190624

2.350554935

0.0277143
0.0827073
0.148302

0.2587236
0.148302

2.001962937

0.024505
0.0641935
0.104337

0.1930355
0.104337
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T e s t C ase  9
Sub­
system 0

Sub­
system  1

Sub­
system 2

Sub­
system  3

Sub­
system  4

p[state2\ 
p[state 5] 
p[state8\ 
p[state9] 
p[state 1 0 ] 
p[state 1 1 ]
p v
-* 0
p{lossi) 
p{lossvp)

2 . 0

0.0286281
0.0854074
0.133848
0.0492607
0.112594
0.152116
0.3999995
0.3139707
0.152116

1.695768

0.111299
0.195776
0.188881

0.495956
0.188881

1.375469644

0.0389518
0.0632496
0.0651648

0.1673662
0.0651648

1.28583744

0.0129201
0.0236734
0.0302797

0.0668725
0.0302797

1.246902668

0.0177556
0.0294222
0.0336102

0.080788
0.0336102

Sub­
system 5

Sub­
system  6

K P
p[s£a£e9] 
p[state 1 0 ] 
p[state 1 1 ] 
p(lossi) 
p(lossvp)

1.20499402
0.0507586
0.0691443
0.0588378
0.1787407
0.0588378

1.134094823
0.126904
0.149308
0.0983241
0.3745361
0.0983241

T e s t C ase  10
Subsystem 0 Subsystem 1 Subsystem 2 Subsystem  3

K P
p[stateZ\
p[state 7]
p[state&]
p[s£a£e9]
p[state 1 0 ]
p[state1 1 ] 
p v  r 0
p{lossi) 
p(lossvp)

1 0 . 0

0.00923877
0.101439
0.00302275
0.0315837
0.168679
0.621387
0.73206477
0.82467245
0.621387

3.78613

0.0211372
0.0849413
0.179301
0.277183

0.5625625
0.277183

2.736679128

0.0286248
0.084428
0.133497
0.161494

0.4080438
0.161494

2.294721869

0.0852898
0.196675
0.229618
0.187957

0.6995398
0.187957
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T e s t C ase  11
Sub­ Sub­ Sub­ Sub­ Sub­
system 0 system 1 system  2 system 3 system 4

a; p
p [ s t a t e 2 ] 
p [ s t a t e b \  

p[s£ate8 ]

3.0
0.0865361
0.154033
0.159149

2.610918 2.310735536 2.055186672 1.731803049

p [ s t a t e 9 ] 0.00826996 0.0108905 0.0161478 0.0480468 0.0152438
p [ s t a t e  1 0 ] 0.0437441 0.0461804 0.0541605 0.113174 0.0381683
p [ s t a t e l l ]
p v

0.129694
0.5294121

0.114972 0.110592 0.15735 0.0619186

p ( l o S S i ) 0.18170806 0.1720429 0.1809003 0.3185708 0.1153307
p { l o s s v p ) 0.129694 0.114972 0.110592 0.15735 0.0619186

Sub­ Sub­ Sub­ Sub­ Sub­
system 5 system 6 system  7 system 8 system 9

yvp 1.624572229 1.577109377 1.508287005 1.29639078 1.276530203
p [ s t a t e  9] 0.00408577 0.0111061 0.0982813 0.00299408 0.147365
p [ s t a t e  1 0 ] 0.0137517 0.0269899 0.156357 0.0082224 0.192893
p [ s t a t e  1 1 ] 0.0292156 0.0436383 0.140488 0.0153199 0.137368
p ( l o s s i ) 0.04705307 0.0817343 0.3951263 0.02653638 0.477626
p ( l o s s Vp} 0.0292156 0.0436383 0.140488 0.0153199 0.137368

T e s t C ase  12
Sub­ Sub­ Sub­ Sub­ Sub­
system 0 system 1 system  2 system 3 system 4

a; p 1 0 . 0 3.724 2.594607624 2.299904306 2.134244729
p[state2 ] 0.00287919
p[s£a£e5] 0.0293729
p[state8 ] 0.15982
p[s£ate9] 0.00935799 0.0270231 0.0108642 0.00639749 0.0273196
p[s£a£el0 ] 0.106034 0.120678 0.0458176 0.0280841 0.0744993
p[state ll \ 0.6276 0.303274 0.113583 0.0720289 0.124076
p vM) 0.81967209
p{lossi) 0.74299199 0.4509751 0.1702648 0.10651049 0.2258949
p{lossvp) 0.6276 0.303274 0.113583 0.0720289 0.124076

Sub­ Sub­ Sub­ Sub­ Sub­
system 5 system 6 system  7 system 8 system 9

lambda'vp 1.86943618 1.479038084 1.445852907 1.40037129 1.31169824
p[sia£e9] 0.100137 0.00358625 0.00832726 0.0349515 0.0157285
p[state1 0 ] 0.195077 0.0111367 0.0196022 0.0588117 0.0283393
p[statell] 0.208832 0.022437 0.0314566 0.0633211 0.0351292
p(lossi) 0.504046 0.03715995 0.05938606 0.1570843 0.079197
p{lossvp) 0.208832 0.022437 0.0314566 0.0633211 0.0351292 •
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T e s t C ase  13
Sub­
system 0

Sub­
system  1

Sub­
system 2

Sub­
system 3

Sub­
system 4

y*vp
p [ s t a t e 2 ]  

p \ s t a t e b \  

p [ s t a t e  8 ] 
p [ s t a t e  9] 
p[sfa£elO] 
p [ s t a t e l l ]
DU

M )
p ( l o S S i )  

p ( l o s s v p )

5.0
0.00911322
0.0557786
0.181599
0.024404
0.138626
0.429185
0.67567582
0.592215
0.429185

2.854075

0.0352128
0.118713
0.230764

0.3846898
0.230764

2.195457237

0.0101034
0.036659
0.0809604

0.1277228
0.0809604

2.017712141

0.00546187
0.0217903
0.0520949

0.07934707
0.0520949

1.912599629

0.0290996
0.0701682
0.104855

0.2041228
0.104855

Sub­
system 5

Sub­
system  6

Sub­
system 7

Sub­
system 8

Sub­
system 9

p [ s t a . t e  9] 
pjsfatelO] 
p [ s t a t e l l ]  

p ( l o s s i )  

p ( l o s s Vp )

1.712053995
0.110174
0.195745
0.190788
0.496707
0.190788

1.385414637
0.00327647
0.00958807
0.0185939
0.03145844
0.0185939

1.359654376
0.0081415
0.0178334
0.0271451
0.05312
0.0271451

1.322746422
0.0361607
0.0569213
0.0575462
0.1506282
0.0575462

1.298151407
0.0157576
0.0280318
0.0343771
0.0781665
0.0343771

Sub­
system 1 0

Sub­
system  1 1

Sub­
system 1 2

Sub­
system 13

Sub­
system 14

K P
p [ s t a t e 9] 
p[sfa£el0 ] 
p[sfa£ell] 
p ( l o s s i )

p ( l O S S y p ' )

1.253524726
0.00793676
0.0157539
0.0222936
0.04598426
0.0222936

1.225579147
0.0107879
0.019364
0.0247407
0.0548926
0.0247407

1.195257461
0.0764276
0.0988265
0.0760156
0.2512697
0.0760156

1.104399248
0.217907
0.242694
0.14154
0.602141
0.14154

0.9480825784
0.001447
0.0031328 ■
0.0051388
0.0097186
0.0051388

Table B .6 : The subsystem results for the test cases in Table B.3 using the thinned arrival rates.
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B .2 .5  A p p r o x im a tio n  R e su lts

184

test simulation approxim ation approximation approxim ation
case 1 2 3
1 0.155723 0.1279670882 0.1526495922 0.1279909988
2 0.026349 0.02048031 0.0249475267 0.020476752
3 0.029519 0.0210958195 0.0278296082 0.0212831812
4 0.197246 0.1579370545 0.1922870149 0.1589117163
5 0.574883 0.5450921875 0.5737497899 0.5512751574
6 0.357552 0.2995222374 0.3870244105 0.3218891222
7 0.449853 0.4145792 0.4841418182 0.420423868
8 0.566914 0.6055293015 0.6333843356 0.4550272344
9 0.301966 0.3040607569 0.3476019332 0.2494779279
1 0 0.659053 0.6563151373 0.7227124858 0.5845200899
1 1 0.336325 0.2571874587 0.3779988864 0.2279330061
1 2 0.534212 0.6108164743 0.6708655137 0.4455632433
13 0.403717 0.4118978431 0.5409671368 0.3507906972

test approximation approxim ation approximation approxim ation
case 4 5 6 7
1 0.127949905 0.1526216976 0.1544947868 0.1563032872
2 0.0204386471 0.024899656 0.0260799903 0.0272033034
3 0.0217680581 0.0285921381 0.0293792685 0.0301368321
4 0.1588358415 0.192491977 0.1939700191 0.1977803942
5 0.5492621511 0.5751546321 0.589236926 0.5811663016
6 0.256402651 0.333557863 0.3167456913 0.4255573085
7 0.4002407967 0.4621984766 0.4592925085 0.4898935225
8 0.3831633678 0.3793267061 0.258175063 0.6516920424
9 0.2285957302 0.3040318705 0.3012242426 0.3472722732
1 0 0.5329598304 0.6162632913 0.5222511128 0.7433802703
1 1 0.1931079123 0.3044244303 0.2981373623 0.3936333358
1 2 0.3468376771 0.4047688726 0.3707220893 0.6134887228
13 0.2695833847 0.3865485485 0.3816964597 0.4789522017
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test approximation approxim ation approxim ation approxim ation
case 8 9 1 0 1 1

1 0.1526172491 0.1525792755 0.1548778002 0.1548655503
2 0.0248996459 0.0248785667 0.0252003629 0.0251642715
3 0.0285915948 0.0285765052 0.0285074953 0.0292290279
4 0.1924974604 0.1922133155 0.1973727157 0.1974190718
5 0.5753453091 0.5715599547 0.5805106822 0.5807683361
6 0.3327602679 0.3201297697 0.4539021471 0.3880966904
7 0.4584185614 0.4537914498 0.4991822786 0.4763140148
8 0.440647721 0.3815268022 0.7719900595 0.5689518336
9 0.3042940545 0.2962388156 0.3621465456 0.3283240978
1 0 0.633712907 0.5726647175 0.5609871263 0.6990231371
1 1 0.3052299532 0.2S98102071 0.365595362 0.3565219836
1 2 0.4423040785 0.3758648926 0.7654747956 0.5239709891
13 0.3891507666 0.3598292264 0.5972008452 0.4285545932

Table B.7: Loss probabilities calculated by the approximation methods.

B .2 .6  T h e  E ffe c t  o f  V P  A r r iv a l  R a t e s  o n  t h e  A p p r o x im a t io n s

B .2 .6 .1  T h e  E ffect o f  V P  A r r iv a l R a te s  o n  P[
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T est C a se  1

sim ulation calculated with Xvp calculated with X'vpi
PS 0.007205 + / -  0.000008 0.00899609 0.00899609
P[ 0.221696 + / -  0.000039 0.2218431 0.2217678
Pvp 0.031932 + / -  0.000026 0.0269227568 0.0269139777

T est C a se  2
sim ulation calculated w ith Xvp calculated with \'vpi

PS 0.033247 + / -  0.000015 0.03388196 0.03388196
P I 0.033248 + / -  0.000014 0.03388196 0.03372981
Pup 0.012435 + / -  0.000015 0.0078371686 0.0078198751

T est C a se  3
sim ulation calculated with Xvp calculated with Â p{

PS 0.021927 + / -  0.000013 0.02244118 0.02244118
P I 0.028937 + / -  0.000015 0.02668944 0.02939957
PS 0.046635 + / -  0.000020 0.04704279 0.04695963
Pup 0.010448 + / -  0.000017 0.0071762526 0.0073643891

T est C a se  4
sim ulation calculated with Xvp calculated with Â p.

PS 0.010245 +/-  0.000013 0.01209724 0.01209724
P I 0.001170 + / -  0.000004 0.00176265 0.001746916
PS 0 . 0 0 0 1 1 2  + / -  0 . 0 0 0 0 0 1 0.0002829299 0.0002777357
P r3 0.297873 +/-  0.000052 0.298021 0.297875
p r

4 0.000010 + / -  0.000000 0.000064985 0.00004060131
Pvp 0.108033 +/-  0.000079 0.1026588097 0.1026003715

T est C a se  5
sim ulation calculated with Xvp calculated with Â p.

PS 0.681756 +/-  0.000046 0.683679 0.683679
P I 0.238057 + / -  0.000069 0.262477 0.2498039
Pvp 0.255408 + / -  0.000100 0.2555690202 0.2542327624
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T est C ase  6

simulation calculated with X vp calculated with X'v p .

^ 0 0.288909 + / -  0.000081 0.3963506 0.3963506
P I 0.142535 + /-  0.000069 0.2942393 0.2197517
P 2 0.049234 + / -  0.000044 0.2182163 0.1095581
P I 0.516964 4-/- 0.000068 0.5576657 0.503106
P I 0.095786 + / -  0.000059 0.2586775 0.1029045
P up 0.397190 + / -  0.000069 0.4715915092 0.430438229

T est C ase  7
simulation calculated with X vp calculated w ith A' .Vpl

P S 0.456582 + / -  0.000102 0.5102278 0.5102278
P I 0.456648 4-/- 0.000101 0.5102278 0.489500
P I 0.456621 +/-  0.000103 0.5102278 0.478029
P z 0.456526 4 - /-  0.000102 0.5102278 0.471040
Pr4 0.456767 + /-  0.000105 0.5102278 0.4664701
Pup 0.382046 + / -  0.000117 0.3887270649 0.3852674365

Test C ase  8

simulation calculated with X vp calculated w ith A' .Upl

P I 0.393947 + / -  0.000106 0.70046029 0.70046029
P [ 0.349093 + / -  0.000106 0.6937711 0.3901685
Pr 0.371595 4 -/- 0.000105 0.69706827 0.2983854
p r

3 0.393898 + /-  0.000105 0.70046029 0.2587236
p r

4 0.349023 + / -  0.000103 0.6937711 0.1930355
Pup 0.685323 + /-  0.000046 0.7439447624 0.7568324341

T est C ase  9
simulation calculated with X vp calculated w ith A' .uPi

P I 0.235428 + / -  0.000090 0.3139707 0.3139707
P I 0.472179 + / -  0.000082 0.5102278 0.495956
Pr2 0.131320 + / -  0.000073 0.224456 0.1673662
Pr3 0.038002 +/-  0.000044 0.1301533 0.0668732
P I 0.053859 +/-  0.000051 0.1486036 0.0668732
P I 0.157623 4 - /-  0.000076 0.2477595 0.1787404
P I 0.370169 +/-  0.000090 0.4252666 0.3745361
P vp 0.334825 4 - /-  0.000099 0.3666261069 0.3501509254
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T est C ase  10
simulation calculated w ith \ vp calculated w ith Â p.

Pi 0.664808 + / -  0.000088 0.82467245 0.82467245
PI 0.471443 + / -  0.000122 0.78571964 0.5625625
PI 0.355418 + / -  0.000131 0.75390688 0.4080438
PI 0.717811 + / -  0.000074 0.83927612 0.6995398
p*■ vp 0.705378 + / -  0.000052 0.7309769378 0.7220787551
T est C ase  11

simulation calculated w ith Xvp calculated w ith A' .UfJt

Po 0.010377 + / -  0.000022 0.18170806 0.18170806
PI 0.033295 + / -  0.000041 0.214732 0.1720429
p r 0.072630 + / -  0.000059 0.2543282 0.1809003
p r 0.264732 + / -  0.000092 0.3963506 0.3185708
PI 0.065452 + / -  0.000059 0.2477791 0.1153315
P i 0.010360 + / -  0.000022 0.18170816 0.04705349
P i 0.045262 + / -  0.000048 0.2279902 0.0919749
P i 0.398113 + / -  0.000088 0.487553 0.3944443
P i 0.010371 + / -  0.000023 0.18170806 0.02611425
P i 0.497091 + / -  0.000080 0.5576657 0.477318
p■L vp 0.436047 + / -  0.000081 0.5159151121 0.4821716451
Test C ase  12

simulation calculated w ith X vp calculated w ith A'UfJ 1

Pi 0.485500 + / -  0.000106 0.74299199 0.74299199
PI 0.358032 + / -  0.000118 0.71897635 0.4509751
Pi 0.077799 + / -  0.000082 0.67387012 0.1702648
p r

3 0.032575 + / -  0.000055 0.66503488 0.10651049
Pi 0.228659 + / -  0.000115 0.69798416 0.1742193
Pi 0.574578 4-/- 0.000097 0.7633397 0.5075489
Pi 0.032626 + / -  0.000056 0.66503488 0.03992935
PI 0.077810 + / -  0.000084 0.67387012 0.06233683
p t-‘ 8 0.228624 + / -  0.000115 0.69798416 0.1600288
p r
“ 9 0.128130 + / -  0.000100 0.68229136 0.0814024
PJ vp 0.745521 + / -  0.000049 0.8194697093 0.7454520189
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T est C ase  13 
s i m u l a t i o n c a l c u l a t e d  w i t h  Xvp c a l c u l a t e d  w i t h  A!

PS 0.378473 + / -  0.000115 0.592215 0.592215
P ( 0.243930 + / -  0.000125 0.5326147 0.3846898
p t2 0.024268 + / -  0.000048 0.4115355 0.1277228
P Tz 0.006201 + / -  0.000023 0.38707028 0.07934707
P I 0.125512 4-/- 0.000100 0.4774252 0.2041228
P I 0.479565 + / -  0 . 0 0 0 1 1 0 0.6393763 0.5060818
P I 0.006231 + / -  0.000024 0.38707028 0.02923268
P 7r 0.024277 + / -  0.000048 0.4115355 0.05059671
PT8 0.125571 + / -  0.000099 0.4774252 0.02618034
P r9 0.052285 + / -  0.000071 0.4347493 0.0760662
P r-M .0 0.024290 + / -  0.000048 0.4115355 0.0443931
pr
•* 1 1 0.034473 + / -  0.000057 0.4209719 0.0533573
P\2 0.243867 + / -  0 . 0 0 0 1 2 2 0.5326147 0.2498185
P[z 0.612963 + / -  0.000093 0.7081965 0.601757
Pr14 0.004017 + / -  0 . 0 0 0 0 2 0 0.38203006 0.00938642
Pup 0.640513 + / -  0.000080 0.6756490375 0.6638116626

Table B .8 : P[ and Pvp values found by simulation of the original system, solving the Markov chain 
for each of the subsystems using A„Pt., and solving the Markov chain for each of the subsystems using 
Aup£' as the arrival rate for VP calls.
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B .2 .6 .2  A lte rn a tiv e  C a lc u la tio n  M e th o d s  fo r P f

C a lc u la tio n  o f th e  V alue  o f  X) ^ iP(lossi) '

test case simulation totally thinned final X'VJ} middle X'vp average App
1 0.445800 0.4465342967 0.44652209 0.4466848967 0.4466035833
2 0.044331 0.0450745133 0.04497308 0.0451759467 0.0450742933
3 0.071054 0.0719334324 0.0718691457 0.0719541523 0.0719490844
4 1.503094 1.505759539 1.493439073 1.505704335 1.503376735
5 3.673247 3.695954889 3.681894889 3.710036111 3.695531
6 2.910004 3.192714343 2.69358549 3.058161049 3.13845364
7 9.132772 9.6610676 9.329402 9.56058 9.64342
8 2.279523 2.290800932 1.282299708 1.829844812 2.568147887
9 3.950023 4.33585175 4.060155613 4.177133787 4.288616647
1 0 7.665683 8.4655722 7.524757133 8.226684367 8.624338133
1 1 3.870690 4.163129173 3.577091053 4.12424613- 4.266712225
1 2 5.232941 5.835976496 4.08417248 4.865395695 5.57926465
13 8.121225 9.326295813 7.91975479 8.370133524 8.942029613

Table B.9: Re-calculation of the value of AiP(losSi)‘ using different methods of calculating Avp.
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B .2 .6 .3  E ffect o f  P[ o n  th e  A p p r o x im a tio n  S o lu tio n

R e-ca lc u la tio n  o f  A p p r o x im a tio n  11 U sin g  D ifferen t M e th o d s  for C a lcu la tin g

AiP(lossiY

test simulation approxim ation 1 1 approximation 1 1 approxim ation 1 1

case thinned final middle
1 0.155723 0.1548655503 0.1548614801 0.1549157659
2 0.026349 0.0251642715 0.0251134952 0.0252150479
3 0.029519 0.0292290279 0.0292041741 0.0292370384
4 0.197246 0.1974190718 0.1958557246 0.1974120668
5 0.574883 0.5807683361 0.5786252804 0.5829146266
6 0.357552 0.3880966904 0.3414869845 0.3755318198
7 0.449853 0.4763140148 0.4608736456 0.4716359124
8 0.566914 0.5689518336 0.4877088178 0.5318180509
9 0.301966 0.3283321767 0.3096786151 0.3175933418
1 0 0.659053 0.6990231371 0.649732613 0.6865074930
1 1 0.336325 0.3565219836 0.3159890903 0.3538326667
1 2 0.534212 0.5239709891 0.4306477151 0.4722655602
13 0.403717 0.4285545932 0.373138683 0.3908830268

Table B.10: Re-calculation of Approximation 11 using different methods for calculating
AiP(lossi)'.
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B .3  O ptim al V P  C a p a c ity  A ssign m en t in  a S im p le N etw ork

B .3 .1  R e s u l t s

B .3 .1.1 L oss P r o b a b il ity  a n d  S e tu p  P r o b a b ility  R e s u lt s

Test Case 1

Theoretical Sim ulation
V P(loss) P (setup) P(loss) P  (setup)
0 0.074193 1 . 0 0 0 0 0 0 0.073744 +/-  0.000025 1 . 0 0 0 0 0 0  + / -  0 . 0 0 0 0 0 0

1 0.094485 0.852754 0.096195 + /-  0.000027 0.852477 + /-  0.000017
2 0.154866 0.767991 0.155723 + /-  0.000031 0.767768 + /-  0.000024
3 0.275693 0.701010 0.275582 + /-  0.000036 0.701025 + /-  0.000030
4 0.473346 0.579833 0.473146 + /-  0.000036 0.580019 + /-  0.000039

Test Case 2
Theoretical Sim ulation

V P(loss) P  (setup) P(loss) P  (setup)
0 0.012231 1 . 0 0 0 0 0 0 0.011500 + /-  0.000010 1 . 0 0 0 0 0 0  + / -  0 . 0 0 0 0 0 0

1 0.013027 0.797360 0.014156 + /-  0.000010 0.797132 + /-  0.000019
2 0.025164 0.698290 0.026349 + /-  0.000013 0.697947 + /-  0.000025
3 0.083192 0.645683 0.083354 + /-  0.000020 0.645643 +/-  0.000027
4 0.268254 0.546395 0.268039 + /-  0.000029 0.546566 + /-  0.000032
5 0.666917 0.000000 0.666862 + /-  0.000029 0.000000 +/-  0.000000

Test Case 3
Theoretical Sim ulation

V P(loss) P(setup) P(loss) P  (setup)
0 0.009001 1.000000 0.008496 + /-  0.000009 1.000000 + / -  0.000000
1 0.011396 0.869728 0.011940 + /-  0.000009 0.869668 +/-  0.000016
2 0.029233 0.816308 0.029519 + /-  0.000013 0.816266 +/-  0 . 0 0 0 0 2 2

3 0.105994 0.786650 0.105837 +/-  0.000022 0.786686 + /-  0.000026
4 0.334042 0.710377 0.333931 + /-  0.000031 0.710470 + /-  0.000033
5 0.806849 0.000000 0.806847 + /-  0.000025 0.000000 + / -  0.000000
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Test Case 4
Theoretical Sim ulation

V P(loss) P(setup) P(loss) P(setup)
0 0.160781 1.000000 0.160542 -t/- 0.000039 1.000000 +/-  0.000000
1 0.197395 0.947381 0.197246 +-/- 0.000037 0.947400 4-/- 0.000011
2 0.261966 0.920769 0.261595 +-/- 0.000041 0.920802 4-/- 0.000018
3 0.354252 0.903141 0.353974 + /-  0.000041 0.903171 4-/- 0.000022
4 0.480813 0.878178 0.480714 4-/- 0.000037 0.878205 +/-  0.000028
5 0.662393 0.812390 0.662463 4 -/- 0.000030 0.812317 4-/- 0.000040
6 0.936652 0.000000 0.936641 -f-/- 0.000016 0.000000 +/-  0.000000

Test Case 5
Theoretical Sim ulation

V P(loss) P(setup) P(loss) P  (setup)
0 0.487718 1.000000 0.486386 +-/- 0.000040 1.000000 +/-  0.000000
1 0.580768 0.879732 0.574883 -h/- 0.000037 0.881373 4-/- 0.000023
2 0.727478 0.743828 0.724613 -t-/- 0.000030 0.746476 4-/- 0.000044
3 0.925327 0.000000 0.925303 0.000017 0.000000 + / -  0.000000

Test Case 6

Theoretical Sim ulation
V P(loss) P(setup) P(loss) P  (setup)
0 0.330390 1.000000 0.308393 4 -/- 0.000041 1.000000 +/-  0.000000
1 0.348530 0.899637 0.325494 +-/- 0.000043 0.903057 +/-  0.000017
2 0.388115 0.798859 0.357552 + /-  0.000042 0.808445 + / -  0.000023
3 0.461863 0.682231 0.421578 4 -/- 0.000039 0.704366 + /-  0.000029
4 0.589593 0.494086 0.549869 4 -/- 0.000034 0.538736 +/-  0.000036
5 0.767248 0.000000 0.767270 4 -/- .0.000022 0.000000 +/-  0.000000

Test Case 7
Theoretical Sim ulation

V P(loss) P(setup) P(loss) P  (setup)
0 0.321110 1.000000 0.301298 4 -/- 0.000042 1.000000 4-/- 0.000000
1 0.383887 0.950816 0.357382 4 -/- 0.000042 0.952837 +/-  0.000012
2 0.476314 0.895843 0.449853 4 -/- 0.000040 0.900866 4-/- 0.000018
3 0.598189 0.821383 0.578960 4 -/- 0.000037 0.829564 +/-  0.000028
4 0.746779 0.675181 0.735916 4 -/-  0.000027 0.688567 + / -  0.000047
5 0.912427 0.000000 0.912422 4-/- 0.000016 0.000000 +/-  0.000000

Test Case 8

Theoretical Simulation
V P(Loss) P(setup) P(Loss) P  (setup)
0 0.561063 1.000000 0.548290 4-/- 0.000041 1.000000 4-/- 0.000000
1 0.559986 0.871741 0.555834 4-/- 0.000042 0.872891 4-/- 0.000028
2 0.568952 0.740293 0.566914 4-/- 0.000044 0.741502 + /-  0.000038
3 0.597651 0.586596 0.584959 4-/- 0.000043 0.599219 +/-  0.000045
4 0.660813 0.353309 0.620026 4-/- 0.000040 0.422657 +/-  0.000046
5 0.729304 0.000000 0.729277 4-/- 0.000033 0.000000 +/-  0.000000
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Test Case 9
Theoretical Simulation

V P(loss) P{setup) P(loss) P(setup)
0 0.230054 1 . 0 0 0 0 0 0 0.218409 + / -  0.000038 1 . 0 0 0 0 0 0  + / -  0 . 0 0 0 0 0 0

1 0.263686 0.940823 0.245705 + / -  0.000039 0.942229 + / -  0.000012
2 0.328347 0.883226 0.301966 + / -  0.000040 0.887631 + / -  0.000018
3 0.441585 0.815193 0.414139 + / -  0.000037 0.823860 + / -  0.000024
4 0.623227 0.686099 0.605130 + / -  0.000030 0.700499 + / -  0.000036
5 0.874078 0 . 0 0 0 0 0 0 0.874078 + / -  0.000019 0 . 0 0 0 0 0 0  + / -  0 . 0 0 0 0 0 0

Test Case 10
Theoretical Simulation

V P(loss) P(setup) P(loss) P(setup)
0 0.610499 1 . 0 0 0 0 0 0 0.591046 + / -  0.000040 1 . 0 0 0 0 0 0  + / -  0 . 0 0 0 0 0 0

1 0.627446 0.890739 0.605513 + / -  0.000039 0.896801 + / -  0.000027
2 0.655823 0.765401 0.626346 + / -  0.000040 0.783867 + / -  0.000037
3 0.699023 0.601395 0.659053 + /-  0.000038 0.648167 + / -  0.000045
4 0.761078 0.337817 0.715377 + / -  0.000033 0.444057 + / -  0.000050
5 0.804755 0 . 0 0 0 0 0 0 0.804751 + / -  0.000027 0 . 0 0 0 0 0 0  + / -  0 . 0 0 0 0 0 0

Test Case 11
Theoretical Simulation

V P(loss) P(setup) P(loss) P(setup)
0 0.280632 1 . 0 0 0 0 0 0 0.277364 + / -  0.000040 1 . 0 0 0 0 0 0  +/-  0 . 0 0 0 0 0 0

1 0.304710 0.929955 0.298124 + / -  0.000040 0.930616 + /-  0.000015
2 0.356522 0.857535 0.336325 + / -  0.000040 0.861875 + / -  0.000021
3 0.446651 0.769815 0.410724 + / -  0.000038 0.783842 + / -  0.000024
4 0.600826 0.612563 0.559918 + / -  0.000032 0.648592 +/-  0.000033
5 0.826634 0 . 0 0 0 0 0 0 0.826651 + / -  0.000019 0 . 0 0 0 0 0 0  + / -  0 . 0 0 0 0 0 0

Test Case 12
Theoretical Simulation

V P(loss) P(setup) P(loss) P(setup)
0 0.472026 1 . 0 0 0 0 0 0 0.502186 + / -  0.000041 1 . 0 0 0 0 0 0  + / -  0 . 0 0 0 0 0 0

1 0.490088 0.924934 0.514918 + / -  0.000042 0.921092 + /-  0.000022
2 0.523971 0.840498 0.534212 + / -  0.000041 0.836951 + / -  0.000030
3 0.584999 0.728158 0.567793 + / -  0.000041 0.738904 +1- 0.000038
4 0.694688 0.512717 0.648602 + / -  0.000033 0.576525 + /-  0.000042
5 0.816401 0 . 0 0 0 0 0 0 0.816382 + / -  0.000025 0 . 0 0 0 0 0 0  + / -  0 . 0 0 0 0 0 0
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Test Case 13
Theoretical Sim ulation

1/ P(loss) P(se tup) P(loss) P(setup)
0 0.327366 1.000000 0.337322 0.000042 1.000000 + / -  0.000000
1 0.365946 0.953145 0.361580 + / -  0.000042 0.953462 + / -  0.000013
2 0.427918 0.898945 0.403717 +/-  0.000040 0.903033 + / -  0.000019
3 0.525820 0.823191 0.485248 + / -  0.000037 0.837146 + / -  0.000025
4 0.681583 0.663186 0.635318 + / -  0.000029 0.705914 + / -  0.000036
5 0.872525 0.000000 0.872513 + / -  0.000017 0.000000 + / -  0.000000

Table B .l l :  Theoretical and simulated values of P(loss) and P(sefup) for the 13 test cases from 
Table B.3.

B .3 . 1 . 2  T h e o re tic a l  a n d  S im u la te d  F  V alues
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Test Case 1  -

HdIIa

V Theoretical F Sim ulation F
0 0.907419 0.907374
1 0.776927 0.776849
2 0.706678 0.706564
3 0.658478 0.658481
4 0.569184 0.569332
5 0.077795 0.077789

Test Case 1 - R II o to
V Theoretical F Sim ulation F
0 0.814839 0.814749
1 0.701100 0.701221
2 0.645366 0.645359
3 0.615947 0.615936
4 0.558536 0.558644
5 0.155590 0.155577

Test Case 1 -• a  =  0.3
V Theoretical F Sim ulation F
0 0.722258 0.722123
1 0.625273 0.625592
2 0.584054 0.584155
3 0.573415 0.573392
4 0.547887 0.547957
5 0.233386 0.233366

Test Case 1  - Q II o

V Theoretical F Sim ulation F
0 0.629677 0.629498
1 0.549446 0.549964
2 0.522741 0.522950
3 0.530883 0.530848
4 0.537238 0.537270
5 0.311181 0.311154

Test Case 1 -- a  =  0.5
V Theoretical F Sim ulation F
0 0.537096 0.536872
1 0.473620 0.474336
2 0.461429 0.461746
3 0.488352 0.488304
4 0.526590 0.526582
5 0.388976 0.388943

Test Case 1  - P II O CD

V Theoretical F Simulation F
0 0 . 4 4 4 5 1 6 0 . 4 4 4 2 4 6
1 0 . 3 9 7 7 9 3 0 . 3 9 8 7 0 8
2 0 . 4 0 0 1 1 6 0 . 4 0 0 5 4 1
3 0 . 4 4 5 8 2 0 0 . 4 4 5 7 5 9
4 0 . 5 1 5 9 4 1 0 . 5 1 5 8 9 5
5 0 . 4 6 6 7 7 1 0 . 4 6 6 7 3 2

Test Case 1  - P II o

V Theoretical F Simulation F
0 0 . 3 5 1 9 3 5 0 . 3 5 1 6 2 1
1 0 . 3 2 1 9 6 6 0 . 3 2 3 0 8 0
2 0 . 3 3 8 8 0 4 0 . 3 3 9 3 3 7
3 0 . 4 0 3 2 8 8 0 . 4 0 3 2 1 5
4 0 . 5 0 5 2 9 2 0 . 5 0 5 2 0 8
5 0 . 5 4 4 5 6 6 0 . 5 4 4 5 2 0

Test Case 1  - P II o 00

V Theoretical F Simulation F
0 0 . 2 5 9 3 5 4 0 . 2 5 8 9 9 5
1 0 . 2 4 6 1 3 9 0 . 2 4 7 4 5 1
2 0 . 2 7 7 4 9 1 0 . 2 7 8 1 3 2
3 0 . 3 6 0 7 5 6 0 . 3 6 0 6 7 1
4 0 . 4 9 4 6 4 3 0 . 4 9 4 5 2 1
5 0 . 6 2 2 3 6 2 0 . 6 2 2 3 0 9

Test Case 1  - i P II o CO
V Theoretical F Simulation F
0 0 . 1 6 6 7 7 4 0 . 1 6 6 3 7 0
1 0 . 1 7 0 3 1 2 0 . 1 7 1 8 2 3
2 0 . 2 1 6 1 7 8 0 . 2 1 6 9 2 7
3 0 . 3 1 8 2 2 5 0 . 3 1 8 1 2 6
4 0 . 4 8 3 9 9 5 0 . 4 8 3 8 3 3
5 0 . 7 0 0 1 5 7 0 . 7 0 0 0 9 7
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Test Case 2  - a  =  0 . 1

V Theoretical F Sim ulation F
0 0.901223 0.901150
1 0.718927 0.718834
2 0.630977 0.630787
3 0.589434 0.589414
4 0.518581 0.518713
5 0.066692 0.066686

Test Case 2  -- a  =  0 . 2

V Theoretical F Sim ulation F
0 0.802446 0.802300
1 0.640493 0.640537
2 0.563665 0.563627
3 0.533185 0.533185
4 0.490767 0.490861
5 0.133383 0.133372

Test Case 2 -

C
O

oIIe

V Theoretical F Sim ulation F
0 0.703669 0.703450
1 0.562060 0.562239
2 0.496352 0.496468
3 0.476936 0.476956
4 0.462953 0.463008
5 0.200075 0.200059

Test Case 2  - a  =  0.4
V Theoretical F Sim ulation F
0 0.604892 0.604600
1 0.483627 0.483942
2 0.429040 0.429308
3 0.420687 0.420727
4 0.435139 0.435155
5 0.266767 0.266745

Test Case 2 - a  =  0.5
V Theoretical F Sim ulation F
0 0.506116 0.505750
1 0.405193 0.405644
2 0.361727 0.362.148
3 0.364438 0.364499
4 0.407324 0.407303
5 0.333458 0.333431

Test Case 2  - a  =  0 . 6

V Theoretical F Simulation F
0 0.407339 0.406900
1 0.326760 0.327346
2 0.294414 0.294988
3 0.308188 0.308270
4 0.379510 0.379450
5 0.400150 0.400117

Test Case 2  - a  - 0.7
V Theoretical F Simulation F
0 0.308562 0.308050
1 0.248327 0.249049
2 0.227102 0.227828
3 0.251939 0.252041
4 0.351696 0.351597
5 0.466842 0.466803

Test Case 2  - a  =  0 . 8

V Theoretical F Simulation F
0 0.209785 0.209200
1 0.169894 0.170751
2 0.159789 0.160669
3 0.195690 0.195812
4 0.323882 0.323744
5 0.533534 0.533490

Test Case 2 - a  =  0.9
V Theoretical F Simulation F
0 0.111008 0.110350
1 0.091460 0.092454
2 0.092477 0.093509
3 0.139441 0.139583
4 0.296068 0.295892
5 0.600225 0.600176
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Test Case 3 - a  =  0 . 6

V Theoretical F Sim ulation F
0 0.405401 0.405098
1 0.354729 0.355031
2 0.344063 0.344218
3 0.378256 0.378177
4 0.484576 0.484547
5 0.484109 0.484108

Test Case 3 -

dIIC5

V Theoretical F Sim ulation F
0 0.306301 0.305947
1 0.268896 0.269258
2 0.265356 0.265543
3 0.310191 0.310092
4 0.446943 0.446893
5 0.564794 0.564793

Test Case 3 - a  =  0 . 8

V Theoretical F Sim ulation F
0 0.207201 0.206797
1 0.183062 0.183486
2 0.186648 0.186868
3 0.242125 0.242007
4 0.409309 0.409239
5 0.645479 0.645478

Test Case 3 -- a  =  0.9
V Theoretical F Sim ulation F
0 0.108101 0.107646
1 0.097229 0.097713
2 0.107940 0.108194
3 0.174060 0.173922
4 0.371675 0.371585
5 0.726164 0.726162

Test Case 3 - a  =  0 . 1

V Theoretical F Sim ulation F
0 0.900900 0.900850
1 0.783895 0.783895
2 0.737600 0.737591
3 0.718584 0.718601
4 0.672744 0.672816
5 0.080685 0.080685

Test Case 3 - P II o to
V Theoretical F Sim ulation F
0 0.801800 0.801699
1 0.698062 0.698122
2 0.658893 0.658917
3 0.650519 0.650516
4 0.635110 0.635162
5 0.161370 0.161369

Test Case 3 - P II p CO

V Theoretical F Sim ulation F
0 0.702700 0.702549
1 0.612228 0.612350
2 0.580186 0.580242
3 0.582453 0.582431
4 0.597477 0.597508
5 0.242055 0.242054

Test Case 3 - P II o if*.

V . Theoretical F Sim ulation F
0 0.603600 0.603398
1 0.526395 0.526577
2 0.501478 0.501567
3 0.514388 0.514346
4 0.559843 0.559854
5 0.322740 0.322739

Test Case 3 -- a  =  0.5
V Theoretical F Sim ulation F
0 0.504501 0.504248
1 0.440562 0.440804
2 0.422770 0.422893
3 0.446322 0.446261
4 0.522209 0.522201
5 0.403425 0.403423
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Test Case 4 - a  = 0 . 1

V Theoretical F Simulation F
0 0.916078 0.916054
1 0.872382 0.872385
2 0.854889 0.854881
3 0.848252 0.848251
4 0.838442 0.838456
5 0.797390 0.797332
6 0.093665 0.093664 |

Test Case 4 - Q II o to

V Theoretical F Simulation F
0 0.832156 0.832108
1 0.797384 0.797369
2 0.789008 0.788961
3 0.793363 0.793332
4 0.798705 0.798707
5 0.782391 0.782346
6 0.187330 0.187328

Test Case 4 - P II o CO

V Theoretical F Simulation F
0 0.748234 0.748163
1 0.722385 0.722354
2 0.723128 0.723040
3 0.738474 0.738412
4 0.758969 0.758958
5 0.767391 0.767361
6 0.280996 0.280992

Test Case 4 -

dIIai

V Theoretical F Simulation F
0 0.664312 0.664217
1 0.647387 0.647338
2 0.657248 0.657119
3 0.683585 0.683492
4 0.719232 0.719209
5 0.752391 0.752375
6 0.374661 0.374656

Test Case 4 - a  = 0 . 6

V Theoretical F Sim ulation F
0 0.496469 0.496325
1 0.497389 0.497308
2 0.525487 0.525278
3 0.573808 0.573653
4 0.639759 0.639710
5 0.722392 0.722405
6 0.561991 0.561985

Test Case 4 - a  =  0.7
V Theoretical F Sim ulation F
0 0.412547 0.412379
1 0.422391 0.422292
2 0.459607 0.459357
3 0.518919 0.518733
4 0.600023 0.599961
5 0.707392 0.707419
6 0.468326 0.655649

Test Case 4 - a  =  0 . 8

V Theoretical F Sim ulation F
0 0.328625 0.328434
1 0.347392 0.347277
2 0.393727 0.393436
3 0.464030 0.463813
4 0.560286 0.560212
5 0.692392 0.692434
6 0.749322 0.749313

Test Case 4 -- a  = 0.9
V Theoretical F Sim ulation F
0 0.244703 0.244488
1 0.272394 0.272261
2 0.327846 0.327516
3 0.409141 0.408894
4 0.520549 0.520463
5 0.677393 0.677448
6 0.842987 0.842977
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Test Case 4 - a  =  0.5
V Theoretical F Simulation F
0 0.580391 0.580271
1 0.572388 0.572323
2 0.591367 0.591198
3 0.628696 0.679459
4 0.679496 0.679459
5 0.737391 0.737390
6 0.468326 0.468320

Test Case 5 - a  =  0 . 1

V Theoretical F Simulation F
0 0.948772 0.948639
1 0.849836 0.850724
2 0.742193 0.744290
3 0.092533 0.092530

Test Case 5 - a  =  0 . 2

V Theoretical F Simulation F
0 0.897544 0.897277
1 0.819939 0.820075
2 0.740558 0.742103
3 0.185065 0.185061

Test Case 5 -- a  =  0.3
V Theoretical F Simulation F
0 0.846315 0.845916
1 0.790043 0.789426
2 0.738923 0.739917
3 0.277598 0.277591

Test Case 5 - a  - 0.4
V Theoretical F Simulation F
0 0.795087 0.794554
1 0.760146 0.758777
2 0.737288 0.737731
3 0.370131 0.370121

Test Case 5 - a  =  0.5
V Theoretical F Simulation F
0 0.743859 0.743193
1 0.730250 0.728128
2 0.735653 0.735545
3 0.462664 0.462651

Test Case 5 - a  =  0 . 6

V Theoretical F Sim ulation F
0 0.692631 0.691832
1 0.700354 0.697479
2 0.734018 0.733358
3 0.555196 0.555182

Test Case 5 -- a  =  0.7
V Theoretical F Sim ulation F
0 0.641403 0.640470
1 0.670457 0.666830
2 0.732383 0.731172
3 0.647729 0.647712

Test Case 5 - a  =  0 . 8

V Theoretical F Sim ulation F
0 0.590174 0.589109
1 0.640561 0.636181
2 0.730748 0.728986
3 0.740262 0.740242

Test Case 5 - q  =  0.9
V Theoretical F Sim ulation F
0 0.538946 0.537747
1 0.610664 0.605532
2 0.729113 0.726799
3 0.832794 0.832773
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Test Case 6  - a  =  0 . 1

V Theoretical F Simulation F
0 0.933039 0.930839
1 0.844526 0.845301
2 0.757785 0.763356
3 0.660194 0.676087
4 0.503637 0.539849
5 0.076725 0.076727

Test Case 6  - 0 1! o to
V Theoretical F Simulation F
0 0.866078 0.861679
1 0.789416 0.787544
2 0.716710 0.718266
3 0.638157 0.647808
4 0.513187 0.540963
5 0.153450 0.153454

Test Case 6  -- a  =  0.3
V Theoretical F Simulation F
0 0.799117 0.792518
1 0.734305 0.729788
2 0.675636 0.673177
3 0.616121 0.619530
4 0.522738 0.542076
5 0.230174 0.230181

Test Case 6  - ToIIe

V Theoretical F Simulation F
0 0.732156 0.723357
1 0.679194 0.672032
2 0.634561 0.628088
3 0.594084 0.591251
4 0.532289 0.543189
5 0.306899 0.306908

Test Case 6  - or =  0.5
V Theoretical F Simulation F
0 0.665195 0.654196
1 0.624084 0.614275
2 0.593487 0.582998
3 0.572047 0.562972
4 0.541840 0.544303
5 0.383624 0.383635

Test Case 6  - a  =  0 . 6

V Theoretical F Simulation F
0 0.598234 0.585036
1 0.568973 0.556519
2 0.552413 0.537909
3 0.550010 0.534693
4 0.551390 0.545416
5 0.460349 0.460362

Test Case 6  - a  = 0.7
V Theoretical F Simulation F
0 0.531273 0.515875
1 0.513862 0.498763
2 0.511338 0.492820
3 0.527973 0.506414
4 0.560941 0.546529
5 0.537074 0.537089

Test Case 6  - a  =  0 . 8

V Theoretical F Simulation F
0 0.464312 0.446714
1 0.458751 0.441007
2 0.470264 0.447731
3 0.505937 0.478136
4 0.570492 0.547642
5 0.613798 0.613816

Test Case 6  - a  = 0.9
V Theoretical F Simulation F
0 0.397351 0.377554
1 0.403641 0.383250
2 0.429189 0.402641
3 0.483900 0.449857
4 0.580042 0.548756
5 0.690523 0.690543
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Test Case 7 -- a  =  0 . 1

V Theoretical F Sim ulation F
0 0.932111 0.930130
1 0.894123 0.893292
2 0.853890 0.855765
3 0.799064 0.804504
4 0.682341 0.693302
5 0.091243 0.091242

Test Case 7 - a  =  0 . 2

V Theoretical F Sim ulation F
0 0.864222 0.860260
1 0.837430 0.833746
2 0.811937 0.810663
3 0.776744 0.779443
4 0.689501 0.698037
5 0.182485 0.182484

Test Case 7 - oc — 0.3
V Theoretical F Sim ulation F
0 0.796333 0.790389
1 0.780737 0.774201
2 0.769984 0.765562
3 0.754425 0.754383
4 0.696660 0.702772
5 0.273728 0.273727

Test Case 7 - a  = 0.4
V Theoretical F Sim ulation F
0 0.728444 0.720519
1 0.724044 0.714655
2 0.728031 0.720461
3 0.732105 0.729322
4 0.703820 0.707507
5 0.364971 0.364969

Test Case 7 - a  =  0.5
V Theoretical F Sim ulation F
0 0.660555 0.650649
1 0.667351 0.655110
2 0.686079 0.675360
3 0.709786 0.704262
4 0.710980 0.712241
5 0.456213 0.456211

Test Case 7 - a  =  0 . 6

V Theoretical F Simulation F
0 0.592666 0.580779
1 0.610659 0.595564
2 0.644126 0.630258
3 0.687467 0.679202
4 0.718140 0.716976
5 0.547456 0.547453

Test Case 7 -- a  =  0.7
V Theoretical F Simulation F
0 0.524777 0.510909
1 0.553966 0.536019
2 0.602173 0.585157
3 0.665147 0.654141
4 0.725300 0.721711
5 0.638699 0.638695

Test Case 7 -- q  =  0 . 8

V Theoretical F Simulation F
0 0.456888 0.441038
1 0.497273 0.476473
2 0.560220 0.540056
3 0.642828 0.629081
4 0.732459 0.726446
5 0.729942 0.729938

Test Case 7 - a  = 0.9
V Theoretical F Simulation F
0 0.388999 0.371168
1 0.440580 0.416927
2 0.518267 0.494954
3 0.620508 0.604020
4 0.739619 0.731181
5 0.821184 0.8211S0
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Test Case 8  -- Q =  0 . 1

V Theoretical F Sim ulation F
0 0.956106 0.954829
1 0.840565 0.841185
2 0.723159 0.724043
3 0.587701 0.597793
4 0.384059 0.442394
5 0.072930 0.072928

Test Case 8  - a  = 0 . 2

V Theoretical F Sim ulation F
0 0.912213 0.909658
1 0.809390 0.809480
2 0.706025 0.706584
3 0.589913 0.596367
4 0.414810 0.462131
5 0.145861 0.145855

Test Case 8  - a  = 0.3
V Theoretical F Sim ulation F
0 0.868319 0.864487
1 0.778215 0.777774
2 0.688891 0.689126
3 0.589913 0.594941
4 0.476311 0.481868
5 0.218791 0.218783

Test Case 8  - a  - 0.4
V Theoretical F Sim ulation F
0 0.824425 0.819316
1 0.747039 0.746068
2 0.671757 0.671667
3 0.591018 0.593515
4 0.476311 0.501605
5 0.291722 0.291711

Test Case 8  - a  =  0.5
V Theoretical F Sim ulation F
0 0.780531 0.774145
1 0.715863 0.714363
2 0.654622 0.654208
3 0.592124 0.592089
4 0.507061 0.521342
5 0.364652 0.364638

Test Case 8  - a  =  0 . 6

V Theoretical F Simulation F
0 0.736638 0.728974
1 0.684688 0.682657
2 0.637488 0.636749
3 0.593229 0.590663
4 0.537811 0.541078
5 0.437582 0.437566

Test Case 8  - a  = 0.7
V Theoretical F Simulation F
0 0.692744 0.683803
1 0.653513 0.650951
2 0.620354 0.619290
3 0.594334 0.589237
4 0.568562 0.560815
5 0.510513 0.510494

Test Case 8  - a II o bo

V Theoretical F Simulation F
0 0.648850 0.638632
1 0.622337 0.619245
2 0.603220 0.601832
3 0.595440 0.587811
4 0.599312 0.580552
5 0.583443 0.583422

Test Case 8  - a  =  0.9
V Theoretical F Simulation F
0 0.604957 0.593461
1 0.591162 0.587540
2 0.586086 0.584373
3 0.595440 0.586385
4 0.630063 0.600289
5 0.656374 0.656349
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Test Case 9 - a  =  0 . 1

V Theoretical F Simulation F
0 0.923005 0.921841
1 0.873109 0.872577
2 0.827738 0.829064
3 0.777832 0.782888
4 0.679812 0.690962
5 0.087408 0.087408

Test Case 9 -- a  =  0 . 2

V Theoretical F Sim ulation F
0 0.846011 0.843682
1 0.805396 0.802924
2 0.772250 0.770498
3 0.740471 0.741916
4 0.673525 0.681425
5 0.174816 0.174816

Test Case 9 -- q =  0.3
V Theoretical F Sim ulation F
0 0.769016 0.765523
1 0.737682 0.733272
2 0.716762 0.711931
3 0.703111 0.700944
4 0.667237 0.671888
5 0.262223 0.262223

Test Case 9 - a  =  0.4
V Theoretical F Sim ulation F
0 0.692022 0.687364
1 0.669968 0.663619
2 0.661274 0.653365
3 0.665750 0.659972
4 0.660950 0.662351
5 0.349631 0.349631

Test Case 9 - a  =  0.5
V Theoretical F Sim ulation F
0 0.615027 0.609205
1 0.602254 0.593967
2 0.605787 0.594799
3 0.628389 0.619000
4 0.654663 0.652814
5 0.437039 0.437039

Test Case 9 - a  =  0 . 6

V Theoretical F Simulation F
0 0.538032 0.531045
1 0.534541 0.524315
2 0.550299 0.536232
3 0.591028 0.578027
4 0.648376 0.643278
5 0.524447 0.524447

Test Case 9 -- a  =  0.7
V Theoretical F Simulation F
0 0.461038 0.452886
1 0.466827 0.454662
2 0.494811 0.477666
3 0.553667 0.537055
4 0.642089 0.633741
5 0.611855 0.611855

Test Case 9 - Q II o oo

V Theoretical F Simulation F
0 0.384043 0.374727
1 0.399113 0.385010
2 0.439323 0.419099
2 0.516307 0.496083
4 0.635801 0.624204
5 0.699262 0.699262

Test Case 9 - a  =  0.9
V Theoretical F Simulation F
0 0.307049 0.296568
1 0.331400 0.315357
2 0.383835 0.360532
3 0.478946 0.455111
4 0.629514 0.614667
5 0.786670 0.786670
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Test Case 10 - a  =  0 . 1

V Theoretical F Simulation F
0 0.961050 0.959105
1 0.864410 0.867672
2 0.754443 0.768115
3 0.611158 0.649256
4 0.380143 0.471189
5 0.080476 0.080475

Test Case 10 -  a  =  0 . 2

V Theoretical F Simulation F
0 0.922100 0.918209
1 0.838080 0.838543
2 0.743485 0.752363
3 0.620921 0.650344
4 0.422469 0.498321
5 0.160951 0.160950

Test Case 10 -  a  =  0.3
V Theoretical F Simulation F
0 0.883150 0.877314
1 0.811751 0.809415
2 0.732528 0.736611
3 0.630683 0.651433
4 0.464795 0.525453
5 0.241426 0.241425

Test Case 10 i 0 II o

V Theoretical F Simulation F
0 0.844200 0.836418
1 0.785422 0.780286
2 0.721570 0.720859
3 0.640446 0.652521
4 0.507121 0.552585
5 0.321902 0.321900

Test Case 10 - a  =  0.5
V Theoretical F Simulation F
0 0.805249 0.795523
1 0.759092 0.751157
2 0.710612 0.705106
3 0.650209 0.653610
4 0.549447 0.579717
5 0.402377 0.402375

Test Case 10 -  a  =  0 . 6

V Theoretical F Sim ulation F
0 0.766299 0.754628
1 0.732763 0.722028
2 0.699654 0.689354
3 0.659972 0.654699
4 0.591774 0.606849
5 0.482853 0.482851

Test Case 10

N-dII8
!i

V Theoretical F Sim ulation F
0 0.727349 0.713732
1 0.706434 0.692899
2 0.688696 0.673602
3 0.669735 0.655787
4 0.634100 0.633981
5 0.563329 0.563326

Test Case 10 -  a  =  0 . 8

V Theoretical F Sim ulation F
0 0.688399 0.672837
1 0.680105 0.663771
2 0.677739 0.657850
3 0.679497 0.656876
4 0.676426 0.661113
5 0.643804 0.643801

Test Case 10 - a  =  0.9
V Theoretical F Sim ulation F
0 0.649449 0.631941
1 0.653775 0.634642
2 0.666781 0.642098
3 0.689260 0.657964
4 0.718752 0.688245
5 0.724279 0.724276
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Test Case 1 1 - a  =  0 . 1

V Theoretical F Sim ulation F
0 0.928063 0.927736
1 0.867430 0.867367
2 0.807434 0.809320
3 0.737499 0.746530
4 0.611389 0.639725
5 0.082663 0.082665

Test Case 11 - a  =  0 . 2

V Theoretical F Sim ulation F
0 0.856126 0.855473
1 0.804906 0.804118
2 0.757332 0.756765
3 0.705182 0.709218
4 0.610216 0.630857
5 0.165327 0.165330

Test Case 11 - a  =  0.3
V Theoretical F Sim ulation F
0 0.784190 0.783209
1 0.742382 0.740868
2 0.707231 0.704210
3 0.672866 0.671907
4 0.609042 0.621990
5 0.247990 0.247995

Test Case 11 -  a  = 0.4
V Theoretical F Sim ulation F
0 0.712253 0.710946
1 0.679857 0.677619
2 0.657130 0.651655
3 0.640549 0.634595
4 0.607868 0.613122
5 0.330654 0.330660

Test Case 11 -  a. =  0.5
V Theoretical F Sim ulation F
0 0.640316 0.638682
1 0.617332 0.614370
2 0.607028 0.599100
3 0.608233 0.597283
4 0.606694 0.604255
5 0.413317 0.413326

Test Case 1 1 - a  = 0 . 6

V Theoretical F Sim ulation F
0 0.568379 0.566418
1 0.554808 0.551121
2 0.556927 0.546545
3 0.575917 0.559971
4 0.605521 0.595388
5 0.495980 0.495991

Test Case 1 1 i P II o

V Theoretical F Sim ulation F
0 0.496442 0.494155
1 0.492283 0.487872
2 0.506826 0.493990
3 0.543600 0.522659
4 0.604347 0.586520
5 0.578644 0.578656

Test Case 1 1 -  a  =  0 . 8

V Theoretical F Sim ulation F
0 0.424506 0.421891
1 0.429759 0.424622
2 0.456725 0.441435
3 0.511284 0.485348
4 0.603173 0.577653
5 0.661307 0.661321

Test Case 1 1 -  a  =  0.9
V Theoretical F Sim ulation F
0 0.352569 0.349628
1 0.367234 0.361373
2 0.406623 0.388880
3 0.478967 0.448036
4 0.602000 0.568785
5 0.743971 0.743986
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Test. Case 1 2 - a  =  0 . 1

V Theoretical F Simulation F
0 0.947203 0.950219
1 0.881449 0.880475
2 0.808845 0.806677
3 0.713842 0.721793
4 0.530914 0.583733
5 0.081640 0.081638

Test Case 12 -  a  =  0 . 2

V Theoretical F Simulation F
0 0.894405 0.900437
1 0.837965 0.839857
2 0.777193 0.776403
3 0.699526 0.704682
4 0.549111 0.590940
5 0.163280 0.163276

Test Case 1 2 -  a  =  0.3
V Theoretical F Simulation F
0 0.841608 0.850656
1 0.794480 0.799240
2 0.745540 0.746129
3 0.685210 0.687571
4 0.567308 0.598148
5 0.244920 0.244915

Test Case 1 2

dIIi

V Theoretical F Simulation F
0 0.788810 0.800874
1 0.750996 0.758622
2 0.713887 0.715855
3 0.670894 0.670460
4 0.585505 0.605356
5 0.326560 0.326553

Test Case 1 2 - a  = 0.5
V Theoretical F Simulation F
0 0.736013 0.751093
1 0.707511 0.718005
2 0.6S2234 0.685582
3 0.656578 0.653348
4 0.603703 0.612564
5 0.408201 0.408191

Test Case 12 -  a  = 0 . 6

V Theoretical F Simulation F
0 0.683216 0.701312
1 0.664026 0.677388
2 0.650582 0.655308
3 0.642263 0.636237
4 0.621900 0.619771
5 0.489841 0.489829

Test Case 12 -  a  =  0.7
V Theoretical F Simulation F
0 0.630418 0.651530
1 0.620542 0.636770
2 0.618929 0.625034
3 0.627947 0.619126
4 0.640097 0.626979
5 0.571481 0.571467

Test Case 12 - or =  0 . 8

V Theoretical F Simulation F
0 0.577621 0.601749
1 0.577057 0.596153
2 0.587276 0.594760
3 0.613631 0.602015
4 0.658294 0.634187
5 0.653121 0.653106

Test Case 12 - a  =  0.9
V Theoretical F Simulation F
0 0.524823 0.551967
1 0.533573 0.555535
2 0.555624 0.564486
3 0.599315 0.584904
4 0.676491 0.641394
5 0.734761 0.734744

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



A P P E N D IX  B. LINE N E T W O R K  B A S E  CASE

Test Case 13 -  a  =  0 . 1

V Theoretical F Simulation F
0 0.932737 0.933732
1 0.894425 0.894274
2 0.851842 0.853101
3 0.793454 0.801956
4 0.665026 0.698854
5 0.087253 0.087251

Test Case 13 -  q  =  0 . 2

V Theoretical F Sim ulation F
0 0.865473 0.867464
1 0.835705 0.835086
2 0.804740 0.803170
3 0.763717 0.766766
4 0.666865 0.691795
5 0.174505 0.174503

Test Case 13 -  or =  0.3
V Theoretical F Simulation F
0 0.798210 0.801197
1 0.776985 0.775897
2 0.757637 0.753238
3 0.733980 0.731577
4 0.668705 0.684735
5 0.261757 0.261754

Test Case 13 - a  =  0.4
V Theoretical F Simulation F
0 0.730946 0.734929
1 0.718265 0.716709
2 0.710534 0.703307
n
O 0.704243 0.696387
4 0.670545 0.677676
5 0.349010 0.349005

Test Case 13 - a  =  0.5
V Theoretical F Simulation F
0 0.663683 0.668661
1 0.659546 0.657521
2 0.663431 0.653375
3 0.674505 0.661197

Test Case 13 i S5 II o 05

V Theoretical F Sim ulation F
0 0.596420 0.602393
1 0.600826 0.598333
2 0.616329 0.603443
3 0.644768 0.626007
4 0.674224 0.663556
5 0.523515 0.523508

Test Case 13 -  a  =  0.7
V Theoretical F Sim ulation F
0 0.529156 0.536125
1 0.542106 0.539145
2 0.569226 0.553512
3 0.615031 0.590817
4 0.676064 0.656497
5 0.610767 0.610759

Test Case 13 -  a  =  0 . 8

V Theoretical F Sim ulation F
0 0.461893 0.469858
1 0.483386 0.479956
2 0.522123 0.503580
3 0.585294 0.555628
4 0.677904 0.649437
5 0.698020 0.698010

Test Case 13 -  a  — 0.9
V Theoretical F Simulation F
0 0.394629 0.403590
1 0.424666 0.420768
2 0.475021 0.453649
3 0.555557 0.520438
4 0.679743 0.642378
5 0.785273 0.785262

Test Case 13 -  a =  0.5 (cont.)
V Theoretical F Sim ulation F
4 0.6727385 0.670616
5 0.436262 0.436256

Table B.12: Optimal capacity distribution obtained by theoretical calculation and simulation  
suits.
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B .4  O ptim al V P D B A  S o lu tion  for a S im p le  N etw o rk  

B .4 .1  T est C a se s

Test. Case 1 Test Case 2 Test Case 3 Test Case 4
5 nodes 5 nodes 5 nodes 5 nodes
5 servers/node 5 servers/node 5 servers/node 5 servers/node
Aoi =  0.1 A0i =  0.25 Aoi =  0.2 Aoi =  0.2
A0 2  = 0 .1 A0 2  =  0.25 A0 2  =  1-1 A0 2  =  1-1
A0 3  =  10.0 A0 3  =  0.25 A0 3  =  0.5 A0 3  =  0.2
A0 4  =  0.1 A0 4  =  0.3 Aq4 = 0.7 A0 4  = 0 .1
Ai2 =  0.1 Al2 =  0.3 A1 2  =  0.3 A1 2  =  0.5
Al3 =  0.1 A1 3 = 0 .4 Ai3 =  0.3 A1 3  =  0.2
Am =  0.1 Ah  =  0.25 Am =  0.2 Am =  0.2
A2 3  = 0 .1 A23 =  0.25 A2 3  =  0.2 A23 =  0.2
A2 1  = 0 .1 A2 4  =  0.3 A2 4  =  0.2 A24 =  0.2
A3 4  = 0 .1 A3 4  =  0.5 A3 4  =  0.3 A3 4  =  0-2
n  =  1 . 0 n  =  1 . 0 fi =  1.0 fi  - 1.0

Test Case 5 Test Case 6 Test Case 7 Test Case 8
5 nodes 5 nodes 5 nodes 5 nodes
5 servers/node 5 servers/node 5 servers/node 5 servers/node

0II0 Aoi =  0.2 Aol - 0.1 Aoi =  0.6
A0 2  =  0.2 A0 2  =  0.7 A0 2  = 0 .1 Aq2 =  0.2

V O CO II O to A0 3  =  0.2 A0 3  =  0.4 A0 3  =  0.2CO0IITO A0 4  -- 0.2 A0 4  = 0 .1 A04 =  0.2
A1 2 : 0.2 Al2 =  0.2 A1 2 =  0.1 Ai2 =  0.2

V to II O to A13 =  0.2 A13 -- 0.1 A13 =  0.2
A14 =  0.5 Au  =  0.2 A1 4  = 0 .1 Am =  0-2
A23 =  0.2 A23 =  0.2 A2 3  =  0.9 A23 =  0.2

> II O to A2 4  = 0 -7 A2 4  = 0 .1 A24 =  0.2
A3 4  =  0.2 A3 4  =  0.2 A3 4  = 0 .1 A3 4  =  0.2
H  =  1 . 0 n  =  1 . 0 f i  =  1 . 0 f i  =  1 . 0
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Test Case 9
10 nodes
5 servers per node
Aoi = 0.05 A12 =  0.05 A24 - 0.05 A3 7  =  0.05 A57 =  0.05
A0 2  =  0.05 Al3 =  0.05 A25 =  0.05 A3 8  =  0.05 A5 8  =  0.05
A03 =  0.05 A14 =  0.05 A2 6  =  0.05 A3 9  =  0.05 A5g =  0.05
Aq.i =  1.05 Aio =  0.05 A27 =  0.05 A4 5  =  0.05 A67 =  0.2
A os =  0.05 Al6 =  0.05 A28 =  0.05 A46 =  0.7 A68 =  0.2
A06 =  0.05 Al? =  0.05 A2g =  0.05 A4 7  =  0.05 Agg =  0.2

> O II o o Cn a 18 =  0.05 A34 =  0.05 A48 =  0.05 A78 =  0.2
Aos =  0.05 Al9 =  0.05 A3 5  =  0.05 A4g =  0.05 A7 9  =  0.2
Aq9 =  0.05 A2 3 =  0.05 A36 =  0.05 A56 =  0.05

Oil 
:

O 
 ̂

CO 
.|

Test Case 10
10 nodes
5 servers per node

> O II o o Cn A 12 =  0.05

00II<N•< A3 7  =  1-3 A5T =  0.06
A02 =  0.05 A13 =  0.05 A25 =  0.05 A3 8  =  0.02 A5S =  0.06
Ao3 =  1.1 A14 =  0.05 A26 =  0.05 Asg =  0.02 A59 =  0.06
A0 4  =  0.05 A15 =  0.05

IOOOII A4 5  =  0.02 A67 =  0.02
Aoo =  0.05 A16 =  0.05 A28 =  0.05 A46 =  0.02 A68 * 0.02
Ao6 =  0.05 A17 =  0.05 A2g =  0.05 A4 7  =  0.02 Agg =  0.02
A q 7  =  0.05 A l 8 =  0.05 A3 4  =  0.02 A48 =  0.02 A7 8  =  0.5
Aos =  0.05 A19 =  0.05 A3 5  =  0.02 A4 9  =  0.02 A r g  =  0.5
A q o  =  0-05 A2 3 =  0.05 A3 6  =  0.02 A 5 6  =  0.06

0IIC
l

0
0

■
<

Table B.13: The test cases for the experiment described in Section 3.5.1.
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Single Node Network Base Case

C .l  T est Cases

test case 1 test case 2

i =  2 , j =  1 

Avpi =- 3.0 
A vp2 — 5.0 
A =  1.5
H =  1 . 0

K  = 5 
Vi = 2  
V2 =  2

i =  2 , j =  1  

A„Pl =  4.0 
A Up., =  2 . 0  

A = 5.0
(j. = 1 . 0

K  = 5 
Vi =  1  

V, = 1
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test case 3 test case 4
i =  4, j =  1 i =  4, j =  1
A„Pl =  2.0 Aupi : 0-5
At/p., — 1.5 A vp-t — 3.5
AuP 3 =  3.0 A^pj — 0.5
Aup4 7 O.o AuP 4 =  3.0
A =  1.25 A =  4.0
y  =  1 . 0 y  = 1 . 0

K  =  8 K  =  8

Vi = 2 Vi =  1
V2 = 2 V2  =  2

V3 = 2 V3 =  1
V4 =  1 V4  =  2
test case 5 test case 6

i =  3, j =  1 i =  3, j =  1
Aupi =  5.0 Avpi ~  l.o
A „p., =  1.25 Aupo =  1 . 2

AuP 3 —- 1*5 Aup3 — 1.3
A =  1.0 A =  4.0
y  =  1 - 0 y  -- 1 . 0

K  = 6 K  =  6

Vt = 2 Vi = 1
V2 = 1 V2 =  1

V'3 =  1 V3 =  1

test case 7 test case 8

i =  2 , j =  1 i =  3, j =  1
A vpi — V5 Avpi ~  5.0
A tfp-i =  2.o Avp2 — 3.o
A =  3.5 Aud3 : 5.0
y  = 1 . 0 A =  0.5
K  =  5 y  = 1 . 0

Vi =  1 K  = 6

V2 = 1

r—( 
*-H

1! 
II 

II
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test case 9 test case 1 0

i =  1 0 ,  j =  1 i =  1 0 ,  j =  1

A „ P l  =  4 . 0 A u p i  — o.O
A ^ p o  ~  4 . 0 A vp2 —  o.O
A uP3 ; 3 . 0 A u p 3  —  5 . 0

A u p ., = 3 . 0 A u p 4 —  2 . 0

A  Vp5 =  2 . 0 A „ P5 =  2 . 0

A y p g  =  2 . 0 A u p 6 =  2 . 0

A vpr =  2 . 0 A UP7 =  2 . 0

A u p a =  2 . 0 A v p g  =  1 - 0

A „ p 9 = 2 . 0 A y p g  = 1 . 0

A v p io  =  2 . 0 A u p io  ;  1 - 0

A  =  2 . 0 A  =  3 . 0

fj. =  1 . 0 li — 1 . 0

K  =  1 3 K  = 22
Vi =  1 Vi =  2

V2 =  1 V2 = 2
V 3 =  1 V3 = 2
V ,  =  1 V4 =  2

V s  =  1 V 5 =  2

V 6 =  1 V6 =  2
V 7 =  1 V7 =  2
V8 =  1 V8 =  2
V3 =  1 V9 =  2
Vio =  1 VL0 =  2

Table C .l :  The test cases used in the single node, multiple VP model.
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General Line Networks

D .l  U sin g  th e  Perform ance M easure A p p roxim ation  M eth od

D . l . l  V a l id it y  o f  P e r fo r m a n c e  M e a s u r e  A p p r o x im a t io n  M e th o d  

D . l . 1.1 T est C a se s

Group 1 

nodes: 7 
vps : 5 
svrs : 7
lambdas: 0.25, 0.5, 0.75, 4.0, 5.0, 0.1, 0.1, 0.1, 0.15, 0.2, 0.2, 0.1, 0.2, 0.2, 0.1, 0.1, 

0 . 1 , 0 . 1 , 0 . 1 , 0 . 1, 0.2 
tc 1) VPs: 01 - 1 , 02 - 1, 03 - 1, 04 - 2, 05 - 2
tc 2) VPs: 01 - 1 , 12 - 1 , 23 - 1, 34 - 1, 45 - 1
tc 3) VPs: 35 - 1, 36 - 1, 45 - 1, 46 - 1, 56 - 1
tc 4) VPs: 03 - 1 , 04 - 1 , 05 - 1, 46 - 1, 56 - 1
tc 5) VPs: 04 - 2, 05 - 2, 15 - 1, 16 - 1, 24 - 1
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Group 2 
nodes: 1 0  

vps : 4 
svrs : 1 0

lambdas: 0.2, 0.5, 0.7, 0.1, 0.1, 0.6, 0.2, 0.2, 0.1, 0.3, 0.5, 0.5, 0.1, 0.1, 0.1, 0.2,
0.1, 0.2, 0.9, 0.1, 0.1, 0.1, 0.2, 0.3, 0.1, 0.1, 1.5, 0.2, 0.1, 0.1, 0.1, 0.7,
0.2, 0.2, 0.2, 0.4, 0.5, 0.1, 0.1, 0.1, 0.1, 0.1, 1.2, 0.3, 0.5

tc 6) VPs: 24 - 1, 36 - 2, 46 - 1, 78 - 2
tc 7) VPs: 03 - 1, 06 - 1, 24 - 1, 78 - 1
tc 8) VPs: 03 - 1, 06 - 1, 24 - 1, 46 - 1
tc 9) VPs: 01 - 2, 02 - 2, 03 - 2, 04 - 2
tc 10) VPs: 03 - 2, 12 - 1, 23 - 2, 36 - 3

Group 3 
nodes: 5 
vps : 2  

svrs : 4
lambdas: 0.1, 1.2, 0.7, 0.1, 0-1, 0.1, 1.2, 1.2, 0.1, 0.6
tc 11) VPs: 02 - 1, 03 - 1
tc 12) VPs: 02 - 1 , 14 - 1

tc 13) VPs: 14 - 1, 23 - 2
tc 14) VPs: 02 - 2, 23 - 2
tc 15) VPs: 23 - 1, 34 - 1

Group 4 
nodes: 6  

vps : 3 
svrs : 3
lambdas: 0.1, 0.1, 0.1, 0.1, 0.5, 0.7, 0.1. 0.1, 0.1, 0.5, 0.3, 0.1, 0.1, 0.1, 0.1
tc 16) VPs: 05 - 1, 12 - 1, 23 - 1
tc 17) VPs: 01 - 1, 02 - 1, 03 - 1
tc IS) VPs: 34 - 1 , 35 - 1, 45 - 1
tc 19) VPs: 01 - 1, 02 - 1, 23 - 1
tc 20) VPs: 12 - 1, 23 - 1, 24 - 1
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Group 5 
nodes: 8  

vps : 4 
svrs : 6

lambdas: 2.0, 0.2, 0.1, 0.5, 0.1, 0.2, 0.3, 0.1, 1.5, 1.2, 0.1, 0.1, 0.2, 0.1, 0.1, 0.1,
0.1, 0.9, 0.2, 0.5, 0.1, 0.1, 0.1, 0.1, 0.3, 0.1, 0.1, 0.8 

tc 21) VPs: 01 - 2, 13 - 2, 14 - 1, 23 - 1
tc 22) VPs: 01 - 2, 14 - 1 , 23 - 1 , 67 - 1
tc 23) VPs: 01 - 1, 04 - 1, 13 - 1, 14 - 1
tc 24) VPs: 04 - 1, 13 - 1, 27 - 1, 67 - 1
tc 25) VPs: 04 - 1, 14 - 1 , 35 - 1, 67 - 1

Group 6  

nodes: 5 
vps : 3 
svrs : 5
lambdas: 0.1, 0.1, 0.1, 0.1, 2.0, 3.0, 0.5, 0.3, 0.1, 0.7
tc 26) VPs: 01 - 1, 02 - 1, 03 - 1
tc 27) VPs: 12 - 1 , 13 - 2, 14 - 1

tc 28) VPs: 12 - 1, 13 - 2, 34 - 1
tc 29) VPs: 12 - 1, 13 - 3, 34 - 1

tc 30) VPs: 12 - 1, 13 - 1, 23 - 1

Group 7 
nodes: 7 
vps : 3 
svrs : 5
lambdas: 0.2, 0.2, 0.2, 0.2, 0.2, 0.2, 1.2, 0.2, 0.2, 0.2, 0.7, 0.6, 0.3, 0.2, 0.2, 0.1, 

0 .2 , 0 .1 , 0 .8 , 0 . 1 , 0 . 1  

tc 31) VPs: 12 - 1, 16 - 1, 45 - 1
tc 32) VPs: 12 - 1, 23 - 1, 45 - 1
tc 33) VPs: 16 - 1, 23 - 1 , 24 - 1
tc 34) VPs: 34 - 1 , 35 - 3, 36 - 1
tc 35) VPs: 23 - 1 , 24 - 1 , 45 - 1

216

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



AP PE ND IX D. G E N E R A L  LINE N E T W O R K S 217

Group 8
'

nodes: 8

vps : 6

svrs : 1.0

lambdas: 2.0, 0.2, 1.5. 0.1, 0.1, 0.1, 0.9, 0.8, 1.5, 1.2, 0 .1 , 0 .1 , 0 .1 . 0 . 1 . 0 .1 , 1 .2 ,
1.4, 0.1. 0.1, 0.1, 0.7, 0.1, 0.1, 0.5, 0.1, 1.2, 0.5, 2.1

tc 36) VPs: 01 - 1, 03 - 1, 07 - 1 , 12 - 1 , 13 - 1 , 14 - 1

tc 37) VPs: 01 - 1 , 12 - 1, 25 - 1, 26 - 1, 37 - 1, 46 - 1

tc 38) VPs: 01 - 1 , 03 - 1, 13 - 1 , 14 - 1 , 25 - 1, 26 - 1

tc 39) VPs: 25 - 1, 26 - 1, 36 - 1, 46 - 1, 56 - 1, 67 - 1

tc 40) VPs: 03 - 1 , 12 - 1 , 13 - 1 , 14 - 1 , 56 - 1 , 67 - 1

Group 9
nodes: 1 0

vps : 7
svrs : 8

lambdas: 0.2, 0.9, 1.5, 1.2, 0.1, 0.1, 0.7, 0.3, 0.2, 0.6, 0.3, 0.2, 0.2, 0.1, 1.5, 1.1,
0.1, 1.7, 0.2, 0.1, 0.1, 0.2, 0.1, 0.3, 0.1, 0.7, 0.6, 0.5, 0.1, 0.1, 0.2, 0.2
0.5, 0.9, 0.1, 0.1, 0.1, 1.5, 0.1, 1.2, 0.1, 0.1, 0.2, 0.8, 0.1

tc 41) VPs: 03 - 1, 04 - 1, 17 - 1, 23 - 1, 58 - 1, 67 - 1, 79 - 1
tc 42) VPs: 12 - 1 , 17 - 1. 23 - 1, 48 - 1, 56 - 1, 67 - 1, 89 - 1
tc 43) VPs: 02 - 1 , 03 - 1, 04 - 1, 17 - 1, 18 - 1, 23 - 1, 34 - 1
tc 44) VPs: 17 - 1, 23 - 1, 35 - 1, 48 - 1, 58 - 1 , 67 - 1, 79 - 1
tc 45) VPs: 03 - 1 , 04 - 1, 07 - 1 , 17 - 1 , 18 - 1, 23 - 1, 35 - 1

Group 10
nodes: 1 0

vps : 3
svrs : 5
lambdas: 0.1, 0.1, 1.5, 0.1, 0.1, 0.2, 0.5, 0.7, 0.1, 1.2, 0 . 1 , 0 .1 , 0 .1 , 0 .1 , 0 .1 , 0 .1 ,

0.1, 0.1, 0.9, 0.1, 0.1, 0.1, 0.1, 0.9, 0.1, 0.1, 0.1, 0.1, 0.1, 0.1, 0.1, 0.1
0.9, 1.5, 0.1, 1.5, 0.1, 0.1, 0.1, 0.1, 0.1, 0.1, 1 .2 , 0 .1 , 0 . 1

tc 46) VPs: 03 - 2, 12 - 2, 24 - 1
tc 47) VPs: 03 - 1 , 12 - 1 , 24 - 1

tc 48) VPs: 03 - 1 , 48 - 1, 78 - 1

tc 49) VPs: 12 - 2 , 56 - 2, 78 - 2

tc 50) VPs: 03 - 2, 23 - 1, 29 - 1

T a b le  D . l :  Test Cases for the Approximation Method validity experiment.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



A P P E N D IX  D. GENERAL LINE N E T W O R K S

D . l . 1 .2  R e su lt in g  P er fo rm a n ce  M ea su res

218

Simulation Approx Simulation Approx
TC loss loss TC loss loss
1 0.549379 + /-  0.000502 0.554407 26 0.460865 + /-  0.000550 0.468077
2 0.495045 + /-  0.000647 0.594643 27 0.387924 +/-  0.000559 0.402469
3 0.503720 +/-  0.000611 0.625038 28 0.328512 + /-  0.000598 0.337274
4 0.490419 + /-  0.000617 0.450801 29 0.357098 + /-  0.000506 0.372691
5 0.629567 + /-  0.000457 0.530322 30 0.316844 + /-  0.000566 0.318484
6 0.073567 4-/- 0.000383 0.089747 31 0.194324 + /-  0.000490 0.217626 1
7 0.069823 + /-  0.000394 0.086957 32 0.161011 4-/- 0.000459 0.192002
8 0.076551 + /-  0.000403 0.093485 33 0.225118 +/-  0.000483 0.245247
9 0.114152 + /-  0.000450 0.129921 34 0.452609 + /  0.000421 0.488913
1 0 0.100664 0.000418 0.126659 35 0.182791 + /-  0.000487 0.218268
1 1 0.295017 +/-  0.000518 0.260248 36 0.127131 + /-  0.000484 0.100877
1 2 0.277005 + /-  0.000531 0.245954 37 0.117944 +/-  0.000488 0.139692
13 0.295373 +/-  0.000458 0.299583 38 0.126389 + /-  0.000504 0.095151
14 0.274853 + /-  0.00049S 0.280703 39 0.110950 + /-  0.000472 0.128465
15 0.243788 + /-  0.000512 0.291492 40 0.111459 + /-  0.000514 0.091604
16 0.303058 +/-  0.000442 0.291398 41 0.345124 + /-  0.000548 0.328658
17 0.432089 -F/- 0.000424 0.441115 42 0.347917 + /-  0.000582 0.384114
18 0.273881 +/-  0.000439 0.33613 43 0.379874 + /-  0.000562 0.358472
19 0.277101 + /-  0.000468 0.286079 44 0.342274 + /-  0.000581 0.373529
2 0 0.281213 +/-  0.000427 0.303632 45 0.420412 + /-  0.000553 0.394339
2 1 0.248396 +/-  0.000493 0.216875 46 0.395872 + /-  0.000563 0.39224
2 2 0.217696 + /-  0.000517 0.22939 47 0.383244 +/-  0.000532 0.385417
23 0.232128 +/-  0.000532 0.216523 48 0.394456 + /-  0.000541 0.40211
24 0.235079 + /-  0.000514 0.23342 49 0.3980S8 +/-  0.000541 0.442564
25 0.234598 + /-  0.000501 0.249636 50 0.453218 + /-  0.000512 0.468268

T a b le  D .2 : Resulting P(loss) values calculated via simulation and our approximation method.
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Simulation Approx Sim ulation Approx
TC setup setup TC setup setup
1 0.275599 + / -  0.000475 0.280555 26 0.927605 4-/- 0.000290 0.919485
2 0.911990 + / -  0.000309 0.832144 27 0.437290 + / -  0.000472 0.442896
3 0.915457 + / -  0.000316 0.84706 28 0.469870 + / -  0.000465 0.460163
4 0.640014 + / -  0.000490 0.660909 29 0.324430 + / -  0.000450 0.310393
5 0.218178 + /-  0.000520 0.414874 30 0.655028 + / -  0.000421 0.64746
6 0.772498 + / -  0.000305 0.763891 31 0.728424 + / -  0.000311 0.712814
7 0.855233 + /-  0.000241 0.848767 32 0.746230 + / -  0.000326 0.716627
8 0.865142 + /-  0.000217 0.859216 33 0.795273 + / -  0.000316 0.790254
9 0.884757 +/-  0.000251 0.875826 34 0.891150 + /  0.000363 0.880129
1 0 0.806275 + /-  0.000292 0.790836 35 0.799126 + / -  0.000299 0.775373
1 1 0.748769 +/-  0.000317 0.758968 36 0.776752 + / -  0.000282 0.781466
1 2 0.720482 + /-  0.000345 0.741089 37 0.823243 + / -  0.000269 0.81513
13 0.618813 + /-  0.000397 0.612063 38 0.762918 + / -  0.000318 0.774272
14 0.538885 + /-  0.000406 0.49334 39 0.796559 + / -  0.000288 0.781698
15 0.774631 + /-  0.000294 0.74037 40 0.775405 + / -  0.000317 0.738031
16 0.501293 + /-  0.000433 0.488949 41 0.701423 + / -  0.000388 0.639387
17 0.845331 + /-  0.000394 0.842008 42 0.788092 0.000347 0.652571
18 0.878750 + /-  0.000306 0.859503 43 0.725109 + / -  0.000375 0.737725
19 0.770539 +/-  0.000363 0.740103 44 0.722342 + / -  0.000353 0.636102
2 0 0.562476 + /-  0.000402 0.516401 45 0.683397 + / -  0.000409 0.70844
2 1 0.629237 + /-  0.000397 0.620786 46 0.722550 + / -  0.000391 0.698776
2 2 0.717075 + /-  0.000342 0.690592 47 0.817454 + / -  0.000319 0.799109
23 0.728978 + /-  0.000346 0.726632 48 0.799709 + / -  0.000343 0.787197
24 0.764955 +/-  0.000320 0.762816 49 0.672234 + / -  0.000420 0.578402
25 0.789983 + /-  0.000315 0.777636 50 0.796922 + / -  0.000335 0.794365

T a b le  D .3 : Resulting P(setup) values calculated via simulation and our approximation method.
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Simulation Approx Simulation Approx
TC nosetup nosetup TC nosetup nosetup
1 0.326433 + /-  0.000439 0.32058 26 0.039031 + / -  0.000161 0.042828
2 0.044437 + /-  0.000156 0.068042 27 0.344419 + /-  0.000408 0.332886
3 0.041956 4-/- 0.000163 0.057347 28 0.355977 + / -  0.000451 0.357764
4 0.183441 +/-  0.000328 0.186228 29 0.434322 + / -  0.000420 0.432596
5 0.289615 + /-  0.000416 0.274821 30 0.235670 + /-  0.000351 0.240261
6 0.210766 + /-  0.000296 0.214919 31 0.218803 + / -  0.000284 0.224687
7 0.134658 +/-  0.000227 0.138083 32 0.212910 + / -  0.000296 0.228965
8 0.124535 +/-  0.000208 0.127623 33 0.158638 +/-  0.000259 0.158306
9 0.102088 + /-  0.000228 0.108042 34 0.059604 + / -  0.000206 0.061265
1 0 0.174223 +/-  0.000269 0.182671 35 0.164154 + / -  0.000254 0.175598
1 1 0.177112 + /-  0.000249 0.178304 36 0.194866 + / -  0.000266 0.196489
1 2 0.202091 +/-  0.000296 0.195231 37 0.155908 + / -  0.000248 0.159045
13 0.268592 +/-  0.000315 0.271718 38 0.207117 + / -  0.000301 0.20425
14 0.334375 +/-  0.000363 0.364439 39 0.180868 + / -  0.000267 0.190258
15 0.170426 +/-  0.000246 0.18395 40 0.199559 + / -  0.000292 0.237971
16 0.347567 + /-  0.000353 0.362132 41 0.195525 + / -  0.000273 0.242095
17 0.087838 + / -  0.000234 0.088299 42 0.138179 + / -  0.000243 0.213977
18 0.088043 + / -  0.000231 0.093272 43 0.170463 + /-  0.000259 0.168257
19 0.165877 +/-  0.000282 0.185546 44 0.182617 + / -  0.000252 0.227972
2 0 0.3144S4 + /-  0.000327 0.336762 45 0.183492 + /-  0.000258 0.176587
2 1 0.278663 + / -  0.000327 0.296972 46 0.167610 + / -  0.000258 0.183072
2 2 0.221330 +/-  0.000284 0.238433 47 0.112583 + / -  0.000207 0.123464
23 0.208108 0.000288 0.214178 48 0.121282 + / -  0.000219 0.127233
24 0.179790 + /-  0.000267 0.18182 49 0.197280 + / -  0.000279 0.235014
25 0.160745 + / -  0.000250 0.166854 50 0.111037 + /-  0.000199 0.109343

T a b le  D .4 : Resulting P(nosetup) values calculated via simulation and our approxim ation method.
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D . l . 2 V P D B A  S o lu t io n  E x p e r im e n t

D . 1.2.1 T est C ases

test case 1 test case 2 test case 3
N =  5 N =  5 N =  5
t̂'POI = 0 . 1 Avpoi = 0.7 Aup0, =  0.4

^vpai = 0.5 ^WP02 = 0.5 Aupo2 =  0 . 1
Aupo3 = 1.9 1̂>P03 = 0.5 Aupo3 = 0 - 2

AVP04 — 1 . 2 ^VpoA = 0 . 2 Aupo-i =  0 . 1

Aup 12 —0 . 1 At;pi2 = 0 . 1 Au p i 2  =  0 . 2

At/p 13 = 0 . 1 Avpi3 = 1 . 2 ^vpi3 = 0.4
Au pi-l = 0.3 A vpi4 = 0 . 2 Aupu =
-̂ UP23 = 0 . 1 •̂ up23 = 0.5 Aup23 =  0.4
-̂ VP2<1 = 0 . 1 A VP2-1 1 0.7 A vp2A = 0-4
^P3I = 0 . 2 ^UP3A = 0 . 1 Aup34 =  0 . 6

fj. = 1 . 0 n =  1 . 0

oIIa.

K  = 5 II II

Table D.5: The test cases used in the line network model experiment.
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Algorithm for VPDBA

E .l  P rev io u s A lgorith m s for V P D B A

E . l . l  G a in /L o s s  R a t io  M e t h o d  (A r v id s s o n )

1. Assign high, initially acceptable call loss levels 7 (s,o,d)  for all traffic classes s, and 

source destination pairs (o, d)

2. Find the shortest path  available to each traffic (s,o,d)

3. Compute the GAIN achieved for each traffic (s,o , d) if 1 unit of capacity is added to 

the shortest pa th  for traffic (s,o, d)

4. Compute the LOSS achieved for each traffic (t , i , j ) if 1 unit of capacity is added to 

the shortest p a th  for traffic (s, o, d)

5. Find the traffic {srnax,oTnax,dTnax) that would yield the highest gain/loss ratio

6 . If the highest gain/loss ratio is NOT equal to 0

(a) Assign 1 unit of capacity to (srnax-i Omaxi drnax)

(b) go to step 3

222
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7. Otherwise

(a) if low (acceptable) loss levels have been achieved V(s. o, d) or if all capacity has 

been assigned to VPs

• STOP

(b) otherwise

• reduce the acceptable loss levels V(s,o, d)

• return to step 3

E .1 .2  O v e r a ll  B lo c k in g  R a t e  M e t h o d  (C h e n g  a n d  L in )

1. Assume that all traffic is carried on 1 -hop VP paths which are initially assigned all 

capacity on each link

2 . While (improvement is possible)

(a) PHASE I - find the shortest path for each traffic i,j (hold VP assignments fixed 

and alter the call routing assignments to reduce the overall call blocking rate)

(b) PHASE II (GREEDY HEURISTIC for capacity adjustm ent)

i. calculate the current blocking rate

ii. for each VP, compute the change in overall blocking rate if 1 unit of capacity 

were added to this VP and subtracted for every 1-hop VP on physical path

q

iii. if there exists an assignment that reduces the blocking rate

A. select the capacity change that results in the maximum blocking rate 

reduction and adjust the path  capacities accordingly
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iv. otherwise STO P w ith the current VPs as the solution

224

E .1 .3  B lo c k in g  D r if t  M e t h o d  (A n e r o u s s is  a n d  L a z a r )

1. all V P s have an initial capacity  o f 0

2. com pute blocking probabilities for all SD pairs for the given arrival rates

3. ST E P  1

(a) F ind the SD pairs for w hich blocking constraints are not satisfied

(b) If none are found, proceed to Step 2

(c) Otherwise

i. Consider every V P  w hose capacity can be increased as a B an dw idth  In­

crease C andidate (B IC ). T he capacity of a V P  is increased by rem oving the 

necessary capacity  from  all the links on the paths o f the VP.

ii. if the BIC set is em p ty

•  EXIT -  there is no spare capacity available in the network

iii. otherwise

A. Com pute the blocking drift for the current vector o f V P capacities =

k r n a x ( 0, P £  —  /3£, which represents "how far" we are from satisfying  

the blocking constraints

B. For each BIC , create an alternative solution by assigning 1 unit of ca­

pacity to the BIC w hile holding all other V P s at their current capacity

C. For each a lternative solution, calculate the blocking drift
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D. If the new  blocking drift is greater than the current blocking drift for all 

alternative solu tions there is no way o f satisfying the blocking constraints 

for the given network load - STOP

E. O therw ise, select the alternative with the lowest blocking drift and make 

it the current solution

4. STEP 2

(a) Check for signaling violations which are not considered in our problem  formula­

tion so we ignore this step

5. If there are any rem aining blocking or signaling constraint v iolations, return to STEP  

1

6. STEP 3

(a) Every VP whose capacity can be increased by one unit is considered a BIC

(b) Compute the throughput for each SD pair: y^  =  (1 — P * ) A*

(c) Compute the network revenue J  =  Y^w'llk'yw^'w  where F ^ denotes the revenue 

obtained by accepting one call o f SD pair w and traffic class k

(d) For each BIC, create an alternative solution and com pute the resulting network 

revenue

(e) Eliminate alternatives for which blocking or signaling capacity  constraints are 

violated

(f) If no alternatives remain, ST O P
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(g) Otherwise, select the alternative with the highest revenue increase and repeat 

step 3

E .2 C om paring O ur A lgorith m  to  P re v io u s  A lgorith m s

E .2 .1  T e s t  C a se s

test case 1 test case 2 test case 3 test case 4 test case 5
N =  5 N =  5 N =  5 • N =  5 N =  5oIIo Aoi =  0.7 Aoi =  0.4 Aoi =  0.1 Aoi =  0.1
A02 0.5 A02 =  0.5 A02 = 0.1 A02 =  0.3 Aq2 = 1.2
A03 =  1.9 A03 =  0.5 Ao3 =  0.2 Aq3 =  0-1 A03 =  0.7
A04 =  1.2 A04 =  0.2 A04 =  0.1 A04 =  0 .2 A04 = 0.1
Al2 =  0.1 a 12 =  0.1 Ai2 =  0.2 Al2 =  0.4 Ai2 =  0.1
A13 =  0.1 A13 =  1-2 A13 =  0.4 A n =  0 .2 A13 =  0.1COoII■< Al4 =  0.2 Am = 0.2 A i4 = 0 .1 Am =  1.2

A23 = 0.1 A23 =  0.5 A23 =  0.4 A23 =  2 .0 A23 =  1.2
A24 = 0.1 A2.i = 0 .7 A24 =  0.4 A24 = 0.1 A24 =  0.1
A34 =  0.2 A34 =  0.1 A34 =  0.6 A34 =  1-25 A34 =  0.6
K =  5 K =  4 K =  4 K =  5 K =  4
test case 6 test case 7 test case 8 test case 9 test case 10
N =  6 N =  5 N =  5 N =  4 N =  5
Aol =  0.1 Aoi =  0.1 Aoi =  0.2 Aoi =  0.1 Aoi 0.4
A02 = 0 .1 Ao2 =  0.1 Ao2 =  0.2 A02 = 0 .1 Ao2 = 0.1

A03 = 0-1 A03 = 0.1 A03 = 0.1 A03 = 0 .1 A03 = 0.1
A04 = 0.1 A04 =  0.1 A04 =  0.2 A12 =  0.05 A04 =  0.2
Aos =  0.5 A12 =  2.0 Ai2 =  0.1 A13 =  0.05 Al2 =  0.1
A12 =  0.7 Al3 =  3.0 A13 =  0.1 A23 = 0 -1 5 A13 =  2.0
a 13 =  0.1 Ah  =  0.5 A14 =0 .1 K =  4 Au  =  0.2
A14 =  0.1 A23 =  0.3 A23 =  0.2 A23 =  l . ro
Al5 =  0.1 A-24 =  0.1 A-24 =  0.9 A24 =  0.1
a23 =  0.1 A34 =  0.7 A34 = 0 .3 A34 =  0.1
A04 =  0.5
A25 =  0.3
A34 = 0 .1  
A35 =  0.1
A45 =  0.1
K =  3

K =  5 K =  4 K =  4

Table E .l: Test cases used to compare my algorithm to the previous algorithms.
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E .2.2 R esults

227

Probability of Loss Anewalt — h-  
Aneroussis — x- 

Cheng —■*- 
Arvidsson —a- -

0.8

0.6

0.4

0.2

0

alpha
gamma

Figure E .l: Comparing the Loss Probabilities calculated for our network and the 3 other networks 
Test Case 1 .
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Probability of Setup Anewatt
Aneroussis — *—  

Cheng —■*— 
Arvidsson —a—

m .—  : P"Q

alpha
gamma

Figure E.2: Comparing the Setup Probabilities calculated for our network and the 3 other networks 
Test Case 1.
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Fraction of Traffic Carried

alpha
gamma

Anewalt — i— 
Aneroussis — x ~  

Cheng ■■■*■■■  

Aividsson —s ~

Figure E.3: Comparing the Fraction of Traffic Carried calculated for our network and the 3 other 
networks Test Case 1.
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Anewatt — i— 
Aneroussis —x ~  

Cheng — 
Arvidsson —a —

8 - 8 - H - X - K .

0.8 -

*D®
wwtoo
<n
Eaa
m

0.6 -

0 0.4
oas

02 -

0 2 4 6 8 10
gamma

F igure E.4: Comparing the Fraction of Streams Carried calculated for our network and the 3 other 
networks Test Case 1.
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Probability of Loss Anewait
Aneroussis — x—  

Cheng —•*— 
Arvidsson —0—

gamma

F igure  E.5: Comparing the Loss Probabilities calculated for our network and the 3 other networks 
Test Case 2.
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Figure E .6 : Comparing the Setup Probabilities calculated for our network and the 3 other networks 
Test Case 2.
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Figure E.7: Comparing the Fraction of Traffic Carried calculated for our network and the 3 other 
networks Test Case 2 .
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F igure E.8: Comparing the Fraction of Streams Carried calculated for our network and the 3 other 
networks Test Case 2.
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F igure  E.9: Comparing the Loss Probabilities calculated for our network and the 3 other networks 
Test Case 3.
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F igure E.IO: Comparing the Setup Probabilities calculated for our network and the 3 other net­
works Test Case 3.
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Figure E . l l :  Comparing the Fraction of Traffic Carried calculated for our network and the 3 other 
networks Test Case 3.
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F igure  E .1 2 : Comparing the Fraction of Streams Carried calculated for our network and the 3 
other networks Test Case 3.
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F igure E.13: Comparing the Loss Probabilities calculated for our network and the 3 other networks 
Test Case 4.
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Figure E.14: Comparing the Setup Probabilities calculated for our network and the 3 other net­
works Test Case 4.
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Figure E.15: Comparing the Fraction of Traffic Carried calculated for our network and the 3 other 
networks Test Case 4.
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Figure E.16: Comparing the Fraction of Streams Carried calculated for our network and the 3 
other networks Test Case 4.
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F igure E.17: Comparing the Loss Probabilities calculated for our network and the 3 other networks 
Test Case 5.
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F igure E.18: Comparing the Setup Probabilities calculated for our network and the 3 other net­
works Test Case 5.
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Figure E.19: Comparing the Fraction of Traffic Carried calculated for our network and the 3 other 
networks Test Case 5.
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Figure E.20: Comparing the Fraction of Streams Carried calculated for our network and the 3 
other networks Test Case 5.
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F igure E.21: Comparing the Loss Probabilities calculated for our network and the 3 other networks 
Test Case 7.
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Figure E.22: Comparing the Setup Probabilities calculated for our network and the 3 other net­
works Test Case 7.
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F igu re E .23: Comparing the Fraction of Traffic Carried calculated for our network and the 3 other 
networks Test Case 7.
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F igure E.24: Comparing the Fraction of Streams Carried calculated for our network and the 3 
other networks Test Case 7.
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Figure E.25: Comparing the Loss Probabilities calculated for our network and the 3 other networks 
Test Case 8 .
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F ignre E.26: Comparing the Setup Probabilities calculated for our network and the 3 other net­
works Test Case 8 .
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Figure E.27: Comparing the Fraction of Traffic Carried calculated for our network and the 3 other 
networks Test Case 8 .
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Figure E.28: Comparing the Fraction of Streams Carried calculated for our network and the 3 
other networks Test Case 8 .
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Figure E.29: Comparing the Loss Probabilities calculated for our network and the 3 other networks 
Test Case 9.
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Figure E.30: Comparing the Setup Probabilities calculated for our network and the 3 other net­
works Test Case 9.
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Figure E.31: Comparing the Fraction of Traffic Carried calculated for our network and the 3 other 
networks Test Case 9.
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Figure E.32: Comparing the Fraction of Streams Carried calculated for our network and the 3 
other networks Test Case 9.
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Figure E.33: Comparing the Loss Probabilities calculated for our network and the 3 other networks 
Test Case 10.
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Figure E.34: Comparing the Setup Probabilities calculated for our network and the 3 other net­
works Test Case 10.
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Figure E.35: Comparing the Fraction of Traffic Carried calculated for our network and the 3 other 
networks Test Case 10.
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Figure E.36: Comparing the Fraction of Streams Carried calculated for our network and the 3 
other networks Test Case 10.
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Appendix F

The General Network

F . l  E valuatin g  A lg o r ith m  P erform an ce and C om parison  o f  

Our A lg o r ith m  to  O ther A lgorith m s

F . l . l  T e s t  C a se s

Test Case 1

num ber of nodes: 7
undirected edges: (0,2), (1,2), (2,3), (3,4), (3,5), (3,6)
capacity: 6  units in each direction
traffic distribution 1 :
0 1 : 0 . 1 1 0 : 0 . 2 2 0 : 0 . 1 30: 0.3 40: 0.2 50: 0.1 60: 0 . 2

0 2 : 0 . 1 1 2 : 2 . 0 21: 0.5 31: 0.3 41: 0.2 51: 0.1 61: 0 . 2

03: 0.1 13: 4.0 23: 0.5 32: 0.3 42: 0.2 52: 0.1 62: 0 . 2

04: 0.1 14: 0.5 24: 0.1 34: 0.7 43: 0.2 53: 0.1 63: 0.2
05: 0.1 15: 3.2 25: 3.0 35: 0.7 45: 0.2 54: 0.1 64: 0.2
06: 0 . 1 16: 2 . 2 26: 0 . 1 36: 0.5 46: 0.2 56: 0.1 65: 0.2
traffic distribution 2 :
0 1 : 0 . 0 1 1 0 : 0 . 0 2 2 0 : 0 . 0 1 30: 0.03 40: 0.02 50: 0.01 60: 0 . 0 2

0 2 : 0 . 0 1 1 2 : 0 . 2 0 21: 0.05 31: 0.03 41: 0.02 51: 0.01 61: 0 . 0 2

03: 0.01 13: 0.40 23: 0.05 32: 0.03 42: 0.02 52: 0.01 62: 0 . 0 2

04: 0.01 14: 0.05 24: 0.01 34: 0.07 43: 0.02 53: 0.01 63: 0.02
05: 0.01 15: 0.32 25: 0.30 35: 0.07 45: 0.02 54: 0.01 64: 0.02
06: 0 . 0 1 16: 0 . 2 2 26: 0 . 0 1 36: 0.05 46: 0.02 56: 0.01 65: 0.02
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Test Case 2
number of nodes: 6

undirected edges: (0,1), (0,2), (0,3). (2,3), (2,4). (2.5), (3,4)
capacity : 4 units in each direction
traffic distribution 1 :
0 1 : 0 . 1 1 0 : 0 . 6 2 0 : 0 . 1 30: 1.6 40: 1.1 50: 1.6
02: 5.2 12: 0.7 2 1 : 1 . 1 31: 1.7 41: 1.2 51: 2.7
03: 0.3 13: 0.8 23: 1.1 32: 1.8 42: 1.3 52: 1.8
04: 0.4 14: 0.9 24: 1.1 34: 0.9 43: 1.4 53: 1.9
05: 0.5 15: 1.0 25: 0.5 35: 2.0 45: 2.5 54: 0.9
traffic distribution 2 :
0 1 : 0 . 1 1 0 : 0 . 2 2 0 : 0 . 1 30: 1.6 40: 1.1 50: 1.6
0 2 : 0 . 2 1 2 : 0 . 1 2 1 : 0 . 1 31: 0.7 41: 1.2 51: 0.7
03: 2.3 13: 0.8 23: 0.1 32: 2.8 42: 1.3 52: 1.1
04: 2.4 14: 0.9 24: 1.1 34: 0.9 43: 1.4 53: 1.1
05: 0.5 15: 0.1 25: 2.5 35: 2.0 45: 0.5 54: 0.9

Test Case 3
num ber of nodes:
undirected edges: (0,1), (0,2), (0,5), (1,3), (2,3), (2,4), (2,5), (3,4), (4,5)
capacity: 4 units in each direction
traffic distribution 1 :
0 1 0.25 1 0 0 . 1 20: 1.3 30: 0.2 40: 0.1 50: 0.1
0 2 0.25 1 2 0.3 2 1 : 0 . 2 31: 2.0 41: 0.2 51: 0.1
03 0.25 13 0.5 23: 0.3 32: 0.5 42: 0.3 52: 0.2
04 0 . 2 14 0.7 24: 0.4 34: 0.2 43: 0.4 53: 0.3
05 0 . 1 15 0 . 1 25: 0.5 35: 0.1 45: 0.5 54: 0.3
traffic distribution 2 :
0 1 1.25 1 0 1 . 1 20: 1.3 30: 1.2 40: 1.1 50: 1.1
0 2 1.25 1 2 1.3 2 1 : 1 . 2 31: 2.0 41: 1.2 51: 1.1
03 1.25 13 1.5 23: 1.3 32: 1.5 42: 1.3 52: 2.2
04 1 . 2 14 1.7 24: 1.4 34: 1.2 43: 1.4 53: 1.3
05 1 . 1 15 1 . 1 25: 1.5 35: 2.1 45: 1.5 54: 1.3

Table F .l:  Test Cases used to evaluate algorithm performance and to compare my algorithms to 
previous algorithms in general networks
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F .1 .2  R esu lts

F. 1.2.1 Graphs Comparing Performance Measures
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Figure F .l: Comparing the Probability of Loss for the layout produced from our algorithm and 
the layouts produced from the three other algorithms for Test Case 1, Traffic Distribution 1.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



APPENDIX F. THE GENERAL N E T W O R K 266

1

0.8

0.4

0.2

0.1 02 0.3 0.4 0.5 0.6 0.7 08 19
alpha

Figure F.2: Comparing the Probability of Setup for the layout produced from our algorithm and 
the layouts produced from the three other algorithms for Test Case 1, Traffic Distribution 1.
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Figure F.3: Comparing the Overall Performance of the layout produced from our algorithm and 
the layouts produced from the three other algorithms for Test Case 1, Traffic Distribution 1.
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Figure F.4: Comparing the FVaction of Traffic handled by the layout produced from o ur algorithm 
and the layouts produced from the three other algorithms for Test Case 1, Traffic Distribution 1.
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Figure F.5: Comparing the Fraction of Streams handled by the layout produced from o ur algorithm 
and the layouts produced from the three other algorithms for Test C ase 1, TYaffic Distribution 1.
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Figure F.6 : Comparing the Probability of Loss for the layout produced from our algorithm and 
the layouts produced from the three other algorithms for Test Case 1, Traffic Distribution 2.
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Figure F.7: Comparing the Probability of Setup for the layout produced from our algorithm and 
the layouts produced from the three other algorithms for Test Case 1, Traffic Distribution 2.
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Figure F .8 : Comparing the Overall Performance of the layout produced from our algorithm and 
the layouts produced from the three other algorithms for Test Case 1, Traffic Distribution 2.
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F igure  F.9: Comparing the Fraction of Traffic handled by the layout produced from our algorithm 
and the layouts produced from the three other algorithms for Test Case 1 , Traffic Distribution 2.

Ar-ewaft • 
Anercusss ■ Cheng • Aprtdsson

0.8

I  °'4B

02 -

_ l _______________L .

0.1 02 0.3 0.4 0.5 0.6 0.7 02 0.9
alpha

F igure  F.10: Comparing the Fraction of Streams handled by the layout produced from o ur algo­
rithm and the layouts produced from the three other algorithms for Test C ase 1, Traffic Distribution 
2 .
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Figure F . l l :  Comparing the Probability of Loss for the layout produced from our algorithm and 
the layouts produced from the three other algorithms for Test Case 2, Traffic Distribution 1.
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Figure F.12: Comparing the Probability of Setup for the layout produced from our algorithm and 
the layouts produced from the three other algorithms for Test Case 2, Traffic Distribution 1.
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Figure F.13: Comparing the Overall Performance of the layout produced from our algorithm and 
the layouts produced from the three other algorithms for Test Case 2, Traffic Distribution 1.
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Figure F.14: Comparing the Fraction of Traffic handled by the layout produced from our algorithm 
and the layouts produced from the three other algorithms for Test Case 2, Traffic Distribution 1.
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Figure F.15: Comparing the Fraction of Streams handled by the layout produced from o ur algo­
rithm and the layouts produced from the three other algorithms for Test Case 2, Traffic Distribution
1 .
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F igure F .16: Comparing the Probability of Loss for the layout produced from our algorithm and 
the layouts produced from the three other algorithms for Test Case 2, Traffic Distribution 2.
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Figure F.17: Comparing the Probability of Setup for the layout produced from our algorithm and 
the layouts produced from the three other algorithms for Test Case 2, Traffic Distribution 2.
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Figure F.18: Comparing the Overall Performance of the layout produced from our algorithm and 
the layouts produced from the three other algorithms for Test Case 2, Traffic Distribution 2.
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Figure F.19: Comparing the Fraction of Traffic handled by the layout produced from o ur algorithm 
and the layouts produced from the three other algorithms for Test Case 2, Traffic Distribution 2.
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F igure F.20: Comparing the Fraction of Streams handled by the layout produced from our algo­
rithm and the layouts produced from the three other algorithms for Test Case 2, Traffic Distribution 
2 .

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



APPENDIX F. THE GENERAL N E T W O R K 277

1 Artewart —*— Arerousss — Cheng — Arvidsson —3-
0.3

a6

0.4

02

0.1 02 03 0.4 05
alpha

0.6 0.7 03 0.9

Figure F.21: Comparing the Probability of Loss for the layout produced from our algorithm and 
the layouts produced from the three other algorithms for Test Case 3, Traffic Distribution 2.
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Figure F.22: Comparing the Probability of Setup for the layout produced from our algorithm and 
the layouts produced from the three other algorithms for Test Case 3, Traffic Distribution 2.
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Figure F.23: Comparing the Overall Performance of the layout produced from our algorithm and 
the layouts produced from the three other algorithms for Test Case 3, Traffic Distribution 2.
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Figure F.24: Comparing the Fraction Traffic handled by the layout produced from our algorithm 
and the layouts produced from the three other algorithms for Test Case 3, Traffic Distribution 2.
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Figure F.25: Comparing the Fraction of Streams handled by the layout produced from o ur algo­
rithm and the layouts produced from the three other algorithms for Test Case 3, TVaffic Distribution 
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F .1 .2 .2  V P D B A  S o lu tio n s

T est C a se  1 - Traffic D is tr ib u t io n  1

280

Aneroussis Cheng Arvidsson
src-dest capacity src-dest capacity src-dest capacity
0 1 1 0 1 5 13 3
0 2 1 0 2 1 15 3
03 1 1 0 2 30 1

04 1 13 2 31 1

05 1 15 1 32 1

06 1 16 1 40 1

1 0 2 2 0 1 42 1

1 2 4 25 2 62 1

2 0 2 30 2

2 1 3 31 1

24 1 42 1

26 1 45 2

34 2 46 3
35 2 54 4
36 2 56 2

40 1 60 1

41 1 62 1

42 1 63 1

43 1 64 2

45 1 65 1

46 1

50 1

51 1

52 1

53 1

54 1

56 1

63 3
64 1

65 2
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Anewalt
a : 0 . 1  - 0 . 6 a: 0.7 a: 0.8 - 0.9
src-dest capacity src-dest capacity src-dest capacity
0 1 1 1 2 1 13 1

0 2 2 13 2 15 1

1 2 1 15 1 25 1

13 2 16 1

15 1 25 1

16 1 30 1

2 0 3 31 1

2 1 3 32 1

25 1 35 2

30 1 36 2

31 1 45 1

32 1 46 1

34 3 56 1

35 2

36 2

42 1

43 2

45 1

46 1

53 3
54 1

56 1

62 1

63 3
64 1
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T est C a se  1 - T raffic D is tr ib u tio n  2

Aneroussis Cheng Arvidsson
src-dest capacity src-dest capacity src-dest capacity
0 1 1 0 1 5 13 1

0 2 1 0 2 1 14 1

03 1 1 0 2 15 1

04 1 13 2 16 1

05 1 15 1 23 1

06 1 16 1 25 1

1 0 2 2 0 1 30 1

1 2 4 25 2 31 1

2 0 2 30 2 32 1

2 1 3 31 1 40 1

24 1 42 1 42 1

26 1 45 2 62 1

35 2 46 3
36 2 54 4
40 1 56 2

41 1 60 1

42 1 62 1

43 1 63 1

45 1 64 2

46 1 65 1

50 1

51 1

52 1

53 1

54 1

56 1

63 3
64 1

65 2
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Anewalf,
a: 0.1 - 0-3 a: 0.4 a : 0.5 - 0.6 a: 0.7 - 0.9
src-dest capacity src-dest capacity src-dest capacity src-dest capacity
0 1 1 0 1 1 1 2 1 13 1

0 2 3 1 2 2 13 1 15 1

1 2 2 13 1 15 1 16 1

13 1 15 1 16 1 25 1

15 1 16 1 25 2

16 1 2 0 1

2 0 3 2 1 2

2 1 2 25
25 2 31 1

31 1 32 1

32 1 34
34 3 35 1

35 1 36
36 2 40 1

40 1 41 1

41 1 42 1

42 1 45 1

45 1 46 1

46 1 53
53 3 54 1

54 1 56 1

56 1 63 3
63 4 64 1

64 1
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T est C a se  2 - T raffic D is tr ib u t io n  1

Aneuoussis Cheng Arvidsson
src-dest capacity src-dest capacity src-dest capacity
0 1 1 03 1 0 2 3
03 3 04 3 15 1

04 1 13 3 41 1

05 1 14 1 50 1

1 0 1 2 1 2 51 2

1 2 1 23 2

13 1 30 3
14 1 31 1

2 0 1 32 2

2 1 1 34 4
23 3 35 2

24 1 42 2

25 1 43 4
30 3 45 2

31 1 50 1

32 2 51 1

34 4 53 2

35 2

40 1

41 1

42 2

43 4
52 2

53 1

54 1
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Anewalt
a: 0.8 a:  0 . 9

src-dest capacity src-dest capacity src-dest capacity

4 5
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T est C ase 2 - Traffic D is tr ib u t io n  2

Aneroussis Cheng Arvidsson
src-dest capacity src-dest capacity src-dest capacity
0 1 1 03 2 04 2

0 2 1 04 2 05 1

03 1 2 1 14 1

05 1 13 2 40 2

1 0 1 14 1 50 1

1 2 1 23 2 51 1

13 1 24 1

15 1 30 1

2 0 1 31 3
2 1 1 32 2

23 3 34 4
24 3 35 2

30 3 40 1

31 1 41 1

32 3 43 4
34 4 45 2

35 1 50 2

40 1 53 2

42 2

43 4
45 1

51 1

52 1

53 1

54 1
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Anewalt
a: 0 . 1  - 0 . 6 a : 0.7 - 0.8 a: 0.9
src-dest capacity src-dest capacity src-dest capacity
0 1 1 03 3 04 1

0 2 1 04 2 25 2

03 3 24 1 32 1

04 2 25 2 35 1

1 0 3 30 2 50 1

23 2 31 1

24 1 32 2

25 2 35 1

30 2 40 1

31 1 41 1

32 2 42 1

34 3 50 1

35 1 52 1

40 1 53 1

41 1

42 1

43 3
50 1

52 1

53 1
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T est C ase  3 - Traffic D is tr ib u t io n  1

Aneroussis Cheng Arvidsson
src-dest capacity src-dest capacity src-dest capacity
0 1 1 04 2 03 1

0 2 2 05 2 04 1

03 1 1 2 2 1 2 2

04 1 13 2 14 3
05 3 14 2 15 1

L0 1 15 2 2 1 2

1 2 1 2 1 1 30 1

13 1 24 2 35 1

14 2 25 4 40 1

15 1 32 4 41 2

2 0 2 35 2 51 1

2 1 1 40 3
23 2 41 4
24 3 42 1

25 4 45 2

30 1 50 1

31 2 51 3
32 4 53 4
34 1 54 4
35 1

40 1

41 1

42 3
43 3
45 3
50 3
51 1

52 2

53 2

54 4
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Anewalt
a: 0 . 1  - 0 . 6 a: 0.7 a: 0 . 8 or: 0.9
src-dest capacity src-dest capacity src-dest capacity src-dest capacity
0 1 2 0 1 1 13 1 2 0 2

0 2 1 0 2 1 14 1 31 3
04 1 04 1 2 0 3
05 2 1 2 1 31 3
1 0 1 13 1

*
1 2 1 14 2

13 1 2 0 3
14 2 24 2

15 1 31 3
2 0 3 34 1

23 2 51 1

24 2

25 3
31 3
32 3
34 1

42 3
43 3
45 3
50 2

51 1

52 2

53 1

54 3
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Test Case 3 - Traffic D istribution  2

290

Aneroussis Cheng Arvidsson
Arvidsson src-dest capacity src-dest capacity src-dest capacity
0 1 1 03 1 03 1

0 2 1 04 3 04 2

03 1 05 2 1 2 1

04 2 1 2 1 14 2

05 3 13 1 15 2

1 0 1 14 2 2 1 1

1 2 1 15 2 30 1

13 2 2 1 1 35 2

14 1 24 1 40 2

15 1 25 4 41 2

2 0 1 30 1 51 2

2 1 1 32 4
23 2 35 2

24 2 40 3
25 4 41 3
30 1 42 1

31 1 43 1

32 4 45 2

34 2 50 2

35 1 51 2

40 2 53 4
41 2 54 4
42 2

43 2

45 3
50 3
51 1

52 2

53 2

54 4
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Anewalt
a : 0.1 - 0.7 a :  0.8 - 0.9
src-dest capacity src-dest capacity
0 1 1 14 1

0 2 1 35 1

03 1

04 1

05 3
1 0 1

1 2 1

13 1

14 1

2 0 1

2 1 1

23 2

24 2

25 3
30 1

31 2

32 3
35 2

40 1

42 2

43 3
45 1L
50 3
52 2

53 1

54 3

T a b le  F .2: The resulting V PD B A  solutions for each algorithm  using the test cases in Table F .l.
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