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Abstract
Anomaly Detection is becoming increasingly popular within the experimental physics community.
At experiments such as the Large Hadron Collider, anomaly detection is growing in interest for
finding new physics beyond the Standard Model. This paper details the implementation of a novel
Machine Learning architecture, called Flux+Mutability, which combines cutting-edge conditional
generative models with clustering algorithms. In the ‘flux’ stage we learn the distribution of a
reference class. The ‘mutability’ stage at inference addresses if data significantly deviates from the
reference class. We demonstrate the validity of our approach and its connection to multiple
problems spanning from one-class classification to anomaly detection. In particular, we apply our
method to the isolation of neutral showers in an electromagnetic calorimeter and show its
performance in detecting anomalous dijets events from standard QCD background. This approach
limits assumptions on the reference sample and remains agnostic to the complementary class of
objects of a given problem. We describe the possibility of dynamically generating a reference
population and defining selection criteria via quantile cuts. Remarkably this flexible architecture
can be deployed for a wide range of problems, and applications like multi-class classification or
data quality control are left for further exploration.

1. Introduction

Nuclear and particle physics are often characterized by problems where one needs to identify physical
quantities that (a) belong to or (b) deviate significantly from a specific ‘reference’ class. In the first case we refer
to one-class classification (OCC)—to identify objects of the reference class amongst all objects, in the latter
to anomaly detection (AD)—which can leverage on OCC to detect abnormal data points compared to the
reference class.

Examples of OCC can be found in an extensive literature review provided by [1]. As for AD, there is a
growing number of applications that span from accelerator operations to physics analyses, the latter being of
great interest for example at the Large Hadron Collider (LHC) since new physics Beyond Standard Model
(BSM) remains elusive (as discussed, e.g. in [2–5]). In both cases, one typically deals with multiple features
that vary as a function of the phase space of the final state particles reconstructed in the detector.

In this paper we introduce a novel approach to cope with OCC and AD that leverages two different stages
that we call ‘flux’ and ‘mutability’ (F+M). In the first stage, flux, we learn the distributions of the reference
class data, and in doing that we utilize a combination of conditional autoencoders (cAEs) [6] and flow-based
models [7], particularly conditional masked autoregressive flows (cMAFs) [8], which are conditioned to the
kinematics of the particles or events we are trying to distinguish. We refer the reader to [9, 10] for usage of
AE’s, [4] for usage of MAF and [11] for the usage of clustering, all under the scope of AD in physics. As we
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will describe herein, this allows us to augment the space of the features with a gain in classification
performance. The second stage, mutability, consists of addressing if the data in the inference phase—which
undergoes a forward pass in the cAE has significantly deviated from the reference class. In other words, at a
given kinematics one can dynamically generate a reference cluster in the augmented space and measure if an
object belongs to the reference cluster or not6. Hierarchical-based clustering (namely, Hierarchical
Density-Based Spatial Clustering of Applications with Noise (HDBSCAN) [12]) is used to fit these data and
come up with a probability cut that provides the confidence level for an object to belong or not to the
reference class.

In this work we focus on two applications: (a) distinguishing neutrons from photons in the Barrel
Calorimeter (BCAL) of the GLUEX experiment [13] where neutrons in certain kinematic regions are difficult
to simulate or isolate from real data and photons are therefore used as reference class; and (b) identifying
possible rare BSM dijet events from QCD dijet background events at LHC [3], the latter representing our
reference class. In general, the reference could be background-only simulation or signal-depleted data. One
of the advantages of our novel and flexible architecture described in the following sections, is that it relies
only on the ‘reference’ class and remains agnostic to the class of objects complementary to the reference class
during both the training and inference phases. The two classes can be thought of as ‘signal’ and ‘background’
in physics applications. When using strictly supervised methods instead, the model typically requires both
signal and background as input in order to learn the feature space and produce a binary output. While these
algorithms can be efficient and accurate, they are limited by the quality of data we inject. That is to say, they
are prone to any bias we may introduce when constructing our training samples. This can be critical when
our control over one of the two classes, (e.g. the background), is limited and we need to rely on the other
class (e.g. the signal) or vice versa. Using an architecture that relies on the information of one class removes
any assumptions we must make about the complementary class and can be extremely important for different
applications: for example, it can be utilized for AD of rare events as well as a method to increase the purity of
samples when the original set of real data is characterized by two classes only.

The remainder of the paper is structured in the following way: In section 2 we will describe the developed
architecture and provide a detailed discussion of the training and inference phases. In section 3 we introduce
the two problems that our architecture has been applied to: detection of neutrons within the GLUEX BCAL,
and tagging of Z ′ → t̄t from QCD dijet background. In section 4 we present our analysis and results. Finally,
in section 5 we conclude with a summary and perspectives on future work.

2. Flux + Mutability

The F+M approach can be broken into three components, namely: (a) a cAE [6], (b) a cMAF [8], and (c) a
clustering algorithm [12].

The cAE provides access to the augmented space via the production of residuals; this space is then
generated continuously as a function of the conditions via the cMAF; this in turn allows a comparison
between the generated reference cluster (see footnote 6) with the observed objects via clustering. More details
on each step can be found in what follows:

(a) The cAE is trained to reconstruct features as a function of kinematic parameters. In this paper we will
show two examples: 1. identifying single neutral showers that depend on 14 reconstructed observables
which vary as a function of the shower energy and location in the BCAL calorimeter at GLUEX; and 2.
analyzing topologies of events at LHC characterized by 2 jets, which are described by 15 reconstructed
observables that depend on the transverse momentum of the jets. Note that in both problems the
kinematic variables and the injected feature are continuous and they are scaled prior to injection to
allow better convergence of the networks (cAE and cMAF) (e.g. features are scaled in the interval
[−1,1]). The reader can find more details about these datasets in section 3.
This model is trained first, independently of the cMAF, deploying Huber Loss (see equation (1)):

LcAE =

{
1
2 (x− x ′)2, for x− x ′⩽ δ

δ(x− x ′ − 1
2δ), otherwise.

(1)

We define our convergence criteria as a plateau in validation loss for ten consecutive training epochs.
About 10 epochs allows the training to be robust to any fluctuations in validation loss and converge to a
more optimal state. For the cAE’s we have explored a grid of points for the parameters—latent space

6 The term reference cluster has been introduced in this work to indicate a large set of points in the augmented (residual plus features)
space representative of a class of particles. Conceptually, this can be considered a probability density function (PDF) in that space.
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dimensions (Z), number of layers and the Huber loss delta (δ), and selected those that provide optimal
convergence. Using this trained model we forward pass all training samples and obtain both the
reconstructed vectors (x ′) and the residual vectors (x ′ − x). The original features and corresponding
residuals are then combined into an augmented space. Namely, the augmented space will consist of 28
dimensions for the GLUEX and 30 dimensions for the LHC problems, respectively.

(b) This augmented dataset is then used to train the cMAF. We deploy similar convergence criteria as for the
autoencoder. For the cMAF, the crucial parameter is the number of bijections used. Generations of the
reference class were studied in both cases (GlueX and LHC), increasing bijection numbers until
generation qualitatively improved compared to the actual distribution across the phase space. Let x ∈ X
denote an element from the set of input vectors within the training dataset, k ∈ K the conditional vector
for the kinematics, and z ∈ Z represent the Gaussian vector given by the invertible bijection f 7. A
conditional flow with N layers can be described by:

x = f(z) = fN ◦ fN−1 ◦ . . . f1(z0). (2)

The logarithm of the transformed probability is then given by equation (3), where π denotes the
probability under a Gaussian distribution:

logp(xk) = logπ( f −1(x)k)−
N∑

i=1

log

∣∣∣∣det

(
∂f −1

i (x)

∂x

)∣∣∣∣ . (3)

The loss function is then given by the negative log-likelihood:

LcMAF =− 1

X
∑

x∈X

logp(xk). (4)

We observed that an augmented space made by the features and the residuals (x ′ − x) increases the
separation power. As it will be shown in section 4, our reference class data at each kinematics can be
represented by a cluster in the feature space that is normalized on a hypersphere. It turns out that
features provide localization in space, while residuals push events deemed ‘anomalous’ radially outward,
in otherwords, the augmented space with residuals allows the extraction of clusters originally nested
within the main population. Hence, cMAF is trained on the augmented space of residuals and features.
The flow network will be used as the conditional generator to form the reference cluster in the
augmented space as a function of the kinematics8.

(c) The last part of the architecture consists in clustering based on HDBSCAN [12]. This allows us to fit the
objects in the inference phase with respect to the reference cluster on an object-by-object basis, i.e. on a
particle-by-particle basis for the neutral shower identification problem of GLUEX, and on an
event-by-event basis for the LHC jet problem, as described in section 4. The clustering algorithm
depends on two main hyperparameters (minimum cluster size, and minimum samples), and was found to
be quite robust. Given a fixed sized reference cluster of N points to generate, we set the minimum cluster
size slightly less than N and hold it fixed. We then explored points in the space of minimum samples, in
which the parameter was gradually increased while retaining proper return rates across the phase space
for a given quantile. This produces the most conservative clustering, utilizing only information of the
reference class. The number of objects in the reference cluster (N) has been minimized based on an
accuracy (with respect to the quantile cut and true positive rate (TPR))—speed trade off. Details on
hyperparameters and network structure for the cAE, cMAF and HDBSCAN can be found in tables 6
and 7, respectively.

The following provides more details on the approach taken to deal with certain aspects that characterize
the F+M architecture. Section 2.1 describes the continuous conditional generation; section 2.2 covers the
separation via clustering and the choice of the dynamic cuts that are applied; finally section 2.3 provides a
global overview of the workflow during the inference phase with figure 1 depicting the connection of the
components (a), (b), and (c) described in this section.

7 A bijection is a mathematical function that is both surjective (onto) and injective (one-to-one). Exact details on the bijection f can be
found in [8].
8 As explained in section 4, for the GLUEX BCAL problem the reference cluster corresponds to the photon showers class, whereas for the
LHC jet problem it corresponds to the QCD dijet sample.
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Figure 1. Flowchart of the architecture in the inference phase: the flowchart is described from top to bottom, where the augmented
object produced by the left column is compared to the reference cluster produced by the right column; (A) the inference object is
sent through a cAE, in which the conditional learning as a function of the kinematics is done via concatenation. The cAE
produces a reconstructed vector used to construct a residual vector (x ′ − x). Features and residuals are concatenated as a new
augmented space; (B) cMAF is previously trained on the augmented space as a function of continuous conditions. The kinematic
vector is mapped to a KDE functional, used to model sub-spaces of the flow-transformed distributions as a function of the
kinematics. In the inference phase, the flow network is then fed a sample of Gaussian vectors produced via KDE. The data
produced by the flow network is used to form the augmented reference cluster. (C) The comparison of the object with the
reference cluster produces an outlier score used for classification.

2.1. Continuous conditional generation
In a particle identification (PID) problem the particles are reconstructed as a function of their kinematics
since the response of the detector depends on the kinematics of the incoming particle. A conditional
approach allows for a comparison with other classical established methods in PID which depends on the
kinematics. The response of the detector is learnt and represented by a reference cluster that is conditioned to
the kinematics of the particle. This naturally extends to event classification problems, where high-level
observables based on low-level observables from the detector response are generated by a reference cluster as
a function of the kinematics of the particles in the event.

Continuous conditions give rise to the problem of sparsity within the dataset, meaning low numbers of
events per kinematic condition or potentially unobserved kinematics during training. A method to
circumvent this issue is pre-binning of conditions such that they become discrete, or performing a one-hot
encoding, although this is generally not possible given that there are infinitely many conditions.

We instead choose to take a different approach, in which we allow conditions to remain continuous but
enforce sampling from restricted domains. Our method is comparable to the hard and soft vicinal
discriminator loss developed in [14], in which the authors use continuous conditionals (also termed
regression labels). By deploying such a loss, the authors train the generative model to learn localized
sub-spaces in the vicinity of a given condition y within the approximated density such that interpolation for
low datum conditions is possible. In our work, this is achieved using kernel density estimation (KDE) to
model the base Gaussian probability distribution of the training data in kinematic bins. That is to say, for
each bin in the conditional space, we form a density estimation object in which we can call upon to sample
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sets of latent vectors from restricted domains. This sampling method was found to be more reliable than
allowing the cMAF to interpolate directly. In inference, we use the inference particle’s kinematics to map to a
KDE model, fit on the training samples base distribution. This model then generates a sample in the 2 N
Gaussian space, where N is the dimensionality of the feature space. We then concatenate the original
inference kinematics to each generated 2 N Gaussian vector, forming a vector of size 2N+ L and forward pass
this vector through the cMAF to generate our augmented space.

2.2. Separation via clustering and dynamic cut
We introduce an outlier score which is obtained comparing each object candidate (e.g. either a particle or a
physics event) to the reference cluster. This can be thought of as a probability of being an outlier with respect
to the reference class. In other words, it corresponds to the complementary probability of being an inlier:

Pout = 1− Pin. (5)

This metric is used to make a decision if the object is more likely to belong to the reference class or not.
Every point of the reference cluster is characterized by an inlier probability and therefore by an outlier score.
In what follows we detail the process of generating the outlier distribution for the reference cluster. We will
then compare the outlier score of the candidate object to the reference distribution.

The following is a brief and concise description of the HDBSCAN algorithm. This corresponds to a
refined hierarchical version of a Density-based spatial clustering of applications with noise [15]. The reader
can find more details about the algorithm in [16, 17]; for our implementation in particular we utilized the
documentation in [12]. HDBSCAN utilizes the mutual reachability distance between the points to form a
weighted graph, which is in turn used to build the clustering hierarchy9. Heuristically the density
corresponds to the inverse of a distance, λ= 1

distance ; the smaller the distance between points the higher the
density. In order to get more information on the clustering, a condensed tree is formed. This tree contains
clusters and each cluster contains underlying leaf clusters. This stems from the hierarchical nature of the
algorithm. In the algorithm the user has control over hyperparameters such as ‘min_samples’ which sets a
lower limit on the number of points needed to be considered a core point and for the algorithm to perform
any mutual reachability calculation. The algorithm prioritizes regions of high density, eventually merging less
dense regions with the main cluster if they are reachable under some threshold. Persistence is introduced
defining a notion of membership based on how long the point was retained in the cluster, i.e. position in the
spanning tree, in order to compare the relative distance scales between a fixed cluster and a point in question.
We also want to consider a density-based notion of membership. This is done via a modification of the
Global-Local Outlier Score from Hierarchies algorithm [17] that allows us to perform the comparison of the
points membership persistence with the maximum persistence of the cluster, in order to get a measure of
how much of an outlier the point is relative to the fixed cluster.

Combining notions of both distance and density we can now obtain a membership distribution for the
reference cluster at each kinematics. This is used to define an outlier metric when classifying new data points.
This metric is dynamic in that requires generating a cluster representative of the reference population at any
kinematics. Therefore one can define a quantile threshold, which can be some outlier score value
corresponding to, e.g. keeping 95% of the population.

It should be stressed that the quantile cut defines the outlier score of the candidate, that is the probability
that an object is an outlier with respect to the reference class. Thus, when we classify data via our quantile
metric, we define an outlier score cut that corresponds directly to a certain confidence level in data. This
metric allows us to remain completely agnostic with respect to the complimentary class, removing the need
for semi-supervised methods—which require an example signal in mind during training, see, e.g. [18]—in
defining the optimal selection threshold. Implementation details of HDBSCAN are reported in table 6.

2.3. Workflow at the inference phase
The workflow of F+M is depicted in figure 1 which describes the flow of an individual object (a shower in
the GLUEX BCAL case or a dijet event in the LHC case) in which we wish to perform inference on. The object
is initially fed through the cAE, producing both the feature and residual vectors to be augmented.

Subsequently, the kinematics of the input object are mapped to a KDE instance—pre-fit on the
transformed distribution of training samples—which in turn produces a set of Gaussian vectors from a
restricted domain. It is worth mentioning again that using KDE is necessary, given that we are using

9 The mutual reachability between two points (x,y) is defined as the maximum value among the core distance of x, the core distance of y,
and the distance (e.g. Euclidean) between x and y. The core distance (e.g. the kth nearest neighbor) defines the density of neighbor points.
Additional details can be found in [17].

5



Mach. Learn.: Sci. Technol. 3 (2022) 045012 C Fanelli et al

continuous conditions. For a given condition vector k, there are not enough data to reliably sample a full
width Gaussian, so we must instead restrict the cMAF sampling domain at the generation stage, for which
using KDE is an effective approach. The inference kinematics are concatenated to the vectors and fed to the
cMAF for a forward pass. The model is then forced to interpolate over the restricted domain at the
generation stage. The generated data is normalized either on a hypersphere via a MinMax Scaler (used in the
GlueX problem) or by applying a Standard Scaler (used in the LHC problem) and fed to an HDBSCAN
clustering instance, forming the reference cluster for the given kinematics10. The choice of normalization is
driven by the agreement between TPR and selected quantile cut. The inference object is added to the cluster,
and classification is performed via the dynamic quantile cut. We directly include the inference object in the
initial reference cluster since this greatly improves the speed of the algorithm (saving a second clustering). In
doing so we are careful to keep the true reference population large such that an individual point has no
influence on the quantile metric.

3. Physics applications and corresponding datasets

Our approach can be applied to a plenitude of problems in different research areas. We selected two examples
in particular, one related to the identification of neutral showers caused by neutrons in the GLUEX BCAL, the
other one to BSM dijet events that significantly differ from SM background at LHC.

3.1. Neutral showers in the GLUEX BCAL
The GLUEX experiment, located at Hall D Jefferson Lab, aims to confirm the predictions of Lattice Quantum
Chromodynamics, searching for a class of particles known as exotic hybrid mesons [19]11,12. The theory
predicts multiplets of exotic mesons with different quantum numbers, and the unambiguous establishment
of exotic hybrids requires the full mapping of the hybrid multiplet spectrum. This mapping demands the
identification of neutral and charged particles in the final state in several topologies and the validation of the
results through consistency checks between different decay modes of the same hybrid meson. Production of
charged exotic mesons implies a particle other than a proton must be produced in the reaction. This limits
the resulting products to be either a ∆ baryon or a neutron. Charge exchange can also occur in which the
proton provides its charge to a positively charged exotic meson, resulting in the production of a neutral ∆
and a neutron. In practice, ∆ baryons are difficult to work with. This is due to large underlying physics
background, accompanied by difficulties describing their kinematics, which are necessary for analysis
purposes. Ideally, we would like to detect and isolate the neutrons as they do not require detailed modeling of
production and decays, and provide constraints to theoretical predictions.

We focus on the BCAL of GLUEX [20], a 400 cm long (about 115◦ in polar angle coverage)
electromagnetic calorimeter designed primarily for photon detection. The detector consists of scintillating
fibres compressed between thin layers of lead (see figure 2).

The detector is segmented into 48 azimuthal modules. Each module is partitioned into four readout
channels, consisting of double-ended readout using Silicon Photo-Multipliers (SiPM). The GLUEX photon
beam is incident on a liquid hydrogen target (γ+ p) which results in many different final states (termed
‘reaction channels’). Many of these particles leave the target and strike the BCAL, creating electromagnetic
showers within the detector. It is from these showers we attempt to classify particles based on their profiles.
Low-level and high-level observables reconstructed in BCAL are injected in the algorithm as input features
(the reader can find a detailed description of the features obtained from the BCAL detector response in
appendix A).

Dealing with neutrons is typically more complicated, in part due to the BCAL detector’s response being
more difficult to extract compared to a photon. As a result, the extraction of reconstructed neutrons can be
affected by sizable uncertainties (see section 4.2 for a detailed discussion). Calibrations from real data are
also easier for photons, since one can rely on large samples of standard ‘candles’ like π0 decaying into
photons which are abundantly produced at GLUEX and are detected in the BCAL. With this novel
architecture, we are able to limit assumptions we impose on neutrons in the training phase of our algorithm
as we rely on half the information of supervised algorithms, namely, the training will be based only on
detected photons as they typically provide clear signatures of neutral showers. For the proof of principle of
our architecture, we will focus on isolated neutral showers, so anything that is not recognized as a photon is

10 See the sklearn.preprocessing module for details on MinMax and Standard Scalers.
11 GLUEX is a fixed target photo-production experiment operating at intermediate energies using an electron beam with nominal energy
of 12 GeV.
12 An exotic hybrid meson possesses explicit gluonic degrees of freedom and has quantum numbers predicted by QCD but forbidden by
the simple quark model, which includes only quarks and antiquarks.
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Figure 2. Sketch of barrel calorimeter readout: (A) BCAL schematic; (B) a BCAL module side view; (C) end view of the BCAL
showing all 48 modules and (D) an end view of a single module showing readout segmentation in four rings (inner to outer) and
16 summed readout zones demarcated by colors. More details can be found in [20]. Reprinted from [20], Copyright (2018), with
permission from Elsevier.

then classified as a neutron13. The neutral shower reconstruction problem is characterized by 14 features.
The dimensionality of this space will be augmented utilizing residuals. The detector response depends on the
kinematics of the particles, that is with which energy and at which position the particle interacts in the
calorimeter14. The dependence on the particle kinematics is encoded in our approach through conditional
cAE and cMAF, as explained in section 2. In fact, as it should clear from figure 2, the BCAL design has
cylindrical geometry, so the two main kinematic parameters that characterize the reconstruction of the
neutral shower are the energy E of the particle and the z position at which it strikes the innermost layer.

Training and testing data consists of simulated samples, in which generation of only a specific particle
type occurs via GEANT4 particle gun [21], allowing by construction high purity samples in both sets
(neutrons and photons). These datasets are private and deploy the Hall D recon-2019_11-ver01.2
reconstruction version and 4.35.0 simulation version. Particle samples are simulated in such a way to be
approximately flat in reconstructed energy E = 200–2200 MeV and in z = 162–262 cm within the BCAL.
This corresponds to a region of the phase space that is highly active within the calorimeter.

We initially deploy fiducial cuts on reconstructed widths of showers, namely, width in z, radial width and
width in time. Doing so removes any artifacts left over from the reconstruction process after simulation, in
which are careful to apply loose cuts such that we do not impose restrictions on the data and lose sensitivity
to the tails of data distributions. A strict requirement of one shower per event is also required to further
eliminate any other interactions (for example split-offs in the photon sample)15. Since we are interested in
only neutrons that mimic photons to a high degree, i.e. those not easily separated via rectangular cuts, we
deploy a tight pre-selection on the radius of a shower (must be within the first 3 BCAL layers) and the
amount of energy within the BCAL 4th layer (less than 0.1 GeV). The 14 features are comprised of detector
response variables and their definitions can be found in appendix A. The entire training dataset consists of
≈ 1.8M photons in which we reserve about 10% for validation. Testing samples of photons and neutrons are
generated independently and each contain about the same number for validation. We condition the model
on continuous values of E and z, modeling the cMAF latent representations in bins of 4 cm, 40 MeV, values
that correspond to a coarse representation of the BCAL photon resolution.

The kinematics of the photons and neutrons detected by BCAL are displayed in appendix B. A
comparison of the ‘original’ feature distributions injected in the cAE, the ‘reconstructed’ by the cAE and

13 Isolated neutral showers do not match with a charged track reconstructed by the GLUEX tracking system, and thus can be clearly
separated from charged particle hits.
14 In the text we equivalently use kinematics or phase space to refer to the kinematic parameters energy and position (E, z) of the neutral
particle.
15 Split-offs are defined as photon conversion to an e+ e− pair.
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those dynamically ‘generated’ by cMAF can be found in appendix C, along with a comparison of the
residuals and their corresponding generations.

3.2. Dijet AD at the LHC
Our architecture can be utilized in other problems too. Despite the multiple searches for physics BSM
conducted at the LHC, new physics remains elusive as of today. In the last few years many novel approaches
have been developed for AD in order to detect signal events which would stand out as anomalous with
respect to a reference background: these span from new unsupervised AD technique leveraging on neural
density estimation [4] to tag-and-train techniques that can be applied to unlabeled data thus offering to be
less sensitive to subtle features of jets which may not be well modeled in simulation [22]. In this context, our
architecture can be utilized to characterize how anomalous an individual event is with respect to a
background events by remaining agnostic with respect to the individual events being analyzed.

In this paper we consider QCD dijet events as background and we look for BSM dijet events from the
decay of a Z′. We utilized a suite of jets for SM and BSM particle resonances which is available on Zenodo
(test set version 2.1) [23], provided by the authors of [24]. Primarily, we isolate Z ′ → t̄t jets (anomalous
signal) from SM QCD dijet (background) in order to remove the varying length feature vectors seen in other
BSM datasets, such as W ′ → W+ jj. The datasets have been generated with MADGRAPH [25] and
PYTHIA8 [26]. The DELPHES [27] framework has been used for fast detector simulation. For a detailed
description of the dataset we refer the reader to [23]. The simulated QCD [28] and BSM dijets [23] are
produced with the same selection criteria16.

Clustering of the jets was done using FASTJET [29], deploying the anti-kT algorithm [30] with a cone
size of R= 1.0. As stated in [23, 28], events within the datasets must meet the requirement of the leading jet
having transverse momenta pT > 450 GeV and the sub-leading jet having pT > 200 GeV.

In this case we use only a single conditional, namely the leading jet transverse momentum, and form a
fixed length feature vector consisting of the remaining four vector properties of the leading jet, its
n-subjettiness variables, the sub-leading jet four vector and its n-subjettiness variables17. N-subjettiness
provides identification of N-pronged structures in jets, characterized by the jet’s transverse momenta, radius
and distance between predefined axis’ in the azimuth-rapidity plane [31]. This feature vector then gets
augmented with its residual vector from the cAE, resulting in a vector of 30 features at inference including
residuals. We apply a further condition on the datasets, requiring the leading jet to have pT < 800 GeV in
order to provide sufficient data as a function of the conditional parameter. We model the cMAF’s
transformed space in bins of 1 GeV.

The architecture is trained on ≈ 600 k QCD dijet events and validated on ≈ 50 k, retaining around 50 k
for testing. We use only a single top jet file from [23] (mt = 174 GeV), providing 50 k anomalous events.
More details on the feature distributions of both classes can be found in appendix D which includes also a
comparison of the ‘original’ feature distributions injected in the cAE, the ‘reconstructed’ by the cAE and
those dynamically ‘generated’ by cMAF along with the residuals and their corresponding generations.

4. Analysis and results

In what follows, we deploy our architecture on the two different physics scenarios introduced in section 3.

4.1. Neutral showers classification with the GLUEX BCAL
We demonstrate the potential of the model as an OCC method for GLUEX photons, which in turn allows to
tag neutron candidates from the sample of isolated neutral showers described in section 3.1. As already
explained, there are specific regions in the phase space of the BCAL where simulating the detector response
to neutrons is challenging because it is characterized by large uncertainty.

Our strategy aims at isolating neutrons by applying cuts on the photon showers, the latter taken as the
reference class. As described in section 2, our approach is unsupervised and agnostic to the neutrons; it
allows us to dynamically generate a reference cluster in the augmented space of the features as a function of
the particle kinematics. The reference cluster is used to establish if a new particle is more likely to belong to
the photon class or the neutron class. A quantile cut is applied on an outlier score to determine the
probability of a particle to be a member of the cluster or to be an outlier. This approach can be useful when
the uncertainty on the distributions of the complementary class (neutrons) is expected to be large compared
to the reference class (photons), and the distributions of neutrons and photons cannot be easily separated by

16 Cheng [23] and Leissner-Martin et al [28] include the specific version number for the test datasets as well as information on the version
numbers for programs used for generation.
17 See [31] for mathematical definition of n-subjettiness.

8



Mach. Learn.: Sci. Technol. 3 (2022) 045012 C Fanelli et al

Figure 3. Outlier scores: average outlier scores (probability of not belonging to the photon class) in bins of 40 MeV and 2 cm.
Signal particles (photons, left) display much lower outlier scores (color) on average than background (neutrons, right) across the
grid of the phase space (x axis: Z position, y axis: energy). There are no apparent kinematic dependencies on separation power.

standard rectangular selections. In such scenarios, fully supervised approaches become less reliable without a
proper assessment of the uncertainty quantification. Our approach allows to select the TPR of the reference
class which, by construction, is consistent with the quantile cut on the outlier score chosen for the selection.
The outlier score of each particle corresponds to a probability of not belonging to the photon reference class,
according to equation (5); given that we work with isolated neutral showers which can only be either a
photon or a neutron, the outlier score is interpreted as how confident we are to have identified a neutron. In
our analysis, we rely on ground-truth information from simulations to measure the performance of the
architecture with respect to photons and neutrons. When deployed on real data, for the reference class we can
use high purity samples of photons (leveraging standard ‘candles’ like π0 → γγ). A metric for neutron
efficiency can be determined from physics reactions where neutrons (and photons) are involved, for
example, γp → nπ0π+ or nπ+, after taking into account background factors which may mimic the
above signatures.

Figure 3 depicts the average value of the outlier score in bins of E and z18. It is easily seen that the average
outlier scores for neutrons are much higher across the entire phase space when comparing both plots. It is
also apparent that the outlier score of photons is flat and close to zero as a function of the kinematics and for
neutrons it is large in value and rather uniform in distribution too, despite the reconstructed features do
largely depend on the kinematics of the particles (as displayed in figures B1 and B2). This means the
architecture has provided an approximately uniform and good separation power in the phase space we are
covering. Deploying a 95% quantile cut, we obtain a TPR for photons, and a true negative rate (TNR) for
neutrons of 95.03% and 52.70%, respectively, as summarized in table 1. TPR and TNR are quite large and to
our knowledge exceed by far results obtained with traditional rectangular selections [32].

We note that by assuming both photon and neutron training datasets are reliable, then deploying a fully
supervised model like XGBoost [33] would result in a TPR and TNR at about 92% each, but again this is not
the scenario we are tackling here19. XGBoost has been prototyped and studied with BCAL simulations, and a
semi-optimal set of hyperparameters was obtained. Efforts have been made to improve the prediction head
of the algorithm, in which we replaced the clusterer with a one-class support vector machine (OC-SVM).
The conditional generations (see figure C3 for an example of generations produced via the cMAF) are then
used to fit the OC-SVM and predict outliers (i.e. neutrons). In smaller scale tests it was found that the TPR of
photons suffered drastically, at around 56%, while offering a slight increase in the TNR of neutrons at
around 90%. These results are most comparable to the results obtained deploying a 68% quantile cut with
clustering, yet pose no real performance increases. Using the OC-SVM also limits our ability to employ a
quantile cut. The SVM-based method was deemed inferior to the clustering method used in our approach
and not explored further.

18 The binning in z is smaller than our KDE functionals in order to obtain a square grid for plotting.
19 For completeness, we also utilized our F+M approach considering both classes as hypotheses to build a figure of merit of the form of
a ∆ logL to apply a cut on. Results are outperformed by other methods, e.g. XGBoost, which seem more suitable for a fully supervised
task.
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Table 1. Summary of GLUEX BCAL results: photons are used as the reference class, and results are obtained using different quantile cuts
on the outlier score. Fluctuations in TPR are within the error.

Quantile TPR TNR

68% 68.15 ± 0.18 % 87.48 ± 0.13%
95% 95.03 ± 0.08 % 52.70 ± 0.19%
99% 98.96 ± 0.04 % 35.44 ± 0.18%

4.2. Uncertainty in the neutron sample
We further showcase the utility of our architecture when large uncertainty affects the class complementary to
the reference class. This translates into uncertainties injected into machine learning models, specifically those
who are fully supervised and rely on both photons and neutrons. Indeed neutron simulations in the phase
space of interest described in this study can differ significantly from real data. F+M attempts to alleviate this
problem by relying on knowledge of only the other neutral candidate, the photons, for which is possible to
obtain high purity samples from real data.

We show how this affects a fully supervised approach such as XGBoost and make a comparison to our
OCC approach which benefits from the usage of residuals. While the original injected neutron distributions
overlap to a great extent with the photon distributions to begin with, we push this overlap to an extreme case:
we artificially create an extra testing dataset of neutrons in which we ‘scale’ the neutron features in such a way
to make them highly resemble photons. We pretend this new sample to be the actual data observed in an
experiment representative of the true detector response, while we consider the original sample to be the
simulated data in which we assume there exists ∼10%–15% difference from actual data. Figure C4 shows a
comparison between photons and neutrons of the injected feature distributions. For the neutrons, we also
show the case of the ‘scaled’ (i.e. actual) distributions. Similarly, figure C5 shows a comparison for the
distributions of the features as reconstructed by the cAE; figure C6 shows the same comparison for the
residuals. Finally, figure C7 shows a comparison for the distribution of the outlier scores.

XGBoost is then trained on the simulated neutron sample, and we compare performance on both
simulated and actual (scaled) samples in the inference phase. In this study we use the TPR obtained with
XGBoost to define the quantile cut for our architecture and make a comparison. Table 2 shows the results of
this study. XGBoost TNR performance drops from about 92% to 79% when deployed to what we consider
the actual data in this example. This is the result of a decision boundary obtained in the training phase using
an inaccurate neutron sample.

On the other hand, F+M is an OCC approach that relies on photons only and is agnostic to the neutron
sample which is ‘seen’ only during the inference phase. The TNR performance increases from 60% to 83%
when deployed on the ‘actual’ neutron sample. The reason for the increase is likely due to learning
correlations in the kinematics in the augmented space. In fact, while the new neutron features are artificially
made more photon-like by scaling their distributions and hence look harder to separate from photons, their
correlations with kinematics which cAE is able to pick up changed, and the resulting residuals are more easy
to separate. This is further confirmed via the results obtained using the feature space only, in which
performance drops in with respect the unperturbed neutron sample.

A result provided by XGBoost in this example would provide a large TNR of 92% but it is affected by a
large systematic as indeed the true performance would be 79%. F+M training does not depend on the
neutron sample, and therefore the TNR performance is not affected by the same large uncertainty and it
actually provides in this particular case a larger value of 83%. We note that:

• The result of the TNR for F+M depends on how the actual data look like in the inference phase, i.e. the
opposite result applies by switching labels in table 2;

• OCC is agnostic to the complementary class, which is unlabeled. External physical information can be used
to label neutron data, e.g. this may depend on the event topology containing the neutron;

• The outlier score of each particle represents a proxy for the confidence level of its classification; it is worth
reminding that the quantile cut is defined by the photon sample and is dynamical in that depends on the
kinematics; we notice that the neutron’s outlier score increased on average for the new distributions, mean-
ing that the uncertainty on each individual classified neutron is also decreased. More details can be found
in figure C7.

4.3. AD of dijet events at LHC
We deploy our algorithm for AD of BSM dijets with respect to a background of QCD dijet events. We
consider the datasets described in section 3. The performance of our algorithm is compared to other works
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Table 2. Neutron sample study: the table shows a comparison of the performance obtained using two neutron samples, one assumed to
be simulated and the other one considered as the ‘actual’ detector response to neutrons. Differently from neutrons, photons simulations
are more accurate and in agreement with real data. TPR is the true positive rate for photons and TNR the true negative rate for neutrons.
XGBoost is trained on simulated photons and neutrons. F+M relies only on simulated photons. XGBoost TNR performance drops
when deployed on actual data. The increased TNR of F+M depends on the residual space produced by the cAE which captures a
different kinematic dependence of the neutron features compared to that of the photons in the actual case.

Simulation ‘Actual’ Detector Response

Algorithm TPR TNR TPR TNR

XGBoost 92.15± 0.10% 91.93± 0.10% 92.15± 0.10% 78.82± 0.15%
F + M (Augmented) 92.01± 0.18% 60.34± 0.10% 92.45± 0.10% 82.86± 0.14%
F + M (Features) 92.44± 0.10% 56.24± 0.19% 92.45± 0.10% 49.31± 0.19%

Table 3. AUC score comparison: AUC score comparison between our architecture and two methods, Fraser et al [5] and Cheng et al
[24]. Our architecture performs on par with [24] within the uncertainty and slightly better than [5]. It should be noticed that our
architecture can be further optimized by tuning its hyperparameters. This will possibly further improve the results.

Ours From [5] From [24]

AUC 0.891 ± 0.005 0.87 0.89

Table 4. Summary of dijet results at LHC: results are obtained using different quantile cuts on the outlier score. Fluctuations in TPR are
within the error. For comparison, we also include a baseline rectangular selection based on loose fiducial cuts on each feature, defined in
such a way to select when combined 99% of the SM QCD dijet events.

Quantile TPR TNR

68% 68.48 ± 0.22 % 93.05 ± 0.06%
95% 95.27 ± 0.10 % 43.07 ± 0.22%
99% 99.04 ± 0.05 % 12.74 ± 0.15%
Fiducial cuts (99%) 98.92 ± 0.05 % 2.35 ± 0.06%

[5, 24] that used the same dataset and considered as a metric the area under the receiver operating
characteristic curve (AUC).

However, it should be noted that the AUC by construction is not agnostic to the BSM signal in the AD
problem: in fact it provides model performance as a function of threshold cuts. In order to pick the optimal
threshold one must have prior knowledge of the anomalous class itself, that is not always possible and if it is,
implies a bias towards the model which in turn becomes weakly supervised. There are of course other
methods to identify a suitable cut remaining agnostic towards the anomalous sample, yet these values may be
far from optimal. Thus AUC can be an inflation of true model performance. The AUC is computed with a
‘standard’ approach used by sklearn [34], namely numerical integration using the trapezodial method. We
propagate the uncertainty in both efficiencies via a bootstrapping method. We iterate this process 100k times,
taking the mean AUC and standard deviation as our uncertainty.

We report the AUC values in table 3 and compare to the best values obtained by [5] and [24] using the
same dataset. In [5, 24] different AUC scores are listed based on different settings, loss functions, etc. Some
knowledge of the anomalous class is utilized in order to define the optimal threshold. The AUC score of our
architecture is slightly larger than in [5] and consistent within the uncertainty with that of [24]. It should be
noticed that our architecture can be further optimized by tuning its hyperparameters. This will possibly
further improve the results shown in table 3.

In the following we calculate TPR and TNR. The idea is that of remaining agnostic to a potential BSM
dijet signal, and changing the quantile cut on the QCD dijet background. For example, one may consider
setting the threshold of our architecture to ≈ 100% for QCD dijets, very naively letting only largely
anomalous BSM samples to stand out from the selected distributions. For completeness we show different
scenarios (including also low quantile cuts) in table 4. Figure 4 depicts the outlier scores of both QCD and
BSM dijets at LHC as a function of the leading jet transverse momentum, in which the isolation of the tail of
the BSM distribution is visualizable with respect to the 99% quantile threshold. One may be temped to
instead opt for a global cut within the outlier space, however this explicitly demands prior knowledge of the
complementary class, directly violating the conditions of AD frameworks.

As is clear in all our tables the TPR is consistent by construction with the quantile cut applied to the
outlier score obtained using the generated reference cluster.
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Figure 4. Outlier scores as a function of leading jet transverse momentum: outlier score as a function of leading jet transverse
momentum for QCD dijets (left), and BSM dijets (right) at LHC. The 99% quantile threshold is overlayed. Opting for large values
of the quantile results in isolating the tails of the complementary class distribution if features overlap to a high degree. The 1σ
band has been calculated from reference clusters with 1.5 k generated objects.

Table 5. Features vs augmented space for GLUEX BCAL and LHC problems:. The benefits of residuals can be concluded via comparison
of TNR at equal thresholds. Note the consistency between threshold and TPR by design in which fluctuations across differing spaces are
within error.

(GLUEX) (LHC)

Space Quantile TPR TNR TPR TNR

Features 68% 68.15% 86.12% 68.49% 72.25%
Augmented 68% 68.15% 87.48% 68.48% 93.05%
Features 95% 95.05% 48.16% 95.18% 13.76%
Augmented 95% 95.03% 52.70% 95.27% 43.07%
Features 99% 99.01% 26.30% 98.98% 3.09%
Augmented 99% 98.96% 35.44% 99.04% 12.74%

4.4. Benefits of the augmented space: residuals
We have demonstrated the good performance of our architecture for different physics problems. In order to
illustrate the performance increase via residuals, we follow the same inference procedures discussed before
except we remove the residuals as input to the cluster. Table 5 shows a comparison between results obtained
using the feature space and the augmented space of features plus residuals. The comparison is done for both
problems (neutron identification in GLUEX BCAL and dijet AD at LHC). In both cases, we observe a
systematic improvement in the TNR by using the augmented space.

We deem the residuals to be highly valuable in terms of separation and provide further evidence that
features localize the space, and the residuals push nested clusters radially outward to be more easily extracted
and seen as outliers. This interpretation is also represented in figure 5 which shows a t-SNE representation of
the feature and augmented space for the GLUEX problem. As shown in the figure, augmenting the space with
residuals produces a better distinguishing power between photons and neutrons.

4.5. Architecture specifications and computing resources
During the inference phase, in both problems, we are limited by the generation speed of the cMAF and the
clustering. HDBSCAN is in fact not optimized to run on GPU and the fitting procedure dominates the
computing time20. Considering these limitations, we generate only 1.5 k reference samples per particle in
inference. We show in both cases the statistics are sufficiently high to run our analyses.

The architecture has not undergone a rigorous optimization and we expect better results could be
obtained. Table 6 contains hyperparameter settings used throughout our experiments, and table 7 conatins
relevant network configurations. One can imagine optimizing the pipeline end-to-end under a Bayesian
process, in which we rely on the signal class only. Key hyperparameters to tune are those of the clusterer.
Training was done utilizing google services on Nvidia A100-SMX4-40GB and Nvidia V100-SMX2-16GB
cards with TensorFlow 2.8.0 and TensorFlow-Probability 0.16.0 builds. Inference was supported via Compute
Canada on Nvidia P100 PCIe 16 GB card21. The number of parameters correspond to the GLUEX BCAL
problem. Additional technical details on the architecture can be found in table 8.

20 Inference time on average is 3.3 s on a P100 PCIe 16 GB card.
21 Cedar GPU clusters were used. See www.computecanada.ca/ for more details.
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Figure 5. Dimensionally reduced representation of the feature, residual and augmented spaces: t-SNE [35] is used to provide a 2D
representation of the features, residual and augmented space. (top row) the γ/n classification in GLUEX BCAL (14 dimensions, 28
with augmentation); (middle row) same problem using ‘scaled’ feature distributions for neutrons; (bottom row) the QCD dijet
problem at LHC (15 dimensions, 30 with augmentation). The residuals create nested clusters of higher density within the data
space that are pushed radially outward from the main primary class cluster (middle column), thus allowing more accurate
separation of the two classes at inference. There still exist nested clusters within the feature space (left column), yet it is apparent
that these are not as easily extracted, which explains the performance increase via the inclusion of residuals in the augmented
space (right column).

Table 6. Baseline hyperparameters of the F+M architecture: these values are not fine-tuned, but have shown to be reliable as an initial
starting point.

Description Symbol Value

Huber Loss Delta δ 1.0
cAE Latent Space Dimension Z 6
cAE Learning Rate λcAE 5× 10−4

cMAF Learning Rate λcMAF 1× 10−4

GLUEX cMAF Bijections KGlueX 12
LHC cMAF Bijections KLHC 10
HDBSCAN Minimum Cluster Size MCS 1000
HDBSCAN Minimum Samples MS 100
Reference Cluster Size N 1500
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Table 7. Network structure of relevant F+M components: description of cAE sub-architecture, specified by the type of neural network.
The cMAF bijections are predefined and we instead report the number used as a hyperparameter.

Architecture name Type Neurons Activation function

GLUEX Encoder/Decoder Dense 56/42/28/14/8 ReLU
8/14/28/42/56 ReLU

LHC Encoder/Decoder Dense 60/45/30/15/8 ReLU
8/15/60/45/60 ReLU

Table 8. Specs of the F+M architecture: the table reports the average inference time per particle, the inference memory and the training
memory, i.e. the GPU memory required by the network during inference and training phases. Training was done utilizing google
services on Nvidia A100-SMX4-40GB and Nvidia V100-16GB cards with TensorFlow 2.8.0 and TensorFlow-Probability 0.16.0 builds.
Inference was supported via Compute Canada on Nvidia P100 PCIe 16 GB card. The number of parameters correspond to the GLUEX
BCAL problem. The GLUEX γ/n problem has slightly larger numbers due to extra layers in the cMAF needed to reproduce multi-modal
distributions in the photon sample.

Specs Value

inference time per particle ∼3 s
inference network memory ∼1 GB
training network memory ∼6 GB
network memory on local storage ∼14 MB
GLUEX cAE trainable parameters 10 172
GLUEX cMAF trainable parameters 3700 704
LHC cAE trainable parameters 11 545
LHC cMAF trainable parameters 3103 920

5. Summary and conclusions

We have developed a novel architecture that consists of two steps called ‘flux’ and ‘mutability’ (F+M). In the
first stage we learn the distribution of a reference class. In the second stage we address if data significantly
deviates from the reference class. The backbone of this architecture consists of: (a) a cAE that allows to
reconstruct the injected features and calculate the residuals which combined to the first make an augmented
space; (b) a cMAF, that combined with a KDE allows in the inference phase to dynamically generate the
reference class in the augmented space; (c) a hierarchical-based clustering algorithm that allows to estimate if
an object belongs to the reference class by producing an outlier score, which can be also seen as an estimate of
how confident we are about the object belonging to the reference class.

We demonstrated its capability as a one-class-classification method when dealing with isolated neutral
showers at GLUEX BCAL, providing good separation between photons (reference class) and neutrons
(complementary class) while relying on only information related to the reference class. We then proved the
advantage of this approach which is agnostic to the neutron sample, in particular when the latter is affected
by large uncertainty.

We also showed the capability of the algorithm as an AD method, isolating possible BSM Z ′ → t̄t dijets
topologies from SM QCD dijet background (reference class) at the LHC. We demonstrated that our model
performs on par with other architectures using the same dataset, yet we are able to remain truly agnostic
towards the complementary class using our final quantile metric. A possible extension of this problem that
has been left for future exploration consists in conditioning on both pT and the invariant mass of the leading
jet. We also note in general that our architecture has not undergone rigorous optimization of the
hyperparameters and we therefore expect further increase in performance in doing so.

In both cases, we have demonstrated an increased performance via inclusion of the residuals. We have
concluded that an augmented space (features + residuals) is ideal for inference. The features localize the
space for a given kinematics, and the residuals push the complementary class radially outward in the
hypersphere used for clustering. This allows nested clusters existing in the data space to be more easily
extracted and increase distinguishing power.

The inference time per particle is fairly slow. As such, the architecture is best suited for offline analysis
purposes in its current state, in which it can be optimized via parallelization. Reduction in inference time can
potentially be obtained via the use of a different flow network as MAF is generally known for its slower
generation speeds. Other NF models have not yet been tested and are left as further exploration. A large bulk
of the inference time remains at the clustering stage as HDBSCAN is not optimized to run on GPU. Other
clustering methods, or an improved GPU-optimized HDBSCAN build could potentially solve this issue. In
the future we plan to extend this work to an application for data quality monitoring in an experiment, in that
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significant deviations from the expected quantiles of the reference distributions could determine if a new
calibration/alignment is needed.
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Appendix A. GLUEX BCAL feature definitions

All showers are DBCALShower objects in the GLUEX software package. We denote these showers as S, and
label the quantity we use via a subscript (Sx denotes the x position of the shower object for example). R
denotes the inner radius of the BCAL (64.3 cm radially outwards from the center line of the target) and Tz

denotes the center z position of the hydrogen target (65 cm from the upstream edge of the BCAL). Showers
are comprised of points, we define our features using the energy weighting of these points21.

• LayerM_E =
N

i Ei M ∈ 1,2,3,4 is the layer number and Ei is the energy of the ith reconstructed point
in the layer.

• LayerMbySumLayers_E = 1
Etotal

N
i Ei M ∈ 1,2,3,4 is the layer number and Ei is the energy of the ith

reconstructed point in the layer.

• Z Width =
√

1
Etotal

N
i Ei(∆zi)2 , ∆zi = (zi + Tz) − Sz

Ei and zi are the energy and z position of the ith point in the shower.

• R Width =
√

1
Etotal

N
i Ei(∆ri)2 , ∆ri = (R—ri)

Ei and ri are energy and radial position of the ith point.

• T Width =
√

1
Etotal

N
i Ei(∆ti)2 , ∆ti = ti − St

Ei and ti are the energy and timing information of the ith point.

• θ Width =
√

1
Etotal

N
i Ei(∆θi)2 , ∆θi = θi − Sθ

Ei and θi are the energy and polar angle (from the target center) of the ith point.

• ϕ Width =
√

1
Etotal

N
i Ei(∆ϕi)2 , ∆ϕi = ϕi − Sϕ

Ei and ϕi are the energy and azimuthal angle of the ith point.

• z Entry = (Sz −Tz)
R

Sr
+Tz

The position at which the particle hits the inner radius of the BCAL.

Appendix B. GLUEX kinematic plots

Plots contained in this section illustrate the 14 features (see appendix A) as a function of kinematics for both
simulated photons and neutrons, as described in the captions. These plots are integrated over the entire
phase space used in the analysis. The functional dependence of features on the phase space (E,z) can be
clearly seen in the simulated samples, more so for the photons as the simulation of a neutron interaction is
more difficult. As one moves to training on real data from standard ‘candles’ such as π0 → γγ, the
dependencies become more pronounced. The distributions of the features with respect to the z position and
energy in BCAL are shown in figures B1 and B2 for photons and neutrons, respectively.

21 Hit—SiPM trigger at one end of the BCAL. Point—SiPM trigger at both ends of the BCAL. Points are used for: a) to find z position of
a shower. b) noise reduction (two ended coincidence).
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Figure B1. 2D histograms of photon features (x-axis) and z position (or energy) (y-axis): we see a clear dependence on z and
energy for most of the features within the space. (top two rows) Features such as T Width, and ϕ Width display less of a z
dependence on average. (bottom two rows) Any feature corresponding to energy deposition within layers has a large dependence
on z and E, along with width variables. By conditioning on z and E, we are able to capture the functional dependence of detector
response at the generation stage.

Figure B2. 2D histograms of neutron features (x-axis) and z position (or energy) (y-axis): (top two rows) we see a lesser degree of
z position dependence on neutron features in comparison to that of photons. Features with high dependence in the photon
sample no longer exhibit the degree of functional relation in the neutron sample due to their differing interactions. (bottom two
rows) We see a clear dependence on energy within the feature space: any feature corresponding to energy deposition within layers
has a high dependence, along with width variables. The dependence differs from that of photons, but overlaps at certain regions in
the phase space making separation of the two classes more difficult.
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Appendix C. GLUEX generations

Figure C3. Features of reconstructed photon showers in GLUEX BCAL: original, reconstructed and generated features (top two
rows), residuals and generated residuals (bottom two rows), for 1 GeV < E < 1.4 GeV, 206 cm < z < 218 cm. The cMAF is
trained to generate the reconstructed space of the cAE as it was found to give better separation power due to skewing of OOD
samples (i.e. neutrons). The cMAF matches closely the distributions of the sampled, reconstructed photons.

We conditionally generate data using the cMAF in a select kinematic region to demonstrate the quality of
data produced. A central region of the of the phase space we are working with (1 GeV < E < 1.4 GeV, 206 cm
< z < 218 cm) is chosen, and used to compare three different quantities, namely the original injected
features, reconstructions from the cAE and the generations of the cMAF. For each original point within the
phase space, we generate ten artificial data points, as such, generated distributions an order of magnitude
larger in terms of sample size but have been normalized. Being that we are generating the reconstructed space
of the cAE, found to be beneficial due to skewing of out-of-distribution (OOD) samples, one may argue the
use of a Conditional Variational Autoencoder (cVAE) may be appropriate. We have developed a similar
algorithm using cVAE’s although it is not optimal for a few reasons, namely, the quality of generations and
also the problem with dead nodes (referring to vanishing gradients, in which outputs tend to zero) during
training. Due to small values in the residual space, the training process can be very tricky and can lead to
Dirac delta distributions at zero in some variables if dead nodes occur. Using an NF instead was found to be
more reliable and it can be seen from figure C3 the distributions are consistent.

On a particle-by-particle basis we scaled the neutron features through this empirical formula:

x+ S ∗ P ∗ (x−xmin)∗(xmax−x)
(xmax−xmin)2 , where S being the sign that controls which direction to nudge, P is the scaling

effect in percentage (we used a 10% effect, that is P = 90% or 110% depending on the sign S), and xmin, xmax

are the minimum and maximum in the feature range which are physically allowed on each feature. We
applied this scaling to all features with the exception of the shower R for which it has been neglected.
Figure C4 shows the injected distributions for photons, neutrons and scaled neutrons; figure C5 shows the
corresponding reconstructed features, whereas figure C6 shows the residuals; figure C7 shows the
corresponding outlier score distributions obtained with F+M.
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Figure C4. Photon and neutrons distributions: photon and neutron distributions. Original and scaled neutron distributions are
also shown for comparison.

Figure C5. cAE reconstructed photon and neutrons distributions: photon and neutron distributions for the features
reconstructed by the cAE. Original and scaled neutron distributions are also shown for comparison.

Figure C6. cAE residuals for photon and neutrons distributions: photon and neutron distributions for the residuals obtained with
the cAE. Original and scaled neutron distributions are also shown for comparison.
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Figure C7. Outlier score distributions: Photon, neutron, perturbed neutron and quantile cut (coinciding with the TPR of
XGBoost equal to 92.15%) distributions. The perturbed neutron outlier scores are on average higher than the original, given that
the cAE is able to detect kinematic discrepancies introduced via the perturbation.

Appendix D. LHC generations

We conditionally generate data using the cMAF in a select kinematic region to demonstrate the quality of
data produced. A central region of the of the phase space we are working with (600 GeV< pTj1 < 650 GeV) is
chosen, and used to compare three different quantities, namely the original features, reconstructions from
the AE and the generations of the cMAF. For each original point within the phase space, we generate ten
artificial data points, as such, generated distributions an order of magnitude larger in terms of sample size
but have been normalized. We notice in this dataset the generation quality is not as good as for GLUEX in
appendix C, this is due to the relatively low training sample size and resulting large kinematic bins (1 GeV in
transverse momenta) in the KDE modeling phase. The training data set should ideally be more dense (in
terms of continuous conditionals) which would allow smaller modeling with KDE, and overall a more robust
learning phase for the cMAF. We can see that when training data is sufficient, the generations are extremely
accurate (see appendix C). The discrepancies in some variables undoubtedly affect performance although it
can still be seen the clusterer is able to efficiently use injected data at the inference phase based off
performance obtained.

Figure D8 shows the distributions of the SM QCD dijet events at LHC, for the injected, reconstructed
and generated data; figure D9 shows a comparison between the SM QCD and the BSM feature distributions.
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Figure D8. Features of QCD dijet events at LHC: original, reconstructed and generated features (top three rows), residuals and
generated residuals (bottom three rows), for 600 GeV< pTj1 < 650 GeV. The cMAF matches the distributions of the QCD dijets to
a very high degree.

Figure D9. Features of QCD dijet and BSM dijet events at LHC: feature distributions are integrated over the entire phase space.
The features overlap to a high degree, yet the resulting means of distributions occupy different regions within the space. The
resulting differences in kinematic correlations are able to be exploited via the residuals.
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