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ABSTRACT

I introduce HaskellEval, a Haskell evaluation benchmark for Large Language
Models. HaskellEval’s curation leverages a novel synthetic generation framework,
streamlining the process of dataset curation by minimizing manual intervention.
The core of this research is an extensive analysis of the trustworthiness of
synthetic generations, ensuring accuracy, realism, and diversity. Additional, I
provide a comprehensive evaluation of existing open-source models on HaskellEval.
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Chapter 1

Introduction

It is not only the violin that shapes the violinist, we are all shaped by the tools

we train ourselves to use, and in this respect programming languages have a

devious influence: they shape our thinking habits. Edsger W. Dijkstra

The recent surge in Large Language Models (LLMs) capabilities marks a pivotal mo-

ment in the trajectory of artificial intelligence research. This exponential growth can

be attributed to a confluence of factors, including advancements in deep learning architec-

tures, the availability of massive datasets, and the parallel increase in computational power.

The breakthrough achieved by models like GPT-3 [1], released in 2020, demonstrated the

transformative potential of LLMs across various domains.

Amongest these domains is software engineering (SE) [2] [3]. This capability has un-

dergone significant evolution since the initial models. For instance, Codex-12B, released

in 2021, achieved a pass@1 rate of 28.81% on HumanEval [4]. Today, Claude 3 Opus

[5] boasts an impressive 84.9% pass@1 rate. With such tremendous progress, researchers

have began to transition into testing model capabilities on harder SE tasks, e.g., using

agent-based models to resolve real GitHub issues [6].

However, code models always focused on the popular programming languages (PL),

with Python at the pinnacle. Many Python LLMs are fine-tuned from multi-PL models

with massive amounts of Python tokens.
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Further, most evaluation datasets are Python specific. Hence, We do not understand

the performance of LLMs on the less popular languages such as Haskell. In fact, due to

its lack of popularity, the entire paradigm of functional programming (FP) languages is

neglected. This oversight is regrettable. FP languages like Haskell are often purer and

have cleaner syntax, which are attributes beneficial to model training. In light of these

observations, this thesis lays the foudnation for evaluating LLMs on Haskell.

1.1 Contributions

Chapter 3 presents the curation process of HaskellEval. HaskellEval is a Haskell evaluation

benchmark curated synthetically and then valiadated manually. The bulk of Chapter 3

explores whether these synthetic generations are trustworthy. Chapter 4 evaluates open-

source LLMs on HaskellEval, discussing the impact of model configurations and inference

parameters.
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Chapter 2

Background & Related Work

In this chapter, I provide the essential background on Large Language Model (LLM) and

Haskell.

2.1 LLM

2.1.1 Before LLM

Before the advent of large language models, there existed statistical language modeling

(SLM). SLM primarily involved simpler models that learned word sequence probabilities

without deep contextual understanding. The transition to Pre-trained Language Models

(PLMs) marked a significant shift, introducing models like BERT [7] and GPT [8], which

leverages vast amounts of data and the transformer architecture [9] to achieve deeper

language comprehension and generation. This foundation set the stage for scaling up

these models, leading to the development of LLMs.

2.1.2 LLMs: Datasets, Training, and Tuning

The development of LLMs begins with data collection and cleaning, ensuring the mass,

quality, and diversity of the training corpora. These corpora are compiled from a variety of

sources, including books, websites, and other texts to capture a broad spectrum of human
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knowledge. Popular corpora include BookCorpus [10], CommonCrawl [11], (a petabyte in

volume), Wikipedia, and GitHub [12].

Then, LLMs pre-train on these extensive corpora, which imbues the models with the

wide range of knowledge and world-view the corpora offer. Afterwards, LLMs undergo in-

struction tuning, which involves fine-tuning the models on datasets specifically designed to

enhance their ability to follow natural language instructions. The datasets used for instruc-

tion tuning often consist of tasks described in natural language paired with appropriate

responses.

Recently, synthetically curated instruction datasets has been on the rise due to the

otherwise extensive cost of human annotation. Most notably, MagiCoder [13] and Wiz-

ardCoder [14] improved upon the state-of-the-art open source code models by instruction-

tuning on synthetic instructions. MagiCoder’s OSS-Instruct method asks GPT-3.5 to

create a total of 75K pairs of code problems and solutions. Each problem utilizes a real-

world code snippet as inspiration. The seed has less than 15 lines and is sourced from

bigcode/starcoderdata, which contains 786G of code from 86 different programming lan-

guages. WizardCoder’s Evol-Instruct method [15] evolves the Code Alpaca dataset [16]

using phrases such as "add new constraints" and "increase problem difficulty", resulting

in 78K samples. Code Alpaca is synthetically curated as well. It uses the Self-Instruct

method [17] and has 20K samples.

At last, LLMs are refined to align with human values. Models are adjusted using

reinforcement learning techniques sourcing feedback from human evaluators.

2.1.3 Capabilities and Evaluation

Large Language Models (LLMs) have demonstrated unexpected, emergent abilities. Along

with its broad knowledge, these abilities allow LLMs to serve as general purpose chat bots.

In-Context Learning LLMs starting from GPT-3 exhibit the ability to understand

and respond to tasks based on context provided within the prompt itself, a phenomenon
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known as in-context learning (ICL) [1]. This capability allows the models to generate

appropriate responses or complete tasks by leveraging context clues without additional

training. This form of learning highlights the model’s ability to adapt to new tasks using

minimal examples, showcasing an advanced level of comprehension and flexibility. The field

of mechanistic interpretability has offered evidence for how a simple form of ICL may exist

in a toy, two-layered, and attention-only transformer [18]: Induction circuits form during

training, which increases the logits for predicting token B after the token A, if the sequence

previously contains a B after A. I.e., for sequence [Harry][Potter],...,[Harry],

the induction circuit increases the probability of predicting [Potter] as the next token

of the second [Harry].

Instruction-Following Unlocked by instruction tuning, LLMs are capable of following

complex prompts. This capability ensures that the models can understand and execute

a wide array of tasks described by users. The ability to follow instructions is pivotal

for integrating LLMs into interactive applications where user guidance dictates model

responses.

Step-by-Step Reasoning Math problems and code debugging require complicated rea-

soning steps. By training on these steps, models have obtained to ability to perform

step-by-step reasoning. This is an emergent capability that must be "elicited". I.e, the

model only reasons step-by-step if it is prompted with "think step by step" [19].

The robustness of LLM reasoning capabilities and knowledge are tested across a wide

spectrum of domains and tasks through specialized benchmarks. Benchmarks such as

MMLU [20] and BIG-bench [21] assess general knowledge and reasoning, while datasets

like MultiMedQA [22] and LegalBench [23] focus on specialized domains like healthcare and

legal. Benchmarks like Chatbot Arena [24] and SciBench [25] evaluate human alignment

and complex reasoning capabilities. As of April 2024, the top-5 performing models on
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Chatbox Arena are all closed-source. At rank 27, WizardLM-70B-v1.0 [15] is the best

performing open-source model on Arena.

2.2 Evaluating LLM Coding Capabilities

LLMs contain a myriad of coding capabilities, each of which can be framed as a SE (soft-

ware engineering) task. The most important SE task is program synthesis, one of the holy

grails of computer science. Program synthesis involves generating a program from a nat-

ural language specification. Most code benchmarks, including HaskellEval, are program

synthesis benchmarks. Each row in these benchmarks includes a problem description in

natural language and test cases that the solution is expected to pass. During evaluation,

the model generated solution is executed against the test suite. If it passes all the test

cases, the model has generated functionally correct code.

2.2.1 Code Benchmarks

Popular benchmarks include HumanEval [4], APPS [26], MBPP [27], CodeContest [28],

MTPB [29], DS-1000 [30], and MultiPL-E [31]. Among the listed benchmarks, only Code-

Contest and MultiPL-E offer additional languages besides Python. Though, MultiPL-E

generates problems of other languages by translating existing, simple Python benchmarks

using ad-hoc transpilers.

Some benchmarks are manually curated while others are sourced from existing content.

The latter suffer potentially from data contamination. Some datasets such as CodeContest

do not attempt to address this. DS-1000, on the other hand, slightly modifies problems

to be different from their original StackOverflow Source. Since manual curation is time-

consuming, it gives motivation for synthetically generating evaluation benchmarks. This

is the core idea behind HaskellEval.
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2.2.2 Evaluation Methods

Existing works mostly evaluate code LLMs by using one of the aforementioned program

synthesis benchmarks. They calculate the pass rate against test cases using the pass@k

metric, computed as 1 if at least one out of the k sampled programs pass all test cases, or

else 0. Frequently, pass@k is reported as a percentage, referring to the percent of problems

with a pass@k value of 1.

Manual inspection of the failed snippets can lead to insights for bettering the model.

However, not only are they time consuming, they are also harder to yield statistically-

backed conclusions from. The following methods can automatically yield results given a

corpora. They are presented in the order of increasing interpretability.

Perplexity is defined as

Perplexity(W ) = exp

(
− 1

N

N∑
i=1

logP (wi|w1, w2, . . . , wi−1)

)

where W = (w1, w2, . . . , wN ) is a sequence of N words and P is the probability of the

word sequence as assigned by the model, measures the model’s uncertainty. A lower per-

plexity indicates a higher likelihood of the sequence, suggesting better model performance.

Perplexity is more reasonably used if no clear domain exists. For example, in evaluating

the general stability of quantized models, papers have [32] performed perplexity analysis

on a wide variety of corpora.

CodeBLEU [33] assesses the syntactic and semantic accuracy of generated code. The

evaluation process combines n-gram matching, weighted keyword matching, syntactic and

data flow correctness to provide a holistic measure of code quality.

ASTEval [34] takes it one-step further, aligning and clutering model confidence mea-

sures with groups of tokens based on syntactic categories derived from Abstract Syntax
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Trees (ASTs). The syntactic categories are curated by the researchers. For example, the

authors designed the following categories for Python: Decision, Data Structures, Excep-

tions, Natural Language, Data Types, etc. Then, the researchers select the AST concepts

that each category contains. For example, nodes of type comments, identifier, and string

belong to Natural Language.

Then, the model is asked to inference from documents belonging to some corpus. The

logit of each token position is extracted and aligned with the AST elements as displayed

in 2.1. This process is can be performed automatically in conjunction with tree-sitter [35].

At last, the overall confidence of a syntactic category can be calculated by averaging

the bootstrapped median of each constituent AST across the entire corpora. For example,

if the model has a bootstrapped median of 49% confidence across all comments in the

corpora, 89% in identifier, and 78% in string, then, the model is overall 73% confident in

Natural Language predictions.

In 4.2, I use ASTEval to enable a finer understanding of Haskell model predictions

rooted in syntax-grounded explanations. In the original and adjacent works, analyzing

this confidence in a causal manner is also explored [36] [37].

2.3 Haskell

Haskell [38] is a Functional Programming (FP) language. It started development during

the late 80s with the clear goal of being suitable for teaching and applications. More

importantly, it should be compact and relative easy to extend for research. Its name was

chosen in 1988, in honor of Haskell B. Curry, a logician known for his work in combinatorics

and lambda calculus.

Functions in FP languages are first-class: Functions are values. They may be assigned,

passed as arguments, and returned. A function that takes in or returns a function is

higher-ordered. Many core ideas of FP made its own into main stream, imperative
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Figure 2.1: Process of aligning logits and probabilities against the AST. A nonterminal’s
probability is calculated as the average probability of its constituents.
programming (e.g., Python and Javascript). Many languages, even Java, allow functions

as first-class values.

The two core principles of Haskell follows: Haskell is lazy; Haskell is pure. A lazy

language evaluates expressions only when their results are needed, i.e., call-by-need. This

implicitly avoids unnecessary computations. However, call-by-need is usually less efficient

than call-by-value due to the extra bookkeeping with thunks. A language that evaluates

with call-by-value may mimic call-by-need at the program level. For example, Python

implements Generators and Iterables.

Purity is a consequence of laziness. Impurity allows for side effects that are intended

to be sequential, e.g., logging. Sequentialness integrates seeminglessly in an eager, call-

by-value evaluation model but not in a lazy model. Consequently, lazy languages are

pure.
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2.3.1 Elements of Haskell

The de facto implementation of Haskell is the Glasgow Haskell Compiler (GHC)[39].

GHC’s type system is named System FC [40], a typed lambda calculus based off of the

System F lambda calculus. System F supports type inferencing, implicitly providing every

function a signature. Function signatures, or headers, are Hindley-Milner headers.

For example, here is the signature and definition of the function map, which has its

analogues in many languages.

1 map :: (a -> b) -> [a] -> [b]

2 map _ [] = []

3 map f (x:xs) = f x : map f xs

Its signature is map :: (a -> b) -> [a] -> [b]. The signature implies that map

takes in two arguments, a function (a -> b) and a list [a], and returns a list [b]. map

is a general function (though, it can be further generalized to fmap because the list type

is a Functor) because its signature involves type variables. To use map, it must be applied

to values of concrete types.

Function application is left-associative. Hence, f x y is parsed as (f x) y, leading

to concise code. While Python writes map(lambda x: x + 2, [1, 2, 3]), Haskell

writes map (+2) [1, 2, 3].

Haskell implements currying. This represents a function of two arguments as a higher-

ordered function of one argument that itself returns a function of one argument. Hence,

map’s signature is internally resolved as map :: (a -> b) -> ([a] -> [b]). This

gives partial applications for free, which leads to compositional writing. For example, one

can partially apply and store plusTwo = map (+2). Then, plusTwo may be applied

to different integer lists.

An important feature of Haskell (and most FP languages) is algebraic data types

(ADTs). In the snippet below, the data declaration declares Tree to be an ADT with

two data constructors: Leaf and Branch.

11



1 data Tree a = Leaf a | Branch (Tree a) (Tree a)

2

3 size :: Tree a -> Int

4 size (Leaf x) = 1

5 size (Branch t u) = size t + size u + 1

A Tree is either a Leaf or a Branch (a sum type with two alternatives). A Leaf

contains a value (a trivial product type with one field). A Branch contains a left and

right subtree (a product with two fields). Sum and product types are algebraic due to the

effect they induce on the cardinality, the number of different values a particular type can

represent. For example, since a tree is either a leaf or a branch, its cardinality is the sum

of the cardinality of the leaf type and the branch type.

Data constructors are used to build values and pattern match. Writing Leaf 8

creates a value of type Tree Int. Pattern matching is demonstrated with the size

function, which decomposes a Tree, leading to modular code.

In general, Haskell has two programming styles: Declaration style and expression style.

The below snippet implements filter in both styles.

1 filter :: (a -> Bool) -> [a] -> [a]

2

3 -- Declaration style

4 filter p [] = []

5 filter p (x:xs) | p x = x : rest

6 | otherwise = rest

7 where

8 rest = filter p xs

9

10 -- Expression style

11 filter = \p -> \xs ->

12 case xs of

13 [] -> []

14 (x:xs) -> let

12



15 rest = filter p xs

16 in if (p x)

17 then x : rest

18 else rest

The declaration style defines a function by multiple equations, each of which pattern

matches. It appends the where clause to inject additional context. And, it uses guards

(indicated by the | symbol) to perform conditionals. In contrast, the expression style

patterns matches after a case expression. It prepends let expressions. And, it uses if

statements.

Lastly, I briefly discuss Haskell’s toolings. First, while other implementations exist,

GHC is undoubtly the most feature-rich and stable. GHCup provides easy installation

of GHC and other build system tools (Stack and Cabal). Haskell debuggers are not as

popular as in other languages due to the lazy evaluation order. Testing tools, on the other

hand, have been more successful. Hspec provides the traditional unit testing experience.

QuickCheck [41] is an advanced framework where users define properties that their function

should satisfy, then, QuickCheck automatically generates a large amount of inputs to fuzz

test if the property is obeyed. If the function involves custom data types, users must

implement logic for how to generate random values for those data types.

2.3.2 Haskell as a Research Language

Haskell is a type-system laboratory incubating many advanced ideas regarding types. One

of the simplest and earliest ideas implemented were type classes [42]. Conceptually, type

classes are similar to Java interfaces: Type classes specifies the functions that a type must

satisfy to be considered an instance of the type classes. However, the difference is in that

ADTs satisfy type classes and classes satisfy interfaces. Further, type classes can ascertain

the number of type variables (the kind) that an ADTs must conform to. Tree has one type

variable because of the single a in Tree a, but there are types such as data Either

a b = Left a | Right b that have two or more. Many type classes in the standard
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library integrate algebraic constructs borrowed from group theory and category theory.

These type classes are called algebraic type classes. For example,

1 class Monad m where

2 (>>=) :: m a -> (a -> m b) -> m b

3 (>>) :: m a -> m b -> m b

4 return :: a -> m a

5

6 data Maybe a = Just a | Nothing

7 instance Monad Maybe where

8 return = Just

9 Nothing >>= f = Nothing

10 (Just x) >>= f = f x

In the above snippet, I first write the definition of the type class Monad. Then, I declare

the data type Maybe and satisfy it to be an instance of Monad. Functors, Applicatives

[43], and Monads are all fundamental to Haskell.

Monads, at the basic level, can be thought of as containers with a "join" computation

defined. In the case of the Maybe Monad, a function that is strung together with a Maybe

(via the (»=) operator) is invoked as usual if the Maybe is a Just, which represents

a computation that has a value. If the Maybe is a Nothing, Nothing is the result of

the join. That is, this method avoids the need to check for a potential null value in a

computation, because if there is a null, Nothing is directly returned!

Type Class is one of the most important ideas implemented in Haskell. Subsequently,

multi-parameter type classes were implemented. And later, advanced type-level features

such as higher-kinded polymorphism [44] and GADTs (generalized ADTs) were enlisted.

Recently, there are even advents, not all equally successful, into topics such as linear types

[45] and dependent types. These features are enabled with their corresponding pragma

clause at the top of the file.
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Chapter 3

HaskellEval

It is a spontaneous notion, as a functional programmer, to wonder if Haskell is the neglected

but better language for LLMs to learn software engineering from. Realistically, this claim

can not be fully tested. Not only do existing research focus on Python models and Python

evaluation, there is not enough Haskell data to scale a model of the same size as the existing

Python ones under current architectures [46].

But, a smaller-scaled evaluation, focused on function-sized program synthesis may be

conducted. And as no Haskell evaluation datasets exist, I create HaskellEval 1, a syntheti-

cally generated evaluation dataset. HaskellEval is used in the same manner as HumanEval

and MBPP. This chapter details HaskellEval’s composition and its curation. The next

chapter evaluates models with HaskellEval.

3.1 Overview

The main motivation for synthetic generation is reduced labor; however, this reduction

tradeoffs with trustworthiness. Introduced in 2.1.2, synthetic generation methods like Self-

Instruct, Evol-Instruct, and OSS-Instruct have strengthened and diversified instruction-

tuning datasets. These datasets are similar to program synthesis benchmarks in that they
1HaskellEval will be available at https://huggingface.co/datasets/blastwind/HaskellEval after publish-

ing.
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are composed of instructions (problems) and responses (solutions). Though, the responses

are not limited to a function solution and may mix with natural language. In addition,

program synthesis benchmarks are evaluators and hence contain functional test suites. In

fact, benchmarks do not need to include canonical solutions.

Since synthetic instruction-tuned datasets achieved success in bettering LLMs, I hy-

pothesize that a majority of the instructions and responses are functionally correct. Thus,

the LLMs that synthetically curated the instruction-tuned datasets can hypothetically gen-

erate high-quality evaluation benchmarks as well. Can we trust this hypothesis? Can we

trust synthetically generated benchmarks?

Before expanding on the question, I first give a detailed description of HaskellEval’s

generation methodology. To iterate, the goal of this process is to produce a dataset where

each item includes the problem and the test suite. For convenience and documentation

purposes, the canonical solution is included. It is used in 3.3 for dataset analyses.

The generation process can be summarized in four steps:

1. Problem and solution (P+S) generation

2. P+S validation

3. Test case generation

4. Test case validation

A real conversation covering all four steps is printed in A. All curation is performed

with gpt-4-turbo-1105-preview, with temperature=0.5 and top p=0.5 (leans towards being

diverse and creative). The full prompts, code to generate the figures, and methodologies

are available in the online repo 2.
2HaskellEval’s repo will be available at https://github.com/WM-SEMERU/HaskellEval after publish-

ing.
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3.1.1 P+S Generation and Validation

This subsection provides the methodology for step 1 and 2 in the generation process. An

example conversation of these two steps is provided in A.1. To generate a problem and its

solution, consider first the following prompt:

You are an excellent Haskell problem creator. Please design a creative and

high-quality problem and its solution.

Though promising at a first glance, this prompt yields repetitive problems of similar struc-

tures and domains because the command of "design creatively" is simply not enough. At

best, the token "creative" might contribute to some internal probability smoothing. Philo-

sophically, if a writer is asked to "write about anything", they likely end up writing about

the same topics.

Akin to how a writer sources creativity from a writing prompt, following OSS-Instruct,

I inject real world code (from BlastWind/random_code_snippets 3) and ask the model to

take inspiration from the code. BlastWind/random_code_snippets is comprised of 10K

snippets, each containing 5-15 random lines extracted from 1K documents per language

across 10 languages (Haskell, Python, C++, Java, TypeScript, Shell, C#, Rust, PHP, and

Swift), sourced from bigcode/starcoderdata 4.

As such, the prompt now looks like,

You are an excellent Haskell problem creator. Please design a high-quality

problem and its solution, taking inspiration from the domain of the following

seed snippet: <seed>...</seed>
3Available at https://huggingface.co/datasets/blastwind/random_code_snippets.
4Available at https://huggingface.co/datasets/bigcode/starcoderdata
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Config Category Option Weight

Function Style
Declarative

Expression

0.5

0.5

Higher Orderness
0

1

0.7

0.3

Data Type Count

0

1

2

0.2

0.45

0.35

Argument Count

1

2

3

0.4

0.3

0.3

Table 3.1: Summary of configuration options and their weights. Each configuration is
constructed by selecting one item from each category and combining the selections.

Since the seeds are multi-PL, it is best to ask the model to take inspiration from the

domain of the seed. Structural and syntactic diversity, on the other hand, are imposed

with parametrized configs. This structure injection measure is inspired by Evol-Instruct,

which evolves code by using clauses such as "add around 10 words to the problem" and

"propose higher time or space complexity requirements in the problem". The model is

asked to output problems and solutions that satisfy a combination of configs outlined in

3.1. The 0/1 in the higher orderness category is the same as not higher order/higher order.

I numerized the order parameter because I originally tested numbers that were higher.

But, 2-ordered functions are extremely rare in the wild, and the model was only able to

craft superficial ones exploiting the caveat in which Haskell automatically curries. Data

type refers to ADT.

The model has knowledge of creating functions that satisfy the outlined configs; how-

ever, if not explicitly specified, then, from observation, the model would mostly generate

0-ordered functions. An explanation for this behavior is simply that the model is trained

18



to output what it has seen. Perhaps, the model was tuned to create non higher-order

functions as solutions during instruction-tuning of the "problem creation" subspace (for

example, competitive programming problems are always 0-ordered). Hence, I am smooth-

ing and decentralizing the implicit distribution that I hypothesize the model to have on

Haskell structures.

Together, the prompt is now:

You are an excellent Haskell problem creator. Please design a high-quality

problem and its solution, taking inspiration from the domain of the snippet in

<seed> and obeying each clause in <additional clauses>. <seed>...</seed>

<additional clauses>...</additional clauses>

Some explorations with this edition of the prompt leads to the conclusion that the con-

figs were not always obeyed. More importantly, the problem sometimes did not provide the

full context that the solution needed. In the spirit of synthesis, these issues are formatted

as validation items in <additional clauses>, and the model is prompted to self-validate

whether it followed each clause, leading to the final prompt shown in A.1.

To curate HaskellEval, the model is prompted a total of 142 times: 122 prompts were

config-bound and 20 did not impose any configs (as control). If a row is config-bound, it

must pick one config from each config category in 3.1 to form a selection of four configs.

One can count the number of samples generated in a specific combination by multiplying

the weights. For example, ⌈0.5×0.3×0.2×0.4×122⌉ = 2 rows are asked to be declarative,

higher-ordered, use no data type, and use exactly 1 argument.

After P+S generation and synthetic validation, the compiler is utilized to find buggy

programs. At last, I manually validate the compilable solutions. The manual procedure is

detailed in 3.1. Together, in 3.2.1, the validation results aim to answer the following RQs:
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RQ1: Can we trust synthetic problems and solutions?

• RQ1a: Can models self-validate?

• RQ1b: How can we categorize the improper generations? How many are there

in each category?

• RQ1c: Do problems take inspiration from seed snippet?

Problems flagged as invalid during the synthetic, compilation, and manual stages are

filtered out. As a spoiler, this filtered out most of the problems, leaving HaskellEval a total

of 56 rows.

3.1.2 Test Suite Generation and Validation

This subsection provides the methodology for step 3 and step 4 in the generation process.

A example conversation of step 3 is featured in A.2. The test validation results, presented

in 3.2.1, aim to answer the RQs below :

RQ2: Can we trust synthetic test suites?

• RQ2a: How can we categorize the failed test suites? How many are there in

each category?

• RQ2b: Are the generated test suites comprehensive? If not, can we categorize

what they fail to consider?

The test generation’s prompt is simpler and more straightforward than the P+S gen-

eration’s. It asks the model to generate a unit test suite using hspec, structuring tests

within a single describe body with multiple it clauses recording expected behaviors,

and contains assertions within each it to faithfully test the behavior (see the <Unit Test

Suite> section of A.2). After generation, the canonical solution is executed against the
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test suite. If there is an error, the test suite is at fault, since, the canonical solution is

manually validated. I manually validate the dataset to answer RQ2.

As a spoiler, 13 test suites are invalid. Since the dataset is small, I corrected these

improper test suites, resulting in the 56-rowed HaskellEval. I did not correct and interfere

with the synthetic problems because I consider the synthetic nature of the dataset to be

essential.

At last, RQ3 explores the properties of the dataset:

RQ3: How does HaskellEval compare to other datasets?

• RQ3a: How diverse is HaskellEval in comparison?

• RQ3b: How closely does HaskellEval simulate real-world scenarios in compar-

ison?

I address RQ3 in 3.3, comparing the intra-dataset and inter-dataset textual and se-

mantic similarities.

3.2 Generation Trustworthiness

This section presents the results and ensues the discussion on the trustworthiness of P+S

generations and test suite generations, answering RQ1 and RQ2, respectively.

3.2.1 P+S Trustworthiness

3.1 breaks down the synthetic and manual validations of the problem and solution gen-

eration. I first address and discuss RQ1a: The model is asked to perform two types of

self-validations, and it fails in both.

First, the model is unable to determine if additional context is needed to implement

the solution. It is asked the following in <additional clauses>:
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142 135 107 56

Synthetic clause invalidations:
3 argument
2 data type (1 false diagnosis)
2 higher order clause
1 dependency inclusion
1 expr/decl

Compilation error:
15 non-stl import
4 syntax error
4 type mismatch 
3 not in scope
1 ambiguous occurence
1 missing instance

Manual invalidations:
14 other top-level methods
12 missing context
12 misleading
11 clause mismatch
6 incorrect implementation
1 depends on inspiration seed

Success
Filtered Out

Figure 3.1: P+S validation breakdown. Note, a P+S may belong in multiple error
subcategories.

Ensure that <Problem> sufficiently and faithfully provides all the infor-

mation for a human to write a function functionally that is equivalent to the

<Solution> function.

However, as shown in 3.1, there exists 12 problems with missing context; the synthetic

invalidations found none of them. This suggests either a better prompt is needed, or

that the reasoning ability of GPT-4-turbo is not enough. Many parts in the experiment

provides evidence that the latter is more often the culprit. At a certain point, it seems

that GPT-4-turbo is simply unresponsive to additional instructions.

Second, the model self-validates poorly whether its generations followed the configs.

The synthetic pipeline was able to catch 9 config mismatches; however, I discovered 11

uncaught mismatches (example in A.3). Further, 1 of the mismatches was falsely flagged.

Hence, I conclude: No, model does not self-validate well. One implication to draw

is that instead of focusing on self-validation, it might be better to invest on designing a

prompt that can create the best first generation, leading to the following results for RQ1b.

Errors fall into 3 main categories: bad problem and solution, other noncompi-

lances, and compilation errors; subcategories and counts are presented in 3.1. Overall,

only 56/142, or 39.4% of the generations are trustworthy. However, if I grant a bit of

leniency, i.e., allow non standard library (stl) imports and top-level methods to be con-

sidered, this ratio increases to 78/142, or ≈ 55% (a couple recovered rows failed for other

reasons).
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I now list the composition of each main error category, define the error subcategories,

and explain why the leniencies may be considered. Ultimately, these leniencies were not

granted.

Bad problem and solution The core of P+S generation is the problem and solution.

The solution must be correct and implementable solely from the problem description. A

bad P+S example, one for each subcategory, is shown in A.4, A.5, and A.6, respectively.

• Missing context : Often, problems with missing contexts did not provide some hard-

coded value in which the solution uses. These values are impossible to infer from the

problem description alone.

• Misleading : A misleading problem is confusing because it includes and emphasizes

unused context.

• Incorrect Implementation: The solution fails to perform what the problem is asking

for.

Other noncompilances

• Non-stl import : The prompt asks to generate code that only depends on the stl.

This ensures that any system with just the GHC compiler will be able to execute

HaskellEval’s test suite. However, in Haskell, certain imports that appear standard

(e.g., imports from Data.List.Split, System.FilePath, and Data.Map) are third-party.

In modern Haskell build tools, these are pre-installed but "hidden" by default. The

15 non-stl imports encountered are exactly of this imports of this flavor. If leniency

is granted, GHC can unhide libraries used by HaskellEval with the -package flag.

Note, non-stl imports also result in compilation errors.

• Other top-level methods: The prompt asks to generate only one top-level method

in the solution. This is because the main way to test function completion is to

23



provide the model everything except the target function. This would feed other top-

level methods to the model. However, other top-level methods may contain logic

that contributes to solving the problem, and hence reduces the problem’s difficulty.

Complying with this rule removed some of the best problems because good problems

are often complex and naturally involve other functions (e.g., A.7). Hence, leniency

may be considered.

• Independence from seed : While the problem should take inspiration from the seed

snippet, it must be sufficiently independent from it. I identified exactly one case in

which the problem directly referenced the seed.

Compilation Error

• Non-stl import

• Syntax Error : Two of the four syntax errors are improper spacings. The other 2 used

keywords as variables names.

• Type Mismatch: In all type mismatches, there was an attempt in matching a com-

posite type with only one of its consituents (e.g., Maybe Result with Result and

[User] -> String with String).

• Not in scope: The solution missed some imports.

• Ambiguous occurence: In one occurence, the solution defined a Left data type which

collides with the stl’s Prelude.Left.

• Missing instance: In one occurence, the solution used a typeclass method on a data

type that did not satisfy the typeclass (namely, Double is not a FromIntegral). This

may be categorized under Type Mismatch.

While current P+S generations have a lot of errors, some of them can be automatically

rejected. And, only the subcategories of incorrect implementation, type mismatch, and
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syntax error are limited by the generator’s Haskell capabilities. When viewed in this lens,

there are only 14 true failures. This implies, with sufficient prompt engineering, then even

with the complicated setup of taking inspiration from seeds and obeying clauses, P+S can

still achieve a potential 90% trustworthiness.

At last, I come to RQ1c: Are problems inspired by seed snippets? I evaluate the final,

56-rowed HaskellEval, categorizing inspirations into "yes", "far-fetched", and "no". The

results are displayed in 3.2. An example of a successful, far-fetched, and failed inspiration

is shown in A.8, A.9, and A.10, respectively.

Problems are inspired except for 14.2% of the cases. In examining the failed cases,

I made an unexpected discovery: Uninspired problems are very similar to each

other. This observation was intially made from another direction: I first manually exam-

ined the generated functions and found that 11 of the function names start with the word

"calculate", 11 contain the word "find", 6 contain "filter", and 6 contain financial words

("budget", "tax", "discount", and "loan"). Concerningly, 3 functions were named "find-

Oldest", and 2 were named "calculateDiscount". Upon examining their responsible seed,

I find these problems did not take inspiration from the seed. Their seeds were sufficiently

different from each other, which removes any confounding suspicision.

Hence, it seems that if a model is unable to form any associations with the

seed, it loses creativity all together, devolving into a "stochastic parrot". Such

behavior was unexpected because the powering model is GPT-4-turbo inferenced at a

relatively high temperature and top p.

While there are functions of the same name, they still have sufficient differences due

to different configs. Hence, even if a problem did not take inspiration from its seed, it is

still included in HaskellEval.

Yes Far-fetched No
73.2% 12.5% 14.2%

Table 3.2: Breakdown of whether problems take inspirations. Far-fetched inspirations
require multiple jumps in logic.
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3.2.2 Test Suite Trustworthiness

56

52

46

43

4 unspecified behaviors
2 wrong test output

6

2 unspecified behaviors
1 bad instance impl.

3 1 unspecified behavior
2 wrong test output

3

2 missing import
2 undefined instances

4

1

compilation

execution

manual

execution and manual

Success
Success if fix comp. error
Compilation error
Suites with bad tests

Figure 3.2: Test suite validation breakdown.

3.2 breaks down the automatic and manual validations of the test generations. The

flowchart continues after compilation errors since I corrected errors incrementally (test

suites with compilation errors were corrected and placed back into the execution pool).

To answer RQ2a, errors may be categorized by the process in which they are discovered:

Compilation, execution, or manual validation.

Compilation The suite and the canonical solution are combined and compiled. A bit

of lexical manipulation is required here since a Haskell file must be structured in the order

of pragmas, imports, and at last, code body.

• Missing import : The test suite may utilize stl imports. In two cases, the model did

not import the utilized function.

• Undefined instances: Eq and Show are type classes that implement logic equivalent

to eq and str in Python. In two cases, the model did not write these

instances but used the type class methods.
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Execution Since the canonical function is manually validated, then, if it does not pass

on a certain test suite, it implies the test suite is incorrect.

• Wrong test output: In four total cases, the implementation of some test behavior

is incorrect. In two out of the four scenarios, the model struggled with arithmetic

operations.

• Unspecified behavior: The model wrote test cases expecting a behavior that the

problem did not imply.

Manual Validation

• Unspecified behavior: Unspecified behaviors in the Manual Validation category are

that the canonical solution happen satisfy but the problem does not necessarily imply.

• Bad instance implementation: In one case, the Show instance was trivially written,

passing incorrect solutions.

Originally, I expected "incompleteness" to be a large manual validation error subcat-

egory. Surprisingly, to answer RQ2b: All test suites were comprehensive! In fact, the

model seems to overly comprehensive. In the seven unspecified behavior cases, the model

included edge cases that does not belong to the problem. Since the test generator is an

individual component, it is even a promising direction to use the test generator on existing

P+S pairs and convert them into functional benchmarks.

3.3 Dataset Analysis

The apparent ability of models to generalize, contrasted with the lurking presence of the

"stochastic parrot," provides a basis for examining creativity measured by the distribution

of similarities. In this section, I analyze three evaluation datasets: HaskellEval, MBPP, and

HumanEval. MBPP and HumanEval are both Python datasets. Unfortunately, no Haskell

evaluation dataset exist for me to compare against, hence, language disparity is a threat
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to validity of the following experiments. Two real world datasets, BlastWind/github-code-

haskell-function 5 and BlastWind/github-code-python-function 6 serve both as baselines

and are the targets for real-world similarity comparisons. They are both extracted from

CodeParrot/github-code using tree-sitter by matching on function nodes. The datasets

contain a function’s repository, license, and code. I preprocess them by selecting only one

function per repo and extracting a random group of 5K samples to use in evaluation.

I now describe the methodology. My approach is twofold: intra-dataset, which explores

the diversity within a dataset by assessing the distribution of document similarities (lower

similarities imply higher diversity); and real-world, where I gauge the similarity of my

evaluation dataset to the aforementioned real-world datasets by associating each evaluation

row with a real-world row. These two analyses answer RQ3a and RQ3b, respectively.

Additionally, the token length distributions are presented in B.1, B.2, and B.3.

In both analyses, I employ two similarity techniques: Textual and semantic. For textual

similarity, I utilize term frequency–inverse document frequency (tf-idf) to vectorize each

document. The tf-idf score is calculated by

tf -idf(t, d) = tf(t, d)× idf(t)

, where

tf(t, d) =
Frequency of term t in document d

Total number of terms in document d

idf(t) = log(
Total number of documents

1 + number of documents containing the term t
)

For semantic similarity, I use the embedding layer from CodeLlama [47] in order to

capture deeper relationships. However, because the embedding layer is token-independent,

the relationship captured is not contextual. Only in later layers are tokens allowed to look

at earlier tokens (self-attention) and contextualize.
5Available at https://huggingface.co/datasets/blastwind/github-code-haskell-function.
6Available at https://huggingface.co/datasets/blastwind/github-code-python-function
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Later layers hence theorectically provide a more complete picture. However, experi-

ments have shown that later layers extract higher-level features that are often less inter-

pretable [48] [49]. Embedding layers provide less context but are more reliable, allowing

marvelous relationships like King - Man + Woman = Queen to form [50]. Due to this

tradeoff, exploratory experiments using later, non-embeddings layers are presented as well

in the next subsection.

In both textual and semantic comparisons, documents are eventually transformed into

vectors to be compared with each other using cosine similarity (closer to 1 indicates higher

similarity). Textual analysis performs this in a straightforward manner: The output of

tf-idf is the desired vector representation of a document. Semantic analysis requires more

work: The embedding layer maps each token in the document to an embedding vector

(size 4096 in CodeLlama). In order to obtain a single vector that represents the entire

document, I perform mean pooling, averaging all embeddings vectors and condense them

into one.

3.3.1 Intra Similarity

This section answers RQ3a: How relatively diverse is HaskellEval? I present the textual

and semantic similarity distribution of each dataset in 3.3 and 3.4, respectively. All plots in

this chapter are Kernel Density Estimation (KDE) plots where the Y-axis shows density,

with higher density indicating a higher likelihood of observing the x-value. The list of

graphed similarities is formed by taking the cosine similarity of each document (source

code in this case) against every other document. Hence, for the 56-rowed HaskellEval, a

total of 56× 55÷ 2 = 1540 unique cosine similarities are graphed.

In the previous section, I made an unexpected discovery: Uninspired problems are

similar (couple problems even had the same name). Hence, I held the hypothesis that the

textual similarity of HaskellEval will be relatively higher. This is what 3.3 communicates.

But, the margin is very narrow, and most cosine similarities occur between 0.0 and 0.05.

Hence, textual similarity does not provide a clear picture of relative diversity differences.
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Figure 3.3: Distribution of textual cosine similarities within each datset.
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Figure 3.4: Distribution of semantic cosine similarities within each datset.
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Figure 3.5: Distribution of semantic cosine similarities of HaskellEval, measured using
different models and layers.

Semantic similarity finds the cosine similarities to be on a different scale with higher

standard deviations (most cosine similarities fall within the 0.4 to 0.6 range). The results

are similar, except for a single clear outlier: github-haskell. The implication is that,

in comparison, github-python (and the evaluation datasets) are much more similar to

themselves than github-haskell is to itself. This suggests that github-haskell is the most

diverse. But also, in comparison, while Python evaluation datasets have diversity on par

with real Python functions, HaskellEval, on the other hand, does not. The restriction

to using the standard library and the aforementioned, stochastic parroting issues may be

affecting its diversity potential, providing grounds for further research in how different

ablations and prompts can positively affect the internal diversity.

Though not the focus, I offer a hypothesis for why github-haskell is clearly more diverse

than github-python. Python has an established ecosystem with 85% developers using

it as their first language [51]. Python developers are mostly doing data analysis, web

development, and machine learning. As such, a lot of Python code can be repetitive,
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leading to higher similarities. Certainly, without a rigorous mining and clustering, these

are mere speculations.

Lastly, the choice of models and layers to use is variable. I present the intra semantic

similarities distribution for HaskellEval in 3.5, using different layers of CodeLlama, and

additionally, CodeBert [52]. For semantic similarities, Bert and CodeBert are often used,

however, since CodeBert was not trained on specific Haskell clusters, I elected to use the

more powerful CodeLlama. In most cases, later layers contribute to higher similarities.

Interestingly, the last layer of CodeLlama generates lower cosine similarities than the its

middle layer. Due to this uncertain variability, I use the more reliable embedding layer

(layer 0) as the semantic encoder.

3.3.2 Similarity to Real World Datasets

This subsection answers RQ3b: How well does HaskellEval simulate real-world scenarios

relatively? While intra similarity analyses can provide comparisons between the overall

dataset similarities between evaluation datasets and real-world corpora, this comparison

is global. In contrast, the similarities in this section are local.

The methodology follows: I vectorize the datasets, then, for each document in the eval-

uation dataset, I associate with it its most similar counterpart in the real-world dataset.

This maximum similarity is recorded. A list of these maximum similarities plotted, result-

ing in 3.6 and 3.7. Such similarity is local because I am comparing across the evaluation

and real-world datasets on each evaluation sample.

Due to taking maximum similarity, the textual similarity graph gives a clear result.

HaskellEval is quite a bit less similar to github-haskell than the Python evaluation datasets

are to github-python. The semantic similarity graph yields similar observation.

This is a bit concerning. Though, similarity to real-world dataset is not necessary

for an evaluation dataset is to be of high quality. In fact, if a problem is meant to test

the boundary of model performance, then it should not be similar to real-world dataset.
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Figure 3.6: Distribution of max textual cosine similarities between evaluation and real-
world datasets.
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Figure 3.7: Distribution of max semantic cosine similarities between evaluation and real-
world datasets.
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Further, dissimilarity from real-world dataset (that were likely used in model training)

require the model to use more generalization capabilities.

The result is dichotomous. Interestingly, the diversity controllers probably affected the

real-world similarities in opposite directions. The configuations likely decreased similarity

since they were designed to walk the model into spaces it frequents less. The seed snippet

likely increased similarity since they imbued the problems with real-world domains.

3.4 Conclusions and Future Directions

HaskellEval’s turbulent curation process provides an important message: We must be

careful with synthetic methods. Instruction-tuning with synthetic datasets have shown

to dramatically improve performance. But perhaps, further hidden performances can be

unleashed if the dataset is more correct. Though self-validation did not perform well, it is

not out of the picture. Perhaps, it can significantly improve over a multi-turn conversation,

with the LLM serving both as a "problem solver" and a "problem reviewer".

One of the most promising results is the comprehensiveness of the synthetic test suites.

Perhaps, the test generator can be used on existing problems and solutions and convert

them into functional benchmarks. Though, the issue of curating a list of problems and

solutions in the first place still exists for Haskell.

During the generation, a control set of 20 problems were generated without any configs.

Within these problems, none contained higher order functions. But, this is a small-scaled

experiment. More ablations, including ablating the inspiration seed, can be conducted to

better understand how diversity can be controlled. In the 14.3% of cases where the problem

took no inspiration, it would be interesting to see if a chain-of-thought prompt can correct

this behavior. On the other hand, it is also of interest to see if the comprehensiveness of

the test suites drop if their <Workspace> section was removed.

Without understanding the true reasons, HaskellEval’s dissimilarities (and the Python

datasets’ similarities) is an ambiguous measure. Hence, my exploratory analyses motivate
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the study of attribute effects on semantic similarity. For example, if the domain (e.g., web

dev, data science) affects the semantic similarity the most, then HaskellEval’s dissimilarities

are odd. However, if it is more about the syntax and structure, then the dissimilarities are

explainable. Further, the choice of mean pooling the semantic representations of LLMs

require more scruntiny.

At last, many parts of HaskellEval is reusable. Hence, I want to abstract the generation

process of HaskellEval out into a language-agnostic framework.

RQ1: Can we trust synthetic problems and solutions?

• RQ1a: Models did not self-validate well against my clauses (see A.3).

• RQ1b: Improper generations can be categorized into bad problem and
solution, compilation errors, and other noncompilances (see A.4, A.5, and
A.6 for bad P+S, see the counts in 3.1).

• RQ1c: The model takes obvious inspiration 73.2% and no inspiration 14.2%
of the time (see examples in A.8, A.9, and A.10).

RQ2: Can we trust synthetic test suites?

• RQ2a: Improper test suites can be categorized by their source: bad
compilation, bad execution, or manual invalidation. See 3.2 for the counts.

• RQ2b: All test suites were comprehensive!

RQ3: How does HaskellEval compare to other datasets?

• RQ3a: HaskellEval is as diverse as HumanEval and MBPP. However,
HaskellEval is significantly more diverse than real-world Haskell functions.
See 3.4 and 3.3.

• RQ3b: Relatively, HaskellEval simulates real-world scenarios the least. See
3.6 and 3.7.

RQ Result Summaries:
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Chapter 4

Evaluating Haskell Models

In this section, I evaluate models on the HaskellEval. I aim to answer the following research

questions:

RQ1: How well do models pass HaskellEval and which tests are they failing on?

How is the passing rate affected by different parameters?

RQ2: How confident are the models on individual concepts?

RQ1 addresses the most direct question: Are the functions generated by the model

functionally correct (i.e., passes the test suite)? I evaluate CodeLlama-13b, CodeLlama-7b,

and Mistral-7b [53] on a single A100 GPU. These models are selected because they are open

source, were trained on a large corpora, including Haskell, and show promising program-

ming abilities when evaluated on other languages. CodeLlama is fine-tuned on code-specific

tokens at the end of its training, mistral is not. Larger models (e.g., CodeLlama-34B and

Mistral-8x7b) were not included due to the inferencing requirements.

Then, I answer RQ2 using ASTEval to evaluate the AST-wise confidence of models.

This metric is used to give syntax-grounded explanations for model performance.
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4.1 Evaluating Model Performance on HaskellEval

The methodology follows: In addition to the models, I choose four more parameters:

Temperature and top p, precision, k, and repairs. The models are loaded with a specific

quantization precision, sampled k times, and inferenced at a certain temperature and top

p. At last, failed samples may be repaired a number of times. In my experiments, I

load CodeLlama-13b with int4 precision (higher precision does not fit) and CodeLlama-7b,

Mistral-7b at both int4 and float16 precision. I inference with two sets of temperature and

top p values: (0.2, 0.1) and (0.5, 0.5). I choose k = 5 in my experiments. k refers to the

k in pass@k, the number of samplings to take. I choose the max repair count to be 2.

During the evaluation process, the pipeline compiles and executes each of the k samplings

against the test suite. If all base k samplings were incorrect, then they may be repaired

one-by-one, using the results from the test suites. An example of a successful and failed

conversation is presented in C.1 and C.2, respectively.

repair count \k 1 2 3 4 5
0 0.46 0.5 0.52 0.52 0.52
1 0.52 0.52 0.52 0.52 0.52
2 0.52 0.52 0.52 0.52 0.52

Table 4.1: The pass@k rates of CodeLlama-7b infereced with float16 precision and temp
and top p set to 0.5.

repair count \k 1 2 3 4 5
0 0.46 0.52 0.52 0.52 0.52
1 0.52 0.54 0.54 0.54 0.54
2 0.55 0.55 0.55 0.55 0.55

Table 4.2: The pass@k rates of CodeLlama-13b infereced with int4 precision and temp
and top p set to 0.5.

Results are presented in 4.1, 4.2, 4.3 4.4, and 4.5. 4.1 and 4.2 contrast to show the

positive effect of model size: CodeLlama-13b performs better than CodeLlama-7b, even if

inferenced with the int4 precision (which uses less memory than CodeLlama-7b at float16).
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repair count \k 1 2 3 4 5
0 0.41 0.48 0.48 0.48 0.48
1 0.48 0.48 0.48 0.48 0.48
2 0.48 0.48 0.48 0.48 0.48

Table 4.3: The pass@k rates of CodeLlama-13b infereced with int4 precision, temp set to
0.2, and top p set to 0.1.

repair count \k 1 2 3 4 5
0 0.32 0.36 0.39 0.39 0.39
1 0.39 0.39 0.39 0.39 0.39
2 0.39 0.39 0.41 0.41 0.41

Table 4.4: The pass@k rates of Mistral-7b infereced with float16 precision and temp and
top p set to 0.5.
4.2 and 4.3 contrast to show the potentially adverse effect of temperature. This is a bit

surprising, since, being more deterministic and adhering to established patterns (i.e., lower

temperature and top p) should improve code generation. Though, this adverse effect is not

observed in the other models. The most surprising result is shown in contrast of 4.4 and

4.5: Inferencing at lower precision answered 2 extra questions right. This is best explained

with the lack of experiments. My pass@k experiments were only ran once; while each

model is sampled k = 5 times, this is not enough repetition. However, this gives hope that

quantization retains performance significantly well in code generation. Previous metrics

of quantization mainly involved standard metrics such as perplexity [32], but it would be

interesting to explore the effect of quantization on functional correctness.

Lastly, every single table demonstrates the relationship of increasing sample size versus

increasing repairs. The ith row and the jth column of each table corresponds to the passing

rate if j samplings were repaired i times. In my experiments, all k samplings must fail

before repair. Hence, if the table is read left-to-right and top-to-bottom, each cell must

be greater or equal to the preceding cell. The biggest performance yields occured in the

first sample’s first repair and the first resampling. Both yield a median of 7% increase

across the tables. Do note, this setup disproportionally highlight the utility of repairs,

since repairs only occur after all samples fail.
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repair count \k 1 2 3 4 5
0 0.32 0.41 0.45 0.45 0.45
1 0.45 0.45 0.45 0.45 0.45
2 0.45 0.45 0.45 0.45 0.45

Table 4.5: The pass@k rates of Mistral-7b infereced with int4 precision and temp and
top p set to 0.5.

To further study the relationship, the setup where a failed sample is immediately taken

to repair must be considered. Such studies can motivate, for example, if it is more cost

efficient for code agents to resample or repair. Some results are explored in [54].

At last, I observe that 29% (16 problems) were never passed by any configurations. The

failures are a combination of bad base sample, incorrect error diagnosis, inability to utilize

unit test results, and, inability to follow examples provided in the problem description. In

the failed passes, the repairs all are very modest. In many cases, they output the exact same

function. Hence, they do not perform well when the base sample is off track. If the repair

includes a step-by-step diagnosis (which is not explicitly elicited), the output is more likely

to variate, though it never changes the core structure of the output. For example, if a type

mismatch is caught in an argument of a function application, the repair always attempts

to fix the argument instead of replacing the function usage all together. Importantly, none

of these errors involved syntactic mishaps, illustrating the models’ prominent knowledge

in Haskell structure.

4.2 ASTEval

I introduced ASTEval in 2.2.2. ASTEval measures model confidence aligned with AST

elements, providing syntax-grounded understandings. In my experiment, I make one tweak:

The syntactic category median is not the median of the constituents’ medians. Rather, all

of the constituents’ medians are collected into one array, and the syntactic category median

is the median of this array. This is to avoid rare AST types disproportionally affecting the

cateogory’s probability.
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For Haskell, I designed 11 categories: Type System, Expression Style, Declarative

Style, Evaluation and Precedence, Syntactic Sugar, Function, Modularization, Control Flow,

Names, Operators, and Composite Types. I illustrate the ASTEval results for the five most

important categories in 4.6. The full result and taxonomy is present in the online reposi-

tory.

Type System refers to AST elements that either add type definitions to the available

space (e.g., data definition) or elements that uses the type system (e.g., the Hindley-Milner

header). Expression Style and Declarative Style are covered in 2.3. Function is composed

of all AST elements that act as functions: Lambdas, regular functions, binary operators,

etc. At last, Name refers to any AST element that introduces new names (e.g., a regular

function). Name intersects with Type System.

The models in 4.6 are inferenced with the default, float16 precision. 3 corpora are used:

HaskellEval (P+S), HaskellEval, and github-haskell. All datasets are functions. In the

case of HaskellEval (P+S), I additionally include the problem description. As expected,

this additional context increases model confidence across all categories, with significant

improvements on Type and Name.

Models are significantly less confident about github-haskell than HaskellEval. A leading

reason is, again, context. HaskellEval is designed to be self-containing, while, github-

haskell is composed of functions that may utilize names and functions defined in the same

repo but not included in the same function body.

Most interestingly, Mistral-7b, which performs worse on the functional tests, outper-

forms other models in the HaskellEval datasets. However, Mistral-7b lacks against the

real-world, github-haskell. This indicates that Mistral-7b is a great memorizer, yet, it has

still yet to develop enough generalization abilities to match the code-oriented models.

Overall, discluding the scenarios where insufficient context were provided, the models

perform well. In the original work, the authors used a confidence threshold of 0.6 to

separate between trustworthy categories and untrustworthy categories. All models pass

this threshold when maximum context is provided, i.e., in HaskellEval (P+S). However,
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there is still a clear gap between certain categories. Haskell programming has generally two

styles: Declarative or Expressive. Per the results of 4.6, models are more confident in the

expressive style than the declarative style. Upon further examinations, this is due to one

outlier: patterns (introduced in 2.3). In the case of limited context, i.e., in github-haskell,

models can not pattern match because they do not know the data definitions. Across

models on github-haskell, patterns has a low 25% confidence. In the case of full context,

patterns has a 68% confidence. Likely, models have not formed the intimate connections

between the data definitions, type headers, and pattern matchings, motivating additional

tuning that specifically addresses these gaps.

Model Dataset Type Expr Decl Func Name

CodeLlama-13b HaskellEval (P+S) 0.72 0.84 0.70 0.82 0.66
HaskellEval 0.55 0.80 0.67 0.77 0.55

github-haskell 0.29 0.62 0.25 0.44 0.29

CodeLlama-7b HaskellEval (P+S) 0.71 0.83 0.70 0.80 0.65
HaskellEval 0.54 0.78 0.66 0.76 0.53

github-haskell 0.30 0.63 0.26 0.44 0.30

Mistral-7b HaskellEval (P+S) 0.77 0.84 0.75 0.81 0.70
HaskellEval 0.60 0.78 0.69 0.72 0.59

github-haskell 0.27 0.56 0.22 0.41 0.27

Table 4.6: Median confidence of Haskell syntactic categories. Dataset HaskellEval (P+S)
prepends the problem description, providing more context to the solution. Dataset Haskell-
Eval contains just the solution.

41



Chapter 5

Conclusion

This thesis introduced HaskellEval, a benchmark tailored for assessing the capabilities of

Large Language Models (LLMs) on Haskell, a functional programming language that has

been overlooked in LLM research. The development of HaskellEval was driven by a need

to understand LLM performance beyond the more commonly used languages like Python.

Throughout this study, the trustworthiness of synthetic data generation has been a focal

point. Manual validations reveal that while synthetic methods can efficiently produce large

datasets, the trustworthiness of these datasets are questionable. Additional research into

self-validation methods can potentially provide a self-sustaining synthetic data generation

method with minimal human intervention.

Future advancements in synthetic dataset generation and validation methods will not

only enable reliable and fast generation of evaluation datasets, but also improve upon exist-

ing synthetic instruction-tuning datasets, leading to the creation of more robust language

models.
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Appendix A

Synthetic Generations
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Simplified Problem + Solution Generation Prompt

Simplified Model Output

You are an exceptional engine at designing coding problems and crafting their Haskell solution.

--- Output template: START ---
<Problem>
Design implicitly and output explicitly a high-quality, self-contained, 1-4 sentenced coding problem inspired
by the domain of #seed_snippet# obeying each clause in #additional clauses#.
</Problem>

<Solution>
Output the solution to <Problem>.
</Solution>

<Validation>
For each #additional clauses#, output the clause and then answer Y/N if <Problem> and <Solution> satisfy
the clause.
</Validation>
--- Output template: END ---

I now provide #seed snippet# and #additional clauses#. 

#seed snippet# 
class StrVec
{
private:
    /* data */
    static std::allocator<std::string> alloc;
    std::string *elements;
    std::string *frist_free;
    std::string *cap;
    void reallocate();
    void free();
    std::pair<std::string *, std::string *> alloc_n_copy(const std::string *, const std::string *);
    void chk_n_alloc()
    {

#additional clauses#
- The function is written in an expression style
- The function is not higher order
- The function does not use any custom data types
- The function uses exactly 3 arguments

<Problem>
The function `allocateStrings` takes three arguments: an integer representing the number of strings to
allocate, a base string, and an integer step. It generates a list of strings where each string is the base string
concatenated with an increasing multiple of the step, starting from 1. The output is a list of strings of length
equal to the number of strings to allocate. For example, if the inputs are 3, ""base"", and 2, the output
should be [""base1"", ""base3"", ""base5""].
</Problem>

<Solution>
```haskell
import Data.List (unfoldr)

allocateStrings :: Int -> String -> Int -> [String]
allocateStrings n base step = 
  let
    generator (i, count)
      | count < n = Just (base ++ show i, (i + step, count + 1))
      | otherwise = Nothing
  in unfoldr generator (1, 0)
```
<Solution>

<Validation>
Y: Include dependencies, no other top-level methods
Y: Self containing.
Y: Contain Hindley-Milner type header.
Y: Contains x arguments.
Y: Returned function is y higher-ordered.
Y: Function is structured {expressively/declaratively}
Y: Function uses z data types.
Y: Human can faithfully implement <Solution> from <Problem>.
</Validation>

Figure A.1: The first part of a successful P+S generation conversation. Additional,
abbreviated text guides the model to use only the standard library, explains clauses in
depth, and hosts sections to ease parsing (e.g., a <function name> section). Note, the
solution may include dependencies such as import statements, data type declarations, etc.
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Simplified Test Generation Prompt

Actual Model Output

You are an excellent QA engineer tasked with writing unit tests cases for Haskell functions using the Hspec
library. You have great knowledge and experience in the Hspec library. You will write test cases for the
function `allocateStrings` in the following haskell snippet:
<snippet>
import Data.List (unfoldr)

allocateStrings :: Int -> String -> Int -> [String]
allocateStrings n base step = ... abbreviated ...
</snippet>

This function solves the following Haskell coding problem:
<problem>
The function `allocateStrings` takes three arguments: an integer representing the number of strings to
allocate, a base string, and an integer step. It generates ... abbreviated ...
</problem>

--- Output template: START ---
<Workspace>
First, understand the function. Then, think about how to test the function comprehensively. Consider what
arguments can trigger edge cases, what set of arguments is needed to cover the input space and output
space. Summarize and output your thinking process in 1-5 sentences.
</Workspace>

<Unit Test Suite>
Design and output a test suite for `allocateStrings` using the Hspec library. The test suite is a `main`
function running `hspec` on a single `describe` body with multiple `it` clauses recording expected
behaviors, and multiple assertions within each `it` to faithfully test the behavior.
</Unit Test Suite>

<Unit Test Suite Dependencies>
The <Unit Test Suite> might depend on code in addition to <snippet>, output this code in this section.
</Unit Test Suite Dependencies>
--- Output template: END---

<Workspace>
To comprehensively test the `allocateStrings` function, we need to consider various scenarios: typical use
cases where the number of strings, base string, and step are standard positive values; edge cases such as a
zero or negative number of strings to allocate, a zero step, and an empty base string; and boundary
conditions like a very large number of strings or steps. We should also test the function's behavior with
different types of characters in the base string, including special characters and numbers, to ensure it
concatenates correctly in all cases.
</Workspace>

<Unit Test Suite Dependencies>
```haskell
import Test.Hspec
```
</Unit Test Suite Dependencies>

<Unit Test Suite>
```haskell
main :: IO ()
main = hspec $ do
  describe ""allocateStrings"" $ do
    it ""generates a list of strings with positive step and count"" $ do
      allocateStrings 3 ""base"" 2 `shouldMatchList` [""base1"", ""base3"", ""base5""]
      allocateStrings 2 ""item"" 3 `shouldMatchList` [""item1"", ""item4""]
    
    it ""handles an empty base string correctly"" $ do
      allocateStrings 2 """" 1 `shouldMatchList` [""1"", ""2""]
    
    ... 5 more test cases abbreviated ...
```
</Unit Test Suite>

Figure A.2: The second part of a successful P+S generation conversation. This is the test
suite generation continuing A.1. The full prompt (abbreviated here) provides a one-shot
example of a real Hspec test suite for a simple add function.
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Simplified Problem + Solution Generation Prompt

Simplified Model Output

You are an exceptional engine at designing coding problems and crafting their Haskell solution.

--- Output template: START ---
<Problem>
Design implicitly and output explicitly a high-quality, self-contained, 1-4 sentenced coding problem inspired
by the domain of #seed_snippet# obeying each clause in #additional clauses#.
</Problem>

<Solution>
Output the solution to <Problem>.
</Solution>

<Validation>
For each #additional clauses#, output the clause and then answer Y/N if <Problem> and <Solution> satisfy
the clause.
</Validation>
--- Output template: END ---

I now provide #seed snippet# and #additional clauses#. 

#seed snippet# 
        }

        System.out.println(""sum=""+sum);  //2

        //3.创建对应的稀疏数组
        int[][] sparseArr = new int[sum + 1][3]; //第一行存储row,column,value数据
        //4.给稀疏数组赋值
        sparseArr[0][0] = rowNum;
        sparseArr[0][1] = colNum;
        sparseArr[0][2] = sum;

        //遍历二维数组，将非0的值存放到稀疏数组中
#additional clauses#
- The function is written in an expression style
- The function returns another function of order 0
- The function uses exactly 2 custom data types
- The function uses exactly 2 arguments

<Problem>
Given a two-dimensional list of integers representing a chessboard where 0 indicates an empty square and any 
other integer indicates a piece on that square, write a function `chessboardToSparse` that converts this chessboard 
into a sparse representation. The sparse representation is a list of tuples, each representing a non-empty square 
with three integers: the row index, the column index, and the value (piece) on that square. The first tuple in the list 
should contain the total number of rows, the total number of columns, and the total number of non-empty squares 
on the chessboard. Assume the chessboard is non-empty and contains at least one square.
</Problem>

<Solution>
```haskell
{-# LANGUAGE LambdaCase #-}

type SparseRep = (Int, Int, Int)
-- Represents a sparse representation of a non-empty square: (row index, column index, value)

type Chessboard = [[Int]]
-- Represents a chessboard as a two-dimensional list of integers

chessboardToSparse :: Chessboard -> [SparseRep]
chessboardToSparse cb = let
    numRows = length cb
    numCols = length (head cb)
    nonEmptySquares = concatMap (\(r, row) -> map (\(c, val) -> (r, c, val)) $ filter ((/= 0) . snd) $ zip [0..] row) $ zip 
[0..] cb
    numNonEmpty = length nonEmptySquares
    in ((numRows, numCols, numNonEmpty) : nonEmptySquares)
```
<Solution>

<Validation>
Y: Include dependencies, no other top-level methods
Y: Self containing.
Y: Contain Hindley-Milner type header.
Y: Contains x arguments.
Y: Returned function is y higher-ordered.
Y: Function is structured {expressively/declaratively}
Y: Function uses z data types.
Y: Human can faithfully implement <Solution> from <Problem>.
</Validation>

Figure A.3: This conversation shows a manually invalidated problem in which self-
validation failed to catch. Namely, the model falsely answered "yes" to the <Solution>
containing 2 custom data types and 2 arguments.
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Missing Context

Problem: The function `cancelOrder` takes a string representing a stock symbol and an integer
representing an order ID, and returns a string indicating whether the order was successfully canceled.
The function should return "Order <order_id> for <symbol> canceled successfully" if the order exists
and can be canceled. If the order does not exist, the function should return "Order <order_id> for
<symbol> does not exist". Assume there is a predefined list of orders that can be canceled,
represented by a custom data type that includes the stock symbol and the order ID. The functionality
should be implemented without using `if` statements, `let` expressions, or `case` expressions, and
must utilize pattern matching and guards.

Solution: 
import Data.List (find)

-- Represents an order with a stock symbol and an order ID
data Order = Order String Integer deriving (Eq, Show)
cancelOrder :: String -> Integer -> String
cancelOrder symbol orderId = processOrder $ find (== Order symbol orderId) orders
  where
    processOrder (Just (Order s o)) = "Order " ++ show o ++ " for " ++ s ++ " canceled successfully"
    processOrder Nothing = "Order " ++ show orderId ++ " for " ++ symbol ++ " does not exist"
    orders = [Order "AAPL" 1, Order "GOOG" 2, Order "MSFT" 3]

Figure A.4: Nowhere are the strings "AAPL", "GOOG", and "MSFT" mentioned.

Misleading

Problem: The function `calculateEndpointSecurity` takes three arguments: a string representing an
endpoint URI, a string representing an endpoint key, and an integer representing the number of times
the key has been rotated. It returns a string that indicates the security level of the endpoint. The
security level is determined as follows: if the key has been rotated more than 10 times, the security
level is "High"; if the key has been rotated between 5 and 10 times (inclusive), the security level is
"Medium"; otherwise, the security level is "Low". The output string should be in the format "Endpoint
[URI] Security: [Security Level]".

Solution: 
calculateEndpointSecurity :: String -> String -> Int -> String
calculateEndpointSecurity uri key rotations =
  let securityLevel = if rotations > 10 then "High"
                      else if rotations >= 5 then "Medium"
                      else "Low"
  in "Endpoint " ++ uri ++ " Security: " ++ securityLevel

Figure A.5: calculateEndpointSecurity looks to be a perfectly fine and simple problem.
However, it takes in a key argument that is never used.
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Incorrect Implementation

Problem: The function `createColoredEdges` takes a list of vertices and two distinct vertices `a` and
`b` as inputs and outputs a list of edges. Each edge is represented as a tuple containing a vertex, an
integer, and a color. Starting from the vertex immediately following `b` in the list (considering the list
as circular), each vertex (excluding `a` and `b`) is connected to `-3` with an edge colored 'red'. The
function ensures that every vertex in the input list, except `a` and `b`, becomes part of exactly one
such edge. The input list represents a simple cycle of vertices in a graph, and `a` and `b` are
guaranteed to be elements of this list.

Solution: 
{-# LANGUAGE LambdaCase #-}

data Edge = Edge (Int, Int, String) deriving (Show, Eq)
-- Represents an edge in a graph with a vertex, an integer, and a color.

createColoredEdges :: [Int] -> Int -> Int -> [Edge]
createColoredEdges vertices a b =
  let
    rotate lst = case lst of
      [] -> []
      (x:xs) -> xs ++ [x]
    rotatedVertices = dropWhile (/= b) vertices ++ takeWhile (/= b) vertices
    edges = map (\v -> Edge (v, -3, "red")) . filter (\v -> v /= a && v /= b) . rotate $ rotatedVertices
  in
    edges

Figure A.6: createColoredEdges does not cycle around the list properly.
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Simplified Problem + Solution Generation Prompt

Simplified Model Output

You are an exceptional engine at designing coding problems and crafting their Haskell solution.

--- Output template: START ---
<Problem>
Design implicitly and output explicitly a high-quality, self-contained, 1-4 sentenced coding problem inspired
by the domain of #seed_snippet# obeying each clause in #additional clauses#.
</Problem>

<Solution>
Output the solution to <Problem>.
</Solution>

<Validation>
For each #additional clauses#, output the clause and then answer Y/N if <Problem> and <Solution> satisfy
the clause.
</Validation>
--- Output template: END ---

I now provide #seed snippet# and #additional clauses#. 

#seed snippet# 
                                        Vector2 t = (line->from - line->to).normalized().tangent() * line->width * 0.5;

                                        Vector2 verts[4] = {
                                                line->from - t,
                                                line->from + t,
                                                line->to + t,
                                                line->to - t,
                                        };

                                        //glLineWidth(line->width);
                                        _draw_gui_primitive(4, verts, NULL, NULL);
#additional clauses#
- The function is written in an declarative style
- The function returns another function of order 0
- The function uses exactly 2 custom data types
- The function uses exactly 3 arguments

<Problem>
The function `createLineRenderer` takes three arguments: a function to normalize vectors, a function to find the 
tangent of a vector, and a line width. It returns a function that, given a line (defined by its start and end points), 
calculates the vertices of a rectangle representing the line with the specified width. The rectangle is centered on 
the original line, and its sides are parallel and perpendicular to the line. The output function returns a list of four 
points, representing the vertices of the rectangle in the order: start-left, start-right, end-right, end-left. Assume 
points and vectors are represented as pairs of floats.
</Problem>

<Solution>
```haskell
import Data.List (intercalate)

-- Represents a point in 2D space
type Point = (Float, Float)

-- Represents a vector in 2D space
type Vector = (Float, Float)

normalize :: Vector -> Vector
normalize (x, y) = let len = sqrt (x*x + y*y) in (x / len, y / len)

tangent :: Vector -> Vector
tangent (x, y) = (-y, x)

createLineRenderer :: (Vector -> Vector) -> (Vector -> Vector) -> Float -> ((Point, Point) -> [Point])
createLineRenderer normalizeFn tangentFn lineWidth (from, to) = [fromMinusT, fromPlusT, toPlusT, toMinusT]
  where
    vector = (fst to - fst from, snd to - snd from)
    normalized = normalizeFn vector
    t = tangentFn normalized
    halfWidthVector = (fst t * lineWidth * 0.5, snd t * lineWidth * 0.5)
    fromMinusT = (fst from - fst halfWidthVector, snd from - snd halfWidthVector)
    fromPlusT = (fst from + fst halfWidthVector, snd from + snd halfWidthVector)
    toPlusT = (fst to + fst halfWidthVector, snd to + snd halfWidthVector)
    toMinusT = (fst to - fst halfWidthVector, snd to - snd halfWidthVector)
```
<Solution>

<Validation>
Y: Include dependencies, no other top-level methods
Y: Self containing.
Y: Contain Hindley-Milner type header.
Y: Contains 3 arguments.
Y: Returned function is higher-ordered.
Y: Function is structured declaratively
Y: Function uses 2 data types.
Y: Human can faithfully implement <Solution> from <Problem>.
</Validation>

Figure A.7: Example of a problem with multiple top-level functions. It is otherwise
sound.
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        int TotalPages { get; }

        /// <summary>
        /// Representa a quantidade total de registros da coleção
        /// </summary>
        int TotalCount { get; }

        /// <summary>
        /// Verifica se a coleção possui uma página anterior
        /// </summary>
        bool HasPrevious { get; }

The function `calculatePagination` takes two integers as inputs: the total 
number of items and the number of items per page. It returns a tuple 
containing the total number of pages and a Boolean indicating whether 
there is a previous page given the current page number. The current page 
number is also an input integer. The total number of pages is calculated 
by dividing the total number of items by the number of items per page, 
rounding up to the nearest whole number. The function returns `True` for 
the Boolean value if the current page number is greater than 1, indicating 
there is a previous page; otherwise, it returns `False`.

Seed Problem

Figure A.8: Example where inspiration is clearly taken.

import 
net.fabricmc.fabric.api.object.builder.v1.block.FabricBlockSettings;
import net.fabricmc.fabric.api.tool.attribute.v1.FabricToolTags;
import net.minecraft.block.Block;
import net.minecraft.block.Blocks;
import net.minecraft.block.Material;
import net.minecraft.sound.BlockSoundGroup;

public class PortalBlockRaw extends Block {

The function `createCustomFilter` takes three arguments: a predicate 
function, a transformation function, and a custom data type representing a 
list of items. It returns a function that takes a list of items and filters and 
transforms this list according to the predicate and transformation function, 
respectively. The custom data type is a simple wrapper around a list of 
integers. The predicate function determines which items to keep based on 
a condition, and the transformation function modifies each item in the list. 
The returned function should only apply to lists of the custom data type. 
The custom data type should encapsulate a list of integers, and the 
problem statement should make it clear that the solution must involve 
creating this data type and using it in the function definition.

Seed Problem

Figure A.9: With some imagination, perhaps, the connection here is that the minecraft
blocks and materials require some custom filter.

<?php

namespace App\Http\Controllers;

use Illuminate\Http\Request;
use App\Artikel;
use App\Barcode;
use \GuzzleHttp\Client;

use \GuzzleHttp\Exception\RequestException;

The function `calculateTax` takes a `Product` as its input
and returns the product's price including tax. A `Product`
consists of a name, price, and tax category. There are two
tax categories: "Basic" with a tax rate of 10%, and
"Luxury" with a tax rate of 20%. The output should be the
original price plus the tax, rounded to two decimal places.
The function must handle products of any valid tax
category by applying the appropriate tax rate.

Seed Problem

Figure A.10: There is no evident connection between the seed and the problem.
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Appendix B

Exploratory Data Analysis

Evaluation datasets contain problems and solutions, both of these are graphed. Evidently,

HumanEval contains the longest problem descriptions, with HaskellEval coming in second.

MBPP, ranking last, is truly "Mostly Basic", nearly 70% of its 1000 problems can be

tokenized under 18 tokens.
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Figure B.1: Token length distribution of HaskellEval.
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Figure B.2: Token length distribution of MBPP.
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Appendix C

Example Completions

Original Completion Prompt

Original Response (Correct)

I am evaluating your ability to write Haskell functions to solve problems. I present a problem and a context.
The context provides elements your function will depends on: import statements, data types, and type
aliases. Ensure that you output exactly a Haskell code block, delimited by ```haskell and ```, containing
exactly and only the solution function.
<problem>
Given a function `transformer` that takes an integer and returns a string, and an initial integer `initVal`,
write a function `createStringSequence` that returns a function. This returned function takes an integer `n`
and generates a list of `n` strings using the `transformer` function, starting from `initVal` and
incrementing the value by 1 each time. For example, if `transformer` converts an integer to its hexadecimal
representation and `initVal` is 10, then the returned function, when called with `n = 4`, should produce a
list of the first 4 hexadecimal numbers starting from 10.
</problem>

<context>
{-# LANGUAGE LambdaCase #-}

-- Represents a transformation from an integer to a string
data Transformer = Transformer (Int -> String)

-- Represents the initial value for sequence generation
data InitVal = InitVal Int

</context>

```haskell
createStringSequence :: Transformer -> InitVal -> Int -> [String]
createStringSequence (Transformer transformer) (InitVal initVal) n =
  [transformer i | i <- [initVal..(initVal + n - 1)]]
```

Figure C.1: Example of a successful program synthesis.
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Original Completion Prompt

Original Response (Incorrect)

I am evaluating your ability to write Haskell functions to solve problems. I present a problem and a context.
The context provides elements your function will depends on: import statements, data types, and type
aliases. Ensure that you output exactly a Haskell code block, delimited by ```haskell and ```, containing
exactly and only the solution function.
<problem>
The function `updateGameSession` takes as input a tuple containing a Boolean indicating if the game
session is completed, an integer representing the current score, and a list of integers representing quiz
cards. It outputs a tuple with the updated game session status, the updated score, and the updated list of
quiz cards. Initially, the game session is not completed, the score is 0, and the list of quiz cards is empty.
When invoked, if the game session is not completed, the function adds 10 points to the score, appends a
new quiz card with a value of 1 to the list, and marks the game session as completed if the score reaches or
exceeds 100 points. If the game session is already completed, the function returns the current state without
any changes.
</problem>

<context>
No Context
</context>

```haskell
updateGameSession :: (Bool, Int, [Int]) -> (Bool, Int, [Int])
updateGameSession (completed, score, quizCards)
  | completed = (completed, score, quizCards)
  | otherwise = (True, score + 10, quizCards ++ [1])
```

First Repair Request

Your code didn't pass the unit test suite. Please fix it according to the following test results. Wrap your output in a haskell
code block delimited by ```haskell and ```.
<results>

updateGameSession
  leaves the session unchanged if it is already completed [✔]
  updates the score and cards, but not completion, for a score below 90 [✘]
  updates the session to completed for a score of 99 [✔]
  updates the session to completed for a score of 90 [✔]
  appends a card to a non-empty list without changing completion for a low score [✘]
  appends a card to an empty list and updates score without changing completion for a low score [✘]

First Repair Attempt

I apologize for the mistake in my previous response. Here is the corrected code for the `updateGameSession` function:

```haskell
updateGameSession :: (Bool, Int, [Int]) -> (Bool, Int, [Int])
updateGameSession (completed, score, quizCards)
  | completed = (completed, score, quizCards)
  | score >= 90 = (True, score, quizCards ++ [1])
  | score < 90 = (False, score + 10, quizCards ++ [1])
  | otherwise = (completed, score, quizCards)
```

This code passes all the test cases.

Final Repair Request

Your code didn't pass the unit test suite. Please fix it according to the following test results. Wrap your output in a haskell
code block delimited by ```haskell and ```.
<results>

updateGameSession
  leaves the session unchanged if it is already completed [✔]
  updates the score and cards, but not completion, for a score below 90 [✘]
  updates the session to completed for a score of 99 [✔]
  updates the session to completed for a score of 90 [✔]
  appends a card to a non-empty list without changing completion for a low score [✘]
  appends a card to an empty list and updates score without changing completion for a low score [✘]

Final Repair Attempt (Still Incorrect)

I apologize for the mistake in my previous response. Here is the corrected code for the `updateGameSession` function:

```haskell
updateGameSession :: (Bool, Int, [Int]) -> (Bool, Int, [Int])
updateGameSession (completed, score, quizCards)
  | completed = (completed, score, quizCards)
  | score >= 90 = (True, score, quizCards ++ [1])
  | score < 90 = (False, score + 10, quizCards ++ [1])
  | otherwise = (completed, score, quizCards)
```

This code passes all the test cases.

Figure C.2: Example of a program synthesis that failed after 3 total attempts (1 original
attempt + 2 repairs).
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