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ABSTRACT

Our research considers job scheduling, a special type of resource assignment problem. For example, at a cross-docking facility trucks must be assigned to doors where they will be unloaded. The cargo on each truck has various destinations within the facility, and the unloading time for a truck is dependent on the distance from the assigned door to these destinations. The goal is to assign the trucks to doors while minimizing the amount of time to unload all trucks.

We study scheduling algorithms for problems like the cross-docking example that are different from traditional algorithms in two ways. First, we utilize real-time, where the algorithm executes at the same time as when the jobs are handled. Because the time used by the algorithm to make decisions cannot be used to complete a job, these decisions must be made quickly. Second, our algorithms utilize lookahead, or partial knowledge of jobs that will arrive in the future.

The three goals of this research were to demonstrate that lookahead algorithms can be implemented effectively in a real-time context, to measure the amount of improvement gained by utilizing lookahead, and to explore the conditions in which lookahead is beneficial.

We present a model suitable for representing problems that include lookahead in a real-time context. Using this model, we develop lookahead algorithms for two important job scheduling systems and argue that these algorithms make decisions efficiently. We then study the performance of lookahead algorithms using mathematical analysis and simulation.

Our results provide a detailed picture of the behavior of lookahead algorithms in a real-time context. Our analytical study shows that lookahead algorithms produce schedules that are significantly better than those without lookahead. We also found that utilizing Lookahead-1, or knowledge of the next arriving job, produces substantial improvement while requiring the least effort to design. When more lookahead information is used, the solutions are better, but the amount of improvement is not significantly larger than a Lookahead-1 algorithm. Further, algorithms utilizing more lookahead are more complex to design, implement, and analyze. We conclude that Lookahead-1 algorithms are the best balance between improvement and design effort.
Lookahead Scheduling in a Real-time Context:
Models, Algorithms, and Analysis
Chapter 1

Introduction

1.1 Resource Assignment Problems

We study the design and analysis of lookahead algorithms for resource assignment problems. The goal of these problems is to satisfy a sequence of requests for a limited resource. For a typical problem, the number of valid assignments is large, and only a portion of the potential solutions can realistically be considered. The challenge is to develop an efficient heuristic that produces quality solutions with high regularity. Traditionally, online algorithms have been used, however there has been interest recently in semi-online algorithms, specifically lookahead algorithms.

As an example of a resource assignment problem that could benefit from lookahead, consider a national shipping company with a cross-docking terminal. At this facility, trucks arrive carrying cargo destined for multiple locations. When a truck is unloaded, the cargo is sorted according to its destination and loaded onto another truck that will take the cargo toward its destination. To maximize the number of unloading/loading doors, cross-docking terminals are typically long, thin rectangular buildings. As a result, the distance cargo travels within the building can be quite large, depending on the door
assignment of the in-coming and out-going trucks. We define the unloading time for a truck to be the amount of time necessary to move the cargo from the arriving door to the out-going doors. Because this time is determined by the distance between doors, we use the distance and time interchangeably.

In addition to this distance consideration, assigning trucks to unloading doors is a challenging task because there are typically more trucks to unload than unused doors. Thus, we have a resource assignment problem where the unloading doors are a limited resource and the trucks are the requests. This example is further complicated because the trucks arrive throughout the day, changing the available information when making scheduling decisions. Together, the dynamic unloading times and transient arrivals make it very difficult to create an assignment of trucks to doors that minimizes the time to unload the trucks for a given day.

In a real-world cross-docking environment, the assignments are usually performed using a simple algorithm such as First Come, First Serve (FCFS). Whenever a door becomes free, the first available truck is assigned to the door. This method is particularly problematic because the variable unloading times of the trucks are not considered. For example, if an unloading door at the extreme end of the facility becomes available, a waiting truck with cargo destined for that end should be selected rather than the first truck in line. Unlike FCFS, an algorithm such as the Shortest Job First (SJF) heuristic takes this type of optimization into account by considering all waiting trucks. When a door becomes available, the waiting truck with the shortest unloading time is assigned. However, the SJF algorithm can still make sub-optimal decisions because it does not consider trucks arriving in the future. If only a single truck is waiting, the SJF algorithm will assign it, even if a more
appropriate truck is about to arrive.

Although the use of future arrivals will improve the quality of the assignment, we must be careful to include this information in a realistic way. It is not possible to predict individual truck arrival times far into the future because the travel times are constrained by many external forces such as traffic. However, it is certainly realistic for a driver to contact the cross-docking facility when he is within a few minutes of arrival. Thus, a lookahead algorithm, using this partial knowledge of the future, can make better assignments than either the FCFS or SJF methods by considering both the dynamic and transient characteristics of the trucks.

The cross-docking example demonstrates a number of the key features of resource assignment problems. Specifically, we have a finite resource (the doors), demand on the resource (trucks to unload), and a goal to minimize some cost (the time to unload the trucks). These features also occur in a number of common problems in Computer Science:

- **Paging:** There is a system with fast memory of capacity \( k \) and slow memory of unlimited capacity. A set of \( n > k \) pages is stored in this system with \( k \) pages in fast memory and the remaining \( n - k \) pages in slow memory. A page request is satisfied if the page is in fast memory, otherwise a page fault occurs and we must remove one of the \( k \) pages from fast memory and replace it with the requested page. For a sequence of page requests, the goal is to minimize the number of page faults.

- **List Update:** Given a list of items in an unsorted list, the input is a sequence of requests. The cost to access any item is its position in the list. When the \( i \)th item is accessed, it can be moved to any position \( j < i \) at no additional cost. The goal is to
minimize the total cost to access the items requested.

- The \( k \)-Server Problem: We have a set of \( k \) servers which move around a finite set of points in metric space in order to satisfy requests. Each request may only be satisfied if a server is at the location. Given the distances between each pair of points and a sequence of request locations, the goal is to minimize the total distance traveled by all servers.

- Job Scheduling: We are particularly interested in this broad area of problems and use examples within this field to explain our lookahead model and algorithms, such as the cross-docking problem. In a typical job scheduling problem, the goal is to assign \( n \) jobs to execute on \( m \) machines while minimizing a metric related to the completion times of one or more jobs. The model can be made arbitrarily complex with the addition of other job and machine characteristics. For example, it is common to give each job an arrival time or to specify performance qualities for the machines.

1.2 Algorithms

A solution to any of these resource assignment problems can be seen as a sequence of decisions. Any algorithm that assigns trucks to unloading doors in the cross-docking model must choose a door for each truck. Because there are more trucks than doors, at least one door will be assigned to more than a single truck. Therefore, the algorithm must also specify both a door and the order trucks will be unloaded at that door. It should be apparent that the number of possible assignments grows exponentially in the number of trucks.
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This explosive growth in number of possible solutions relates to each of the resource assignment problems described above, and means it is unrealistic to consider all possible solutions. At the same time, a fundamental result in NP-completeness theory states that an algorithm that does not consider all possibilities cannot guarantee that it always produces the optimal solution. Since we cannot calculate the best assignment, the typical approach is to utilize a clever local condition to make decisions that appear to be favorable. However, for any such heuristic there is at least one instance of the problem where these seemingly good decisions turn out to be bad ones.

Recall the goal in the cross-docking model is to assign trucks to doors in a manner that minimizes the time to unload all trucks. As discussed above, the SJF algorithm is one reasonable heuristic that considers the available trucks and assigns each to the door on which it can be unloaded the fastest. This approach, called a greedy method, can be shown to have very poor performance for certain sequences of trucks.

1.2.1 Online and Offline Algorithms

The SJF algorithm used in the cross-docking example is called an online algorithm because each request was handled without considering any of the future requests. One of the main benefits of online algorithms is that they can be used in situations where the requests become available over time. Although the algorithm makes decisions very quickly, considering each request in isolation does not produce an optimal solution because future trucks are not considered.

At the other extreme, an offline algorithm considers all of the requests when making a decision. One simple example is a method that considers the arrival time and unloading
time of each truck at each door and picks the truck and door pair that will unload the soon­
est. By repeating this process, all trucks are assigned to doors. It should be obvious that this algorithm will produce solutions that are, in general, better than an online technique. However, because this procedure does not consider all possible assignments, we know it cannot be optimal. Note, however, that the optimal algorithm is, by definition, an offline algorithm.

1.2.2 Semi-Online Algorithms

Although we would like to utilize offline algorithms, we believe that realism is a stronger requirement. In most resource assignment problems, it is inconceivable that the algorithm knows about all the requests. However, it is reasonable to assume that partial information is available. Using this information, a semi-online algorithm makes decisions that create better solutions than pure online algorithms.

Semi-online information takes on a wide variety of forms, not constrained to knowledge about individual requests. For example, in the paging problem, if we knew the last time each page would be referenced, a semi-online approach would be to evict each page immediately after its last reference. This algorithm still considers the requests in order, but it uses the additional information to make better decisions.

Lookahead is another type of semi-online approach that augments an online algorithm by considering a finite number of future requests in addition to the current request. In the paging example, when a page fault occurs, lookahead can be used to eliminate pages from consideration for eviction. That is, a page that will be referenced in the near future should not be evicted.
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We believe that lookahead is an important type of semi-online approach, however, it must be considered in a realistic way. Specifically, lookahead is most relevant when time is included in the model.

1.2.3 Real-Time Algorithms

In a real-world problem, requests do not occur all at once, but rather arrive over time. Further, decisions regarding these requests are made while other requests continue to arrive. For example, in the $k$-server problem, when a request occurs, if one or more servers are available, the algorithm will either pick a server to satisfy the request or hold the request to be satisfied later. This decision is made by considering the status of each server, the queue of other requests waiting to be satisfied, and, if lookahead is available, the requests that will arrive in the future.

Although the decision process is substantially more complex, we believe the inclusion of real-time is fundamentally important in the creation of useful algorithms for resource assignment problems. To study these real-time algorithms, we consider their performance using two metrics. First, as with all approximation algorithms, we want to know how well the algorithm creates solutions. This study is done through theoretical analysis and simulation. Second, it is important to consider the running time of these algorithms. By waiting until a server is available, the algorithm has more information and can make better decisions. However, time used to make decisions cannot be used to satisfy requests, and therefore, the running time of a real-time lookahead algorithm must be minimized.
1.3 Contributions

Although lookahead has been used to improve solutions to a number of resource assignment problems, very few authors include time in the model, and no one has considered the running time of algorithms. Therefore, we are motivated to study lookahead algorithms that make decisions in a real-time context.

In the cross-docking model, if trucks call in shortly before arriving at the facility, a lookahead algorithm can use this information to create a better assignment. Specifically, as trucks arrive, they are either assigned to a door immediately, or they enter a queue to wait for an available door. Whenever a door becomes available, the algorithm considers the trucks waiting in the queue as well as the trucks that will arrive in the near future. To be consistent with our real-time constraint, these decisions have to be made quickly, without calculating all possible assignments.

1.3.1 Results

We consider the design and analysis of lookahead algorithms for real-time resource assignment problems like the cross-docking example. Our first major contribution to the field is a general model describing how to include lookahead to support the real-time concept and to facilitate fast decision making. This model, discussed in Chapter 3, works for any resource assignment problem where requests arrive over time.

In the remaining chapters, we use our general model and discuss lookahead algorithms for the specific resource assignment problem of job scheduling, of which the cross-docking problem is a special case. In Chapter 4, we develop two lookahead algorithms for im-
important scheduling models. The goal of this chapter is to consider whether lookahead algorithms that operate in a real-time context can be designed to make decisions quickly. We show that algorithms that always know about the next single job satisfy this time-constraint. However, for two lookahead jobs and beyond, the running time can be prohibitive to real-time execution.

Another important question regarding lookahead algorithms is the quality of solutions. Because we will not always produce the optimal schedule, the primary question is how far we will be from optimal. In Chapter 5, we consider this question with theoretical study. Borrowing the standard technique called competitive analysis from the study of online algorithms, we measure the worst-case performance of algorithms for a simple parallel machine scheduling model. Chapter 6 continues this study by using simulation to measure the average-case performance of lookahead algorithms. In both chapters, we demonstrate that algorithms with lookahead produce significantly better schedules than algorithms without lookahead.

This work is a collection of many medium-sized results rather than a small number of large results. Although the main chapter headings talk about algorithm design and analysis, we also spend time giving a qualitative measure of our algorithms. When discussing algorithm development in Chapter 4, we give a proof of correctness for our algorithm and then discuss the trade-off between amount of improvement and difficulty of developing the algorithm. In Chapter 6 on our simulation study, we give numerical measurements and then discuss the circumstances in which improvement will occur. By combining these quantitative and qualitative measures, our results give a detailed picture of the behavior of lookahead algorithms in a real-time context.
Chapter 2

Related Research

2.1 Motivation

As discussed in Chapter 1, our research builds upon previous work in the areas of online, offline, and semi-online algorithms. Of these three approaches, semi-online algorithms is the most relevant, because we consider lookahead algorithms. Although most of the work in this area has occurred in the last decade, Graham [42] studied one semi-online algorithm as early as 1969. His paper was quite innovative, as it also contained a rudimentary form of competitive analysis, one of the primary techniques used to study online algorithms.

Our research differs from previous work in two ways. First, time plays a central role in our model. That is, the algorithm makes decisions in the context of flowing time, and therefore the moments used to make decisions are lost. We maintain that for these algorithms to be truly useful, decisions must be made in the real-time context. To our knowledge, only Mao and Kincaid [79] consider the running time of the algorithm.

The other way our work is unique is our combination of theoretical and simulation study applied to lookahead algorithms. Most authors consider either theoretical analysis or simulation results, very few consider both. We feel that a combination of worst-case
theoretical analysis and average-case evaluation gives a better picture of the performance and behavior of an algorithm.

Our combination of lookahead and real-time is applicable to any resource assignment problem where time is a component. However, we focus our study on job scheduling problems because the field continues to receive significant research attention, and it is a perfect example of a resource assignment problem where lookahead in the real-time context is applicable. In addition, semi-online scheduling, and in particular lookahead scheduling has received only limited attention. Our research seeks to fill this gap while also considering algorithms in a real-time context.

In the remainder of this chapter, we survey the relevant previous work. The next section contains a review of the literature related to traditional online and semi-online algorithms. This is followed by a discussion of competitive analysis, the standard measure of an online algorithm. The chapter concludes with a survey of job scheduling algorithms, with particular attention to lookahead scheduling algorithms and the job scheduling models we consider in our research.

### 2.2 Online and Semi-Online Algorithms

The study of online algorithms [56, 61] can be traced back to the sixties [42], and since then research in the area has exploded. A representative example is online bin packing [25, 38, 39], for which a number of online algorithms were proposed and analyzed from the early seventies to the early nineties [31, 58, 78, 87, 52].

Since then, there has been a limited but gradually increasing interest in semi-online
algorithms. The most common type of semi-online algorithm is a lookahead algorithm [64, 65]. An algorithm utilizes lookahead if it examines one or more of the next requests when deciding how to make the current assignment. In the literature [2, 4], weak lookahead of size $k$ means that the algorithm can foresee the next $k$ requests following the current request being processed. On the other hand, strong lookahead with bound $k$ means that the algorithm can foresee the next $l$ requests, where this value is determined by a pre-selected function $f$ that gives a close approximation to $k$. Most of the past research results use one of these two definitions of lookahead. For example, Grove [44] and Breslauer [16] studied a weak lookahead algorithm for bin packing which considered the current value as well as all the future items up to a certain cost. Other areas where lookahead has been utilized are graph coloring [54, 59, 66, 13, 14, 53], list update [5, 95, 88], the $k$-server problem [22], and paging [2, 4, 12, 70, 102, 67, 37, 55, 97, 104]. Note that in each of these cases, time is not a part of the model. The only exception is a study by Aksoy et al. [1] who considered lookahead in a data broadcast model.

Recently, some other variations of the semi-online algorithms have been studied. In situations where each request has a size larger than the next in the sequence, an algorithm is semi-online if it is aware of the fact that the input is sorted [93]. In conventional online and semi-online algorithms, requests must be processed in the order given in the input sequence, regardless of how much is known about the input ahead of time. When this restriction is removed, however, the decision to satisfy each request may be delayed by introducing a fixed-size buffer into the algorithm. When the algorithm is processing a request, it need not make an immediate decision, but instead may store the request in the buffer and proceed to the next [62]. Finally, Azar and Regev [8] studied a variant of
the bin packing problem called bin-stretching. In this problem, items were placed into a fixed number of bins that could stretch to accommodate more items. The authors studied algorithms that already knew the optimal size of the bins.

2.3 Algorithm Analysis

For both online and semi-online algorithms, the primary question is how well the algorithm performs. Mathematical analysis of these algorithms faces a unique problem when attempting to measure this performance. Traditional worst-case analysis leads to the conclusion that no matter how clever the algorithm, the result is always bad. Consider the problem of paging. Regardless of which paging algorithm is applied, there exists a sequence of page references such that a page fault occurs for every reference in the sequence. With such a measure, it is impossible to compare various algorithms. Motivated by this limitation, Sleator and Tarjan [96] developed a method to compare online algorithms. Competitive analysis [15] (named by Karlin et al. [60] and formalized by Manasse et al. [77]), compares the worst case performance of an algorithm with the performance of an optimal offline algorithm for the same sequence.

Formally, let $A$ be an algorithm for a given problem. Further, let $I$ be an instance for the problem and let $A(I)$ and $OPT(I)$ be the values of the objective function given by the algorithm and the optimal algorithm, respectively. Then the algorithm $A$ is said to be $c$-competitive if for all $I$,

$$A(I) \leq c \cdot OPT(I) + a$$
When $a = 0$, the algorithm is said to be strictly $c$-competitive.

Another way to think about competitive analysis is as a game between two players. Player one is the algorithm. Player two is an adversary who produces the requests given to the algorithm. The adversary’s goal is to create the highest cost (value of the objective function) possible and it has the benefit of knowing the method used by the algorithm to make decisions. Therefore, for each request, the adversary can determine the answer that will produce the highest cost.

When giving a proof of a competitive ratio, the typical approach is to give a proof of a lower bound and a proof of an upper bound. When these two values are equal, we have a tight ratio. As Karp discussed [61], lower bound proofs are frequently given with an adversary argument while proving upper bounds requires more advanced analysis. In general, it is easier to find a lower bound since all that is needed is an example that produces this bound.

As an alternative to competitive analysis, a number of sources discuss using randomized algorithms [84, 70, 103], where decisions are made based on a coin flip or some other chance event. In our research, we focus only on deterministic algorithms.

2.4 Job Scheduling

In the two previous sections, we surveyed general results related to online and semi-online algorithms. We now turn to our specific area of interest, job scheduling, one of the largest sources of resource assignment problems [43, 71, 34, 18, 85]. To define these problems, we use a three field classification $\alpha|\beta|\gamma$ where $\alpha$ specifies the machine environment, $\beta$ denotes
the job characteristics, and $\gamma$ specifies the optimality criteria. This classification scheme was originally proposed by Graham et al. [43] and later extended to include provisions for multimachine jobs [99, 34].

Generally speaking, we have a set of $n$ jobs, $J_1 \ldots J_n$, to schedule on $m$ machines, $M_1 \ldots M_m$, and the goal is to minimize a time related criteria. Each job $J_j$ has an associated processing time $p_j$ and once a job is scheduled, we know its completion time $C_j$. The most general problem of interest is $P|r_j| \sum C_j$, where $P$ means that we have $m$ machines of the same speed, $r_j$ designates that jobs have arrival times, or the earliest times the jobs may be scheduled, and $\sum C_j$ means we are trying to minimize the sum of all of the completion times. This example of the classification notation introduces some important types of $\alpha$, $\beta$, and $\gamma$ parameters. Other notation will be explained as necessary.

Although scheduling results exist for a variety of models [43, 71, 28, 72, 17, 24, 34, 46, 36, 18], our interests are in online and semi-online algorithms. The literature of scheduling algorithms parallels that of general online algorithms. Online job scheduling stems from the seminal paper by Graham [42], who studied the problem $P||C_{\text{max}}$ and developed what he called list scheduling. For this problem, the goal is to minimize the maximum completion time, and since the jobs do not have an arrival time, Graham determined to create a list of the jobs and schedule them in order. Note that this is the first example of an online algorithm for job scheduling [94, 80]. The work of Graham is also the first study of semi-online algorithms. Given that the jobs are in a list, a natural step is to sort the list. Graham proposed to sort the list by processing times with $p_i \geq p_{i+1}$ for all $i \geq 1$. He showed an algorithm with a $(\frac{2}{3} - \frac{1}{3m})$ competitive ratio.

Other semi-online scheduling algorithms include those of Seiden et al. [93] who looked
at a number of job scheduling problems for two and three identical machines. By assuming the jobs were sorted in decreasing size, the authors produced a number of tight competitive ratios for minimizing $C_{\text{max}}$. Similarly, Zhang and He [49] studied $P2||C_{\text{max}}$ for two different assumptions about the jobs. First, they gave a tight competitive ratio for the case when processing times were between $p$ and $rp$ ($p > 0, r \leq 1$). Second, they assumed the largest processing time was known. In this case, they showed that this additional knowledge does not change the ratio originally given by Graham [42].

Liu et al. [76] studied $P2||C_{\text{max}}$ and $P3||C_{\text{max}}$ under the assumption that processing times are not known until after the job is assigned to a machine. However, it is known that processing times decrease throughout the sequence of jobs. They showed that the competitive ratio is $\frac{4}{3}$ for 2 machines, and $\frac{7}{5}$ for 3 machines.

Another form of semi-online algorithm was given by Zhang [106] for the problem $P2||C_{\text{max}}$. The algorithm processed the jobs in order, but instead of being forced to schedule each job on one of the machines, it could place the jobs in a fixed size buffer. In this way decisions could be delayed. Kellerer et al. [62] also considered this model and additionally studied an algorithm that produced two schedules and chose the better.

Note that for each of these studies, jobs do not have arrival times. Therefore, the problems represent the traditional framework where all requests are available at once rather than the real-time framework we advocate.
2.5 Lookahead Scheduling

Within the larger field of job scheduling, we focus on lookahead algorithms in a real-time context. In the literature, a number of results use the term lookahead, however, these definitions differ from ours. For example, Sarkar et al. [89] studied lookahead as applied to a number of resource assignment problems. For these problems, the authors conceptualized a tree representing the possible decisions for an algorithm. In this context, lookahead was defined as traversing the tree a certain number of levels.

Motwani et al. [81] studied a scheduling problem that closely represented a copy system. Each job required multiple passes through the machines, where each pass needed the same processing time. The goal was to minimize the makespan, but all jobs in the schedule had to start and complete in the order they arrived. An offline algorithm for this problem could produce the optimal schedule and the authors showed that by using finite lookahead, a solution close to optimal could be created.

A number of authors have applied lookahead to alternative scheduling models. Gue [45] studied the cross-docking model discussed in Chapter 1 where jobs represented freight trucks. These trucks had to be assigned to unloading bays and the cargo on the trucks moved to out-going trucks. The bay assignment of the incoming truck determined the distance the cargo had to move to the out-going trucks. The goal was to minimize the distance the cargo moved. Gue defined lookahead to be examining the contents of each truck before assigning it to a bay.

Beaty [10, 11] studied a variant of job scheduling where it is possible to create non-feasible schedules. In this case, lookahead was used to increase the chance a feasible
schedule was produced. Yu et al. [105] studied a lookahead algorithm for pause-resume video-on-demand.

Many alternative models have been studied through simulation rather than analysis. For example, Winckler [101] studied a distributed algorithm for scheduling using lookahead, Koulamas and Smith [69] examined lookahead applied to a variant of a shop model, and Schaerf [90] and Cristofari et al. [30] studied various scheduling models using AI techniques with lookahead to create schedules.

In contrast to all these definitions of lookahead, in our research, jobs arrive over time. Therefore, lookahead is defined as having knowledge of a job before it arrives. Very few previous results have used this definition of lookahead. Li et al. [75] and Li et al. [74] studied lookahead algorithms for two different parallel machine models with communication costs through simulation. The work of Mao and Kincaid [79] is the only scheduling result using lookahead in a real-time context that gives an analytical study. For the problem $1\mid r_j \mid \sum C_j$, the authors analyzed an algorithm with knowledge of the next arriving job and presented a $\frac{1}{3}(n + 1)$ competitive ratio. Our research expands on this work by including simulation and considering additional scheduling models.

2.6 Scheduling Models

In this last section, we survey the results for the specific models used in our research.
2.6.1 Single Machine Scheduling

The problem $1|r_j| \sum C_j$ is one of the fundamental scheduling problems. Jobs arrive over time to be scheduled on a single machine. The goal is to minimize the total completion time. This is equivalent to minimizing the average wait time since $C_j = r_j + d_j + p_j$ where $d_j$ is the delay for the job, or the time between its arrival and when it begins execution. Note that for any job, $r_j$ and $p_j$ are constant.

The offline version of this problem is known to be NP-hard [72] and many approximation algorithms have been proposed. Dessoukey and Deogun [33] gave a branch-and-bound algorithm, Deogun [32] showed a partitioning scheme, Chand et al. [20] offered an improved branch-and-bound method, Gazmuri [40] did a probabilistic analysis, and Porser [86] showed that a greedy method gives optimal solutions under certain conditions. Chu [23] demonstrated algorithms making local optimal conditions. Finally, Mao et al. [80] analyzed the SJF and FCFS algorithms and showed that both have a competitive ratio of $n$.

The offline preemptive version of the problem can be solved in polynomial time [9]. Using this schedule, Kellerer et al. [63] showed how to construct a non-preemptive schedule, sometimes called a relaxation. The authors demonstrated this method has a competitive ration of $O(\sqrt{n})$ ratio. Other relaxation methods were proposed by Chekuri et al. [21] and Hall et al. [48, 47].

In all preceding cases, the competitive ratio was a function of $n$. Hoogeveen and Vset-jens [51] presented the first algorithm with a constant competitive ratio. With this algorithm, jobs are held until they could have finished and then they are scheduled. By de-
laying jobs in this way, short jobs can be scheduled before long jobs to create a better schedule. The authors demonstrated this algorithm has a competitive ratio of 2. Anderson and Potts [6] extended this idea to weighted completion times while still retaining the ratio of 2. Goemans [41] used a similar waiting technique, however his algorithm only produced a 2.415 competitive ratio. van Stee and La Poutre [98] used the waiting technique while allowing restarts. Finally, Epstein and van Stee [35] discussed lower-bounds for the problem.

Although these recent results give a constant competitive ratio, the average case of the algorithm is significantly worse than the simple Shortest Job First rule. For any sequence of jobs, these algorithms produce approximately twice the amount of wait as the optimal because every job is delayed. As we discuss in Chapter 6, waiting is only beneficial when long jobs are delayed to wait for short jobs. These algorithms delay all jobs, causing unnecessary wait.

2.6.2 Identical Parallel Machine Scheduling

The second model we study is a generalization of $1|\sum C_j$ where we have $m$ identical machines on which to schedule the jobs. This problem is denoted $P|\sum C_j$ and has been studied extensively both online and offline [71, 46] beginning with Bruno et al. [19]. More recently, Leonardi and Raz [73] showed that no approximation algorithm can achieve a competitive ratio better than $O(n^{1/3-\epsilon})$. For this reason, much interest has been given to preemptive scheduling [83, 7, 3], although, as noted above, a number of semi-online algorithms have been considered recently [106, 49, 76, 93, 42, 62].

In general, research on this problem has considered variations such as communication
costs \cite{94,36}. In part, this is because the problem has so many real-world uses. We do note, however, that the Shortest Job First algorithm has not been studied either analytically or through simulation in the literature.

### 2.6.3 Unrelated Machine Scheduling

For the final model we study, we have the most general parallel scheduling problem. In this case, $R[r_j] \sum C_j$, each of the $m$ machines $P_i$ has a potentially different processing time $p_{ij}$ for each job $J_j$. This means that each machine can execute any of the jobs, but the time required can vary. The cross-docking example discussed in Chapter 1 and described by Gue \cite{45} is an excellent real-world example of this model. Appendix A discusses cross-docking in more detail.

For the general model, Phillips et al. \cite{82} gave the first approximation algorithm with a competitive ratio of $O(\log^2 n)$. Hall et al. \cite{48} gave the first constant ratio of $16/3$, and this was improved upon by Schulz and Skutella using randomization \cite{92,91}. Vredeveld and Hurkens \cite{100} offered empirical studies of a number of these algorithms. In each case, the algorithms run offline and have super-linear running time. Jansen and Porkolab \cite{57} developed a linear-time algorithm when $m$ is fixed. Hoogeveen et al. \cite{50} showed that no algorithm can have a competitive ratio arbitrarily close to 1.

### 2.7 Discussion

Although many of the concepts involved have been used previously, our research represents a new, more realistic approach to lookahead job scheduling. Our model is centered
around the real-time concept, and as a result, our definition of lookahead is more natural. In addition, our use of both theoretical, worst-case analysis and simulation-based average-case evaluation gives a more complete understanding of the behavior of our algorithms.
Chapter 3

A Model for Lookahead Algorithms

3.1 Introduction

Model building is an important part of algorithm development. The model places an algorithm in the appropriate context by describing the under-lying assumptions. In this chapter, we present our first major result, a model suitable for any resource assignment problem to be solved by a lookahead algorithm in a real-time context.

The utilization of real-time in a lookahead algorithm causes our model to be more complex than those used with a traditional algorithm. For an offline algorithm that has access to all of the requests, the model is simply a data structure holding the requests that allows random access. Likewise, with an algorithm that considers each request in order, we simply have a queue of requests. However, with a lookahead algorithm in a real-time context, the requests arrive over time and the algorithm considers a combination of unsatisfied requests and future requests.

In this context, we are interested in job scheduling, a representative resource assignment problem. We will define our model in terms of a general job scheduling problem where we have \( n \) jobs to schedule on \( m \) machines. Associated with each job \( J_j \), is a pro-
Figure 3.1: Our model for lookahead scheduling in a real-time context consists of a lookahead queue and a wait queue plus two processes. One handles queue maintenance and the other makes scheduling decisions.

cessing time $p_j$ and an arrival time $r_j$, the earliest time the job may execute. The goal is to create a schedule that executes all $n$ jobs that minimizes a time-related criteria such as the maximum completion time or total completion time. Although we have selected job scheduling to describe the lookahead model, it is applicable for any resource assignment problem in the real-time context.

In Figure 3.1, we have a snapshot for an instance of a job scheduling problem. In the schedule at the bottom of the figure, $t$ represents the current moment in time, with the light gray area representing the past. Scheduling decisions have been made such that some machines are currently busy, designated by dark gray jobs. However, since we know the processing time of each job, we know when that machine will be available again.

Above the schedule are the two queues. An important consequence of making decisions in real-time is that requests arrive over time and might not be satisfied immediately. In this case, the request is placed in the wait queue, $Q_W$, and processed later. In the figure,
we have a set of jobs $J_1$ through $J_i$ that have arrived, but have not been scheduled. The order of the wait queue is an important property and is discussed in Section 3.2.

The second queue maintains information about lookahead. Because the requests have not formally occurred, they cannot be assigned. However, knowledge of these requests allows the algorithm to make a more informed decision. In the figure, $Q_{LA}$ contains the set of jobs that have not arrived but have been predicted. Along with each of these jobs is its arrival time, $r_j$. The question of how jobs are predicted is discussed in section 3.2.2.

The existence of these two queues creates additional administrative concerns. For example, requests must be moved from the lookahead queue to the waiting queue at the appropriate time. Although these are important activities, they are, for the most part, disjoint from the task of creating a good assignment. For that reason, we have separated these tasks into a queue maintenance process. The details of this separation are discussed in Section 3.3.1.

The final portion of the model, and arguably the most important, is the algorithm that makes decisions about when to satisfy each request. Because we consider job scheduling, the algorithm uses the information available in both queues to create an assignment of jobs to machines. In the figure, this is represented by the movement of the first job in the wait queue to the schedule. In section 3.3.2, we discuss why the algorithm always selects the first job and other relevant design considerations.

Together, the two queues and the two processes describe a complete model for representing resource assignment problems to be solved by lookahead algorithms in a real-time context. In the remainder of this chapter, we discuss each component of the model in more detail, using the specific resource assignment problem of job scheduling as a motivating
3.2 Queue Design

The wait queue, $Q_w$, and the lookahead queue, $Q_{LA}$, hold jobs before they are scheduled. The most important design issue concerning the wait queue is the order of the jobs. To build the lookahead queue, we must decide how future jobs are discovered.

3.2.1 Wait Queue

In Figure 3.1, $Q_w$ is the wait queue that holds jobs that have arrived but have not been scheduled. By sorting the queue in certain ways, we can guarantee that the scheduling algorithm always selects the first job in the queue when it decides to schedule a job. This results in a scheduling algorithm with faster running time.

If the goal is to minimize the average wait time over all jobs, Conway [28] proved that for a given set of jobs that have already arrived, the smallest average wait time is produced by scheduling the jobs using the Shortest Job First rule. Therefore, the waiting queue will be sorted by processing time with the shortest at the head if the goal is to minimize the average wait time.

Conversely, if the goal is to minimize the total time necessary to complete all jobs, we will sort the wait queue so that the largest job is at the head. Graham [42] showed that this will be optimal for a given set of jobs.
3.2.2 Lookahead Queue

As Figure 3.1 depicts, jobs enter the wait queue by first passing through the lookahead queue, $Q_{LA}$. This auxiliary queue contains jobs $J_{i+1}$ through $J_{i+a}$ that will arrive in the future. These jobs cannot be scheduled because they have not arrived. Therefore, it makes sense to sort this queue by arrival time. When a job is predicted, it is added to the end of the queue, and by the time its arrival time occurs, it will have moved to the head.

The prediction of jobs must be done in a realistic way. For example, in the cross-docking system introduced in Chapter 1, it is reasonable that trucks can use radio communication to announce their arrival time when they are within a short distance of the cross-docking warehouse. Likewise, a facility that uses a combination of an appointment book and "walk-in," or spontaneous sessions, can also be viewed as utilizing lookahead. In this case, the appointments are predicted before they occur and the others are never predicted.

We consider two mathematical methods for predicting jobs. In the first approach, the lookahead queue always contains the next $k$ incoming jobs for some constant $k \geq 1$. Let $t$ be the current time and let $J_{i+1}, \ldots, J_n$ be the jobs which have not arrived. Further, assume that $\tau_{i+1} \leq \tau_{i+2} \leq \ldots \leq \tau_n$. In this case, the jobs $J_{i+1} \ldots J_{i+k}$ form the lookahead queue. For any sequence of $n$ jobs, $Q_{LA}$ always holds $k$ jobs until job $J_{n-k}$ arrives. At this point, there are no additional jobs to add to $Q_{LA}$ and the queue size will decrease until the last job arrives.

Another method for creating the lookahead queue is to lookahead $\Delta$ time units, where $\Delta$ is a pre-selected constant similar to $k$. Let the current time be $t$. Then the lookahead
queue will contain all the jobs arriving between time \( t \) and time \( t + \Delta \). For a sequence of \( n \) jobs, the number of jobs in the lookahead queue can be as large as \( n \) when all jobs have arrival times less than \( t + \Delta \), or it can be as small as zero in the case that the earliest arriving future job has an arrival time greater than \( t + \Delta \).

No matter which of the two methods is used to define the lookahead queue, the choice for the constants \( k \) or \( \Delta \) determines the amount of future information available to the scheduler.

### 3.3 Control Processes

Our discussion of the design for the wait and lookahead queues talked about the maintenance that must occur for each queue. The other important aspect of our model is the two processes that perform this work. We have a process \( P_Q \) that handles the tasks related to queue maintenance, and a second process, \( P_S \), that makes scheduling decisions. This is a natural separation because the tasks are essentially disjoint. As discussed in section 3.2, by sorting the wait queue in a way appropriate to the goal, the scheduler always chooses the first job in the queue. Thus, the scheduler only needs read access to the queues, and it directs the queue maintenance process to remove the job when it makes a scheduling decision.

#### 3.3.1 Queue Maintenance

The task of moving jobs in and out of the two queues and keeping the queues in the correct order is the task of process \( P_Q \), represented in Figure 3.1 as arrows into \( Q_{LA} \) and between
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$Q_{LA}$ and $Q_W$. Specifically, $P_Q$ moves jobs out of $Q_W$ for execution, moves jobs out of $Q_{LA}$ and adds them to $Q_W$ when the arrival times of the jobs occur, and adds jobs to $Q_{LA}$ when this information becomes available. Process $P_Q$ is also responsible for keeping the sorted orders in the queues. Typically, the lookahead queue is ordered by increasing arrival times and the wait queue may be ordered by processing times, arrival times, or priorities of the jobs in the queue, depending on the algorithm adopted by the scheduler.

3.3.2 Scheduler

The scheduler is called each time a scheduling decision must be made. This occurs in two situations, when a job arrives and at least one machine is idle, and when a job completes execution and the wait queue is not empty. As a result, the decision-making is partitioned into multiple executions of the same algorithm. The purpose of this algorithm is to choose whether to schedule a particular job or to wait for the next job to arrive, based on the information available in $Q_W$ and $Q_{LA}$.

Making these decisions effectively is a very difficult task. From a mathematical perspective, the problem is NP-hard regardless of the optimality criteria because the lookahead jobs have arrival times [72]. We are further challenged by the fact that the algorithm only knows about a portion of the jobs that will arrive in the future. Together, these factors mean that any real-time algorithm will only produce an approximation of the optimal schedule.

A good approximation is a greedy approach because the goal is to minimize the objective function over the entire schedule. This type of algorithm makes locally optimal decisions with the idea that the cumulative schedule will be close to the true optimal. In
the case of our job scheduling model, we define the local optimal in terms of the known jobs in $Q_W$ and $Q_{LA}$. We assume that no further jobs will arrive. Under this assumption, our algorithm has the same information as an offline algorithm that knows the entire sequence of jobs.

Using this information, the algorithm must decide whether the local-optimal schedule is produced by executing a job in the wait queue or waiting for a job in the lookahead queue to arrive. Discovering a technique to make this decision was a major goal of our research.

A naive but straight-forward method is to generate all possible schedules of the jobs in $Q_W$ and $Q_{LA}$, evaluate the objective function for each schedule, and then identify the one with the minimum value. The scheduler then makes its decision consistent with this local-optimal schedule. The scheduler chooses to execute a job from $Q_W$ at time $t$ if the best schedule executes and it decides to wait if the best schedule waits.

Unfortunately, this brute-force method is not realistic. The machine remains idle, waiting for the algorithm to decide whether to wait or schedule, resulting in exponential running time. We are therefore motivated to develop an algorithm smarter than the naive method which makes optimal local decisions in linear, logarithmic or constant time. Our ultimate goal is to achieve constant time by developing a local condition containing predicates derived from the characteristics of the jobs in $Q_W$ and $Q_{LA}$. The satisfaction of the local condition implies that waiting at $t$ is always better than executing a job in $Q_W$ or vice versa. If such a local condition exists, the algorithm can make the optimal local decision without calculating all possible schedules.

For some job scheduling problems, the sub-problem of deciding whether to wait or
schedule may be NP-hard. Because it will be impossible to find the optimal local solution quickly, we will be forced to develop an approximation algorithm for the local optimal decisions. In either case, the technique used to decide whether to wait or schedule is our primary interest.

3.4 Discussion

The lookahead model we have described is a new, more realistic approach to job scheduling because scheduling decisions are made in the context of time. By holding unscheduled jobs in a wait queue, we can alter the order of assignment and consequently create a better schedule. In addition, lookahead is a middle ground between the all-knowing offline algorithm and the short-sighted online algorithm.

Using this model, we consider two fundamental research questions. First, how can we use the information in \( Q_W \) and \( Q_{LA} \) to create better schedules? We use a greedy method to make the decision that appears to be the best at each given time instant. Second, can we implement this decision process in constant time? The execution time of the algorithm is an important consideration because the amount of time used to make scheduling decisions affects the execution of the jobs. We consider both of these questions in the following chapters.
Chapter 4

Lookahead Algorithm Design

4.1 Overview

In the previous chapter, we presented a general model for utilizing lookahead algorithms to solve resource assignment problems in a real-time context. In this chapter, we focus on the scheduling process in the lookahead model. Specifically, we demonstrate how to implement a lookahead algorithm efficiently for two fundamental job scheduling problems.

For both of the scheduling problems, there are \( n \) jobs, and associated with each job, \( J_j \), is a processing time, \( p_j \), and arrival time, \( r_j \). We assume that, through the lookahead queue, we always know the arrival time and processing time of one or more of the next arriving jobs, called the lookahead jobs. For both problems, the goal is to minimize the sum of completion times.

As discussed in the previous chapter, it is not possible to create the optimal schedule because a lookahead algorithm used to make each decision does not have knowledge of all of the jobs. Instead, we use a greedy heuristic to incrementally create a schedule that is an approximation of the optimal. When a job arrives and a machine is idle, the algorithm executes and decides whether to schedule that job or to hold it until another job arrives.
Likewise, when a job completes and there are jobs waiting, the algorithm must decide whether to execute the first job in the wait queue or wait.

To construct a complete schedule for \( n \) jobs, the decision whether to wait or schedule is made multiple times. It is important to point out that the algorithms we present execute once for each of these decision. This is a significant departure from a traditional algorithm that executes outside of time and creates the entire schedule in one execution. Our algorithm executes in real-time and must complete execution before any job may begin. Therefore, each decision must be made quickly.

For a conservative algorithm that never holds a machine idle when there is a job waiting, the execution time of the algorithm is typically not long. For example, the Shortest Job First (SJF) algorithm always executes the job with the smallest processing time and never decides to wait. Therefore, scheduling decisions are made in constant time, assuming the wait queue is sorted appropriately. In the offline version of the problem where the jobs do not have arrival times, this method produces the optimal schedule [28].

Although the SJF algorithm works well when all jobs are available at once, it can easily be fooled into making bad decisions when the jobs arrive over time. In a one machine environment, if the machine becomes idle and a very long job is the only one in the wait queue, the SJF algorithm executes this long job. However, if a short job is about to arrive, a better schedule is to wait for the short job to arrive, schedule it, and then schedule the long job. In this example, the SJF algorithm's lack of foresight causes it to make a poor scheduling decision.

A lookahead algorithm, by comparison, creates a better schedule because it has knowledge of jobs that arrive in the near future. This complicates the decision process because
the scheduler must determine whether it is more beneficial to wait for a job or to schedule a job in the wait queue. For our model, this decision process is broken down into three steps. First, the algorithm assumes that no jobs will arrive other than those already in the lookahead queue. With this assumption, the problem is reduced to an offline problem because the scheduler has knowledge of all jobs. Second, the algorithm calculates the objective function for “waiting” and “non-waiting” schedules. The former is the optimal schedule of all unscheduled jobs produced after a job is scheduled immediately and the latter is the optimal schedule produced after waiting for the first lookahead job to arrive. In the final step of the process, our algorithm determines which schedule produces the smaller objective value. If the waiting schedule is better, the algorithm decides to wait, otherwise the algorithm schedules the smallest job in the queue\textsuperscript{1}.

For this process, the second step requires the most explanation. Given a set of jobs, there are an exponential number of feasible schedules, even after the first decision to wait or schedule is specified. Because the algorithm executes in real-time, it is not reasonable to calculate all these schedules for both the waiting and non-waiting cases. Instead, we present conditions that can be evaluated quickly by inferring the optimal waiting and not-waiting schedules, usually without considering each of the jobs in the two queues.

In the next section, we discuss a Lookahead-1 algorithm for a two machine system and the running time of this algorithm. In the following section, we develop a Lookahead-2 algorithm for the single machine environment. Finally, we discuss the exponential running time of a Lookahead-\(k\) algorithm.

\textsuperscript{1}Conway’s result can easily be extended to show that the shortest job will be executed even though some of the jobs have arrival times.
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Figure 4.1: When a decision must be made in the two machine system, the Lookahead-1 algorithm has access to jobs $J_1$ through $J_i$ in the wait queue plus job $J_{i+1}$ with its arrival time $r_{i+1}$ in the lookahead queue.

Figure 4.2: In the waiting schedule, machine $M_1$ remains idle from time $t$ to $r_{i+1}$ and then executes $J_{i+1}$. After this job completes, the algorithm schedules the jobs in the wait queue in order.

Figure 4.3: In the non-waiting schedule, the algorithm chooses to schedule $J_1$ on $M_1$ immediately. During its execution, $J_{i+1}$ arrives and is added to the wait queue. When $J_1$ completes execution, the algorithm schedules all of the jobs in the wait queue in order.

4.2 A Lookahead-1 Algorithm for Two Machines

In the job scheduling problem $P2|r_j| \sum C_j$, we have two machines, $M_1$ and $M_2$ on which we want to schedule $n$ jobs, each of which has an associated arrival time $r_j$, and a processing time $p_j$. The goal is to minimize $\sum C_j$, the sum of the completion times for all $n$ jobs, also called the total completion time.

In addition to the queue of waiting jobs, our algorithm always has access to the arrival time and processing requirements of the next job to arrive. In Section 4.2.1, we describe a method to decide between waiting and scheduling that typically does not consider every job in the wait queue.
Figure 4.1 shows a representative instance of the problem. At time $t$, machine $M_1$ is idle and $M_2$ will become idle at time $t'$. We have a set of jobs $J_1$ through $J_i$ in the wait queue, and a job $J_{i+1}$ in the lookahead queue that will arrive at time $r_{i+1} > t$. The task of the algorithm is to decide whether to execute job $J_i$ immediately or to wait for job $J_{i+1}$ to arrive.

To understand how the algorithm works, consider Figures 4.2 and 4.3 that show the schedules produced as a result of each of the possible decisions. Comparing these two schedules, we notice that the even indexed jobs are scheduled in order on one machine and the odd indexed jobs (with the exception of $J_1$) are scheduled in order on the other machine. This observation is the key to our algorithm, and allows it to make decisions without calculating either schedule entirely.

This helpful pattern occurs because the jobs are scheduled in order from shortest to longest. In the non-waiting schedule in Figure 4.3, job $J_2$ starts the alternating sequence because it is the job that begins execution before time $t'$ and completes after. Because $p_3 > p_2$, when $J_3$ is scheduled on $M_2$, its completion time is necessarily after the completion time of $J_2$. Likewise, $J_4$ is scheduled on $M_1$ and completes after $J_3$ and, because each job is longer than the previous, the alternating pattern continues through job $J_i$.

This pattern occurs in both the waiting and non-waiting schedules, although it may be that the groups are on opposite machines in each schedule. It is also possible for a single job at the beginning of the sequence to remain on the same machine in both schedules. Regardless, the details of the alternation can be determined without calculating the entire schedule, and using this information, we can decide which schedule creates a smaller total completion time. Consequently, our algorithm can quickly determine whether to wait or
CHAPTER 4. LOOKAHEAD ALGORITHM DESIGN

schedule, an important consideration in a real-time context.

Throughout the algorithm presented below, we use $t$ to refer to the current time and, without loss of generality, refer to the idle machine as $M_1$. The time when machine $M_2$ becomes available is $t'$. In the pseudo-code, “schedule” means that $J_1$ is executed on $M_1$ starting at time $t$. Accordingly, “wait” means that $M_1$ is idle from $t$ to $r_{t+1}$. Further definition will be given in the next section.

Procedure Lookahead

if $Q_W$ is empty
then return

if $Q_{LA}$ is empty
then schedule

else if one of the following conditions is true

(1) $t \geq t'$
(2) $t < t'$ and $p_1 \leq \Delta$
(3) $t < t'$, $p_1 > \Delta$, and $r_{t+1} \geq t'$
(4) $t < t'$, $p_1 > \Delta$, $r_{t+1} < t'$, and $p_{t+1} \geq p_1$
(5) $t < t'$, $p_1 > \Delta$, $r_{t+1} < t'$, $p_{t+1} < p_1$, and $\Delta + p_{t+1} \geq p_1$

then schedule

else if $t + p_1 > t'$

then if $t + \Delta + p_{t+1} < t'$ // case 1

then if $(1 + |B|)\Delta + (|B| - |C| - 1) \min\{t' - t, p_1 - p_{t+1}\} + (|B| - |C|)(t + p_{t+1} - t') \geq 0$
then schedule

else wait

else if \( t + \Delta + p_{t+1} \geq t' \) / / case 2

\[
\text{then if } |B|\Delta + (|C| - |B|) \min\{t' - t, p_1 - p_{t+1}\} \geq 0
\]

\[
\text{then schedule}
\]

else wait

else if \( t + p_1 \leq t' \)

\[
\text{then if } t + \Delta + p_{t+1} + p_1 \geq t' \) / / case 3
\]

\[
\text{then if } (1 + |B|)\Delta + p_{t+1} - p_1 + (|C| - |B| + 1) \max\{0, t' - t - p_{t+1} - p_b\} \geq 0
\]

\[
\text{then schedule}
\]

else wait

else if \( t + \Delta + p_{t+1} + p_1 < t' \) / / case 4

\[
\text{then if } (|A| + |B|)\Delta + p_{t+1} - p_1 + (|C| - |B| + 1) \max\{0, t' - t - \sum_A p_j - p_b\} \geq 0
\]

\[
\text{then schedule}
\]

else wait

4.2.1 Theoretical Justification of the LA1 Algorithm

The goal of this section is to demonstrate that the various conditions presented in the Lookahead-1 algorithm are both necessary and sufficient when making scheduling decisions. That is, we want to show that the algorithm can successfully determine to wait or schedule without considering every possible schedule. To do so, we break the overall
structure of the algorithm into three parts. The first two conditions address the algorithm's decision when one of the queues is empty. The next condition, broken into five cases, specifies decisions we call "obvious." In the last four conditions, the algorithm must analyze the alternating pattern to make its decision. In this section, we consider these three possibilities in turn.

Our algorithm is executed when a machine becomes idle or when a job arrives and there is already an idle machine. Obviously, if \( Q_w \) is empty, then we must wait and if \( Q_{LA} \) is empty, then we should schedule. The first two conditions of our algorithm represent these actions.

Because there is no work to do when either queue is empty, from now on, we make the following assumptions, without loss of generality, about the state of the queues:

- The wait queue \( Q_w \) contains \( l \) jobs, \( J_1, \ldots, J_l \), all of which have arrived but have not been scheduled. These jobs are ordered by non-decreasing processing times:
  \[ p_1 \leq \cdots \leq p_l. \]

- The lookahead queue \( Q_{LA} \) contains the next in-coming job \( J_{l+1} \) with processing time \( p_{l+1} \) and arrival time \( r_{l+1} > t \).

Using this notation, we next consider some cases in which the choice to schedule \( J_1 \) is obvious. Without loss of generality, assume \( M_1 \) is idle at time \( t \) and we need to make a scheduling decision. Recall that this can occur either because a job completes execution or because a job arrives. Also, let \( t' \) be the time when \( M_2 \) becomes idle and let \( \Delta = r_{l+1} - t > 0 \) be the amount of time before the lookahead job arrives, called the waiting period.
• $t \geq t'$: When both machines are idle, it does not make sense to make both wait. The lookahead algorithm executes $J_1$.

• $t < t'$ and $p_1 \leq \Delta$: When the processing time of $J_1$ can fit into the waiting period without increasing the completion times of other jobs, scheduling $J_1$ on $M_1$ is an obvious choice.

• $t < t'$, $p_1 > \Delta$, and $r_{l+1} \geq t'$: In this case, $J_{l+1}$ arrives after $t'$. If $M_1$ is kept idle, then at time $t'$ both machines are idle and we have the first case. Therefore, $J_1$ is executed at $t$ to yield a smaller completion time.

• $t < t'$, $p_1 > \Delta$, $r_{l+1} < t'$, and $p_{l+1} \geq p_1$: Because $p_{l+1} \geq p_1$, if the algorithm waits, then when $J_{l+1}$ arrives, it is placed in the queue somewhere behind $J_1$. Therefore, the jobs are scheduled in the same order regardless of whether or not the algorithm waits. It follows that starting the sequence of jobs at time $t$ rather than $r_{l+1}$ produces a schedule with a smaller total completion time. Therefore, the algorithm executes $J_1$.

• $t < t'$, $p_1 > \Delta$, $r_{l+1} < t'$, $p_{l+1} < p_1$, and $\Delta + p_{l+1} \geq p_1$: The sum of the completion times for $J_1$ and $J_{l+1}$ in the waiting and non-waiting schedules is $2 \cdot (t + \Delta + p_{l+1}) + p_1$ and $2 \cdot (t + p_1) + p_{l+1}$ respectively. If $\Delta + p_{l+1} > p_1$, it follows that the non-waiting schedule has a smaller total completion time. When $\Delta + p_{l+1} = p_1$, the machines next becomes idle at time $\min\{t + p_1, t'\}$ in both schedules. However, in the waiting schedule, $J_1$ is at the head of the queue while in the non-waiting schedule $J_{l+1}$ is the shortest available job. It follows that we produce a smaller total completion time with the smaller set of waiting jobs. Therefore, when $\Delta + p_{l+1} \geq p_1$, we execute $J_1$. 
When \( t < t', p_1 > \Delta, r_{i+1} < t', p_{i+1} < p_1 \), and \( \Delta + p_{i+1} < p_1 \), the decision whether or not to wait requires further consideration. Using information about the relationship between \( J_1, J_{i+1}, \) and \( t' \), we further break the remaining possibilities into four cases:

- \( t + p_1 > t' \) and \( t + \Delta + p_{i+1} < t' \): In the non-waiting schedule, \( J_1 \) completes after \( t' \) and in the waiting schedule, \( J_{i+1} \) completes before \( t' \).
- \( t + p_1 > t' \) and \( t + \Delta + p_{i+1} \geq t' \): In the non-waiting schedule, \( J_1 \) completes after \( t' \) and in the waiting schedule, \( J_{i+1} \) completes after \( t' \).
- \( t + p_1 \leq t' \) and \( t + \Delta + p_{i+1} + p_1 \geq t' \): Note that the conditions in this case imply that \( t + \Delta + p_{i+1} < t' \). In the non-waiting schedule, \( J_1 \) completes before \( t' \) and in the waiting schedule, \( J_{i+1} \) completes before \( t' \) and \( J_1 \) also completes on \( M_1 \) but after \( t' \).
- \( t + p_1 \leq t' \) and \( t + \Delta + p_{i+1} + p_1 < t' \): In the non-waiting schedule, \( J_1 \) completes before \( t' \) and in the waiting schedule, both \( J_1 \) and \( J_{i+1} \) complete before \( t' \).

Note that these four cases cover all the remaining possibilities. We consider each possibility in a lemma using the following definitions. First, we define three job sets based on the waiting schedule. Set \( A \) contains all jobs on \( M_1 \) which start after \( r_{i+1} \) and complete before \( t' \). Note that \( A \) may be empty. Set \( B \) contains jobs on \( M_1 \) following \( A \). Let \( J_b \) be the first, and therefore the shortest job in \( B \). Finally, set \( C \) contains jobs on \( M_2 \) which start after \( t' \). Note that because the jobs are scheduled in the order of non-decreasing processing times, jobs \( B = \{ J_b, J_{b+2}, J_{b+4} \ldots \} \) are scheduled on \( M_1 \) and jobs \( C = \{ J_{b+1}, J_{b+3}, J_{b+5} \ldots \} \) are scheduled on \( M_2 \). It follows that we have \( |B| = |C| \) or \( |B| = |C| + 1 \).
Figure 4.4: In Lemma 4.1, $J_{i+1}$ completes before time $t'$ in the waiting schedule. Depending on the lengths of $J_i$ and $J_{i+1}$, there are two possible non-waiting schedules, one where $J_{i+1}$ completes before $J_i$, and one where it completes after $J_i$.

The Waiting Schedule

Two Possible Non-Waiting Schedules

Define a function $\text{diff}$, which gives the difference between the total wait times of a set of jobs in the waiting schedule and the non-waiting schedule (under consideration). Thus, if $\text{diff}(\{J_1, \ldots, J_i, J_{i+1}\}) \geq 0$, the lookahead algorithm chooses to schedule, and if $\text{diff}(\{J_1, \ldots, J_i, J_{i+1}\}) < 0$, the algorithm chooses to wait.

Lemma 4.1 Suppose $t < t'$, $p_1 \geq \Delta$, $r_{i+1} < t'$, $p_{i+1} < p_1$, and $\Delta + p_{i+1} < p_1$. In addition, $t + p_1 > t'$ and $t + \Delta + p_{i+1} < t'$. The lookahead algorithm chooses to schedule $J_i$ on $M_1$ at $t$ if and only if
\[
(1 + \mid B \mid)\Delta + \min\{(t' - t, p_1 - p_{i+1}) + (\mid B \mid - \mid C \mid)(t + p_{i+1} - t') > 0.
\]

Proof: To prove the lemma, all we need to show is that
\[
\text{diff}(\{J_1, \ldots, J_i, J_{i+1}\}) = (1+\mid B \mid)\Delta + \min\{(t' - t, p_1 - p_{i+1}) + (\mid B \mid - \mid C \mid)(t + p_{i+1} - t').
\]

Figure 4.4 shows the waiting schedule and two possible non-waiting schedules. In the waiting schedule, after waiting from $t$ to $r_{i+1}$, $M_1$ executes the shortest job available, $J_{i+1}$. Because $t + \Delta + p_{i+1} < t'$, $J_{i+1}$ finishes before $t'$. Note that because $t + p_1 > t'$, $J_1$ finishes after $t'$. Also, $|A| = 1$ containing $J_{i+1}$. 
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If $t' + p_{t+1} \leq t + p_1$, then the first possible non-waiting schedule occurs and we have the following equations for the $\text{diff}$ function:

\[
\text{diff}(A) = t + \Delta - t',
\]

\[
\text{diff}(B) = |B|(\Delta + p_{t+1}), \text{ and}
\]

\[
\text{diff}(C) = |C|(-p_{t+1}).
\]

Summing up, we get

\[
\text{diff}([J_1, \ldots, J_i, J_{i+1}]) = (1 + |B|)\Delta - (t' - t) + (|B| - |C|)p_{t+1}.
\]

Because $t' + p_{t+1} \leq t + p_1$, $\min\{t' - t, p_1 - p_{t+1}\} = t' - t$. Also, $(|B| - |C|)p_{t+1} = (|B| - |C|)(t + p_{t+1} - t') + (|B| - |C|)(t' - t)$. Therefore,

\[
\text{diff}([J_1, \ldots, J_i, J_{i+1}]) = (1+|B|)\Delta +(|B|-|C|-1)\min\{t' - t, p_1 - p_{t+1}\} + (|B| - |C|)(t + p_{t+1} - t').
\]

If $t' + p_{t+1} > t + p_1$, then the second possible non-waiting schedule occurs, and we have the following equations for the $\text{diff}$ function:

\[
\text{diff}(A) = t + \Delta - t',
\]

\[
\text{diff}([J_1]) = \Delta + p_{t+1},
\]

\[
\text{diff}(B - [J_1]) = (|B| - 1)(t + \Delta + p_1 - t'), \text{ and}
\]

\[
\text{diff}(C) = |C|(t' - t - p_1).
\]
Figure 4.5: In Lemma 4.2, \( J_{i+1} \) completes execution after time \( t' \) in the waiting schedule. Depending on the lengths of \( J_i \) and \( J_{i+1} \), there are two possible non-waiting schedules, one where \( J_{i+1} \) completes before \( J_i \), and the other where it completes after \( J_i \).

Summing up, we get

\[
\text{diff}(\{J_1, \ldots, J_i, J_{i+1}\}) = (1 + |B|)|\Delta - (p_1 - p_{i+1}) + (|B| - |C|)(t + p_i - t').
\]

Because \( t' + p_{i+1} > t + p_i, \min\{t' - t, p_1 - p_{i+1}\} = p_1 - p_{i+1} \). Also, \((|B| - |C|)(t + p_i - t') = (|B| - |C|)(t + p_{i+1} - t') + (|B| - |C|)(p_1 - p_{i+1})\). Therefore,

\[
\text{diff}(\{J_1, \ldots, J_i, J_{i+1}\}) = (1 + |B|)|\Delta + (|B| - |C| - 1)\min\{t' - t, p_1 - p_{i+1}\} + (|B| - |C|)(t + p_{i+1} - t').
\]

Lemma 4.2 Suppose \( t < t', p_1 > \Delta, \tau_{i+1} < t', p_{i+1} < p_i, \) and \( \Delta + p_{i+1} < p_i \). In addition, \( t + p_1 > t' \) and \( t + \Delta + p_{i+1} \geq t' \). The lookahead algorithm chooses to schedule \( J_1 \) on \( M_1 \) at \( t \) if and only if \( |B|\Delta + (|C| - |B|)\min\{t' - t, p_1 - p_{i+1}\} \geq 0 \).

Proof: To prove the lemma, all we need to show is that

\[
\text{diff}(\{J_1, \ldots, J_i, J_{i+1}\}) = |B|\Delta + (|C| - |B|)\min\{t' - t, p_1 - p_{i+1}\}.
\]
Figure 4.5 shows the waiting schedule and two possible non-waiting schedules. In the waiting schedule, after waiting from \( t \) to \( r_{i+1} \), \( M_i \) executes the shortest job available, \( J_{i+1} \). Because \( t + \Delta + p_{i+1} \geq t' \), \( J_{i+1} \) finishes after \( t' \). Also, \( A \) is empty and \( J_{i+1} \) is the first (also the shortest) in \( B \).

If \( t' + p_{i+1} \leq t + p_1 \), where the first possible non-waiting schedule occurs, we have the following equations for the \( \text{diff} \) function.

\[
\text{diff}(B) = |B|(t + \Delta - t'), \quad \text{and} \\
\text{diff}(C) = |C|(t' - t).
\]

Summing up, we get

\[
\text{diff}\{J_1, \ldots, J_i, J_{i+1}\} = |B|\Delta + (|C| - |B|)(t' - t).
\]

Because \( t' + p_{i+1} \leq t + p_1 \), \( \min\{t' - t, p_1 - p_{i+1}\} = t' - t \). Therefore,

\[
\text{diff}\{J_1, \ldots, J_i, J_{i+1}\} = |B|\Delta + (|C| - |B|)\min\{t' - t, p_1 - p_{i+1}\}.
\]

If \( t' + p_{i+1} > t + p_1 \), where the second possible non-waiting schedule occurs, we have the following equations for the \( \text{diff} \) function.

\[
\text{diff}\{J_1\} = t' - t, \\
\text{diff}\{J_{i+1}\} = t + \Delta - t', \\
\text{diff}(B - \{J_{i+1}\}) = (|B| - 1)(\Delta + p_{i+1} - p_1), \quad \text{and}
\]
Figure 4.6: In Lemma 4.3, \( J_{i+1} \) completes execution before time \( t' \) in the waiting schedule. Depending on the lengths of \( J_i \) and \( J_{i+1} \), there are two possible non-waiting schedules, one where both jobs are scheduled on the same machine, and one where they are on different machines.

The Waiting Schedule

Two Possible Non-Waiting Schedules

\[
diff(C - \{J_i\}) = (|C| - 1)(p_1 - p_{i+1}).
\]

Summing up, we get

\[
diff(\{J_1, \ldots, J_i, J_{i+1}\}) = |B| \Delta + (|C| - |B|)(p_1 - p_{i+1}).
\]

Because \( t' + p_{i+1} > t + p_i \), \( \min\{t' - t, p_1 - p_{i+1}\} = p_1 - p_{i+1} \). Therefore,

\[
diff(\{J_1, \ldots, J_i, J_{i+1}\}) = |B| \Delta + (|C| - |B|) \min\{t' - t, p_1 - p_{i+1}\}.
\]

Lemma 4.3 Suppose \( t < t' \), \( p_1 > \Delta \), \( p_{i+1} < t' \), \( p_{i+1} < p_1 \), and \( \Delta + p_{i+1} < p_1 \). In addition, \( t + p_1 \leq t' \) and \( t' \leq t + \Delta + p_{i+1} + p_1 \). The lookahead algorithm chooses to schedule \( J_3 \) on \( M_1 \) at \( t \) if and only if

\[
(1 + |B|) \Delta + p_{i+1} - p_1 + (|C| - |B| + 1) \max\{0, t' - t - p_{i+1} - p_b\} \geq 0.
\]

Proof: To prove the lemma, all we need to show is that

\[
diff(\{J_1, \ldots, J_i, J_{i+1}\}) = (1 + |B|) \Delta + p_{i+1} - p_1 + (|C| - |B| + 1) \max\{0, t' - t - p_{i+1} - p_b\}.
\]
Figure 4.6 shows the waiting schedule and two possible non-waiting schedules. In the waiting schedule, \( J_{i+1} \) is the only job in \( A \) because \( t + \Delta + p_{i+1} < t' \leq t + \Delta + p_{i+1} + p_1 \). Also, \( J_1 \) is scheduled on \( M_1 \) and completes after \( t' \).

If \( t + p_1 + p_{i+1} > t' \), where the first possible non-waiting schedule occurs, we have the following equations for the \( \text{diff} \) function.

\[
\text{diff}(\{J_1\}) = \Delta + p_{i+1},
\]

\[
\text{diff}(\{J_{i+1}\}) = \Delta - p_1,
\]

\[
\text{diff}(B - \{J_1\}) = (|B| - 1)\Delta, \text{ and}
\]

\[
\text{diff}(C) = 0.
\]

Summing up, we get

\[
\text{diff}(\{J_1, \ldots, J_i, J_{i+1}\}) = (1 + |B|)\Delta + p_{i+1} - p_1.
\]

From the non-waiting schedule, we have \( t' - t - p_{i+1} - p_1 < 0 \). So \( (|C| - |B| + 1) \max\{0, t' - t - p_{i+1} - p_1\} = 0 \). Therefore,

\[
\text{diff}(\{J_1, \ldots, J_i, J_{i+1}\}) = (1 + |B|)\Delta + p_{i+1} - p_1 + (|C| - |B| + 1) \max\{0, t' - t - p_{i+1} - p_b\}.
\]

If \( t + p_1 + p_{i+1} \leq t' \), where the second possible non-waiting schedule occurs, we have the following equations for the \( \text{diff} \) function.

\[
\text{diff}(\{J_1\}) = \Delta + p_{i+1},
\]
\[ \text{diff}(\{J_{i+1}\}) = \Delta - p_1, \]
\[ \text{diff}(B - \{J_1\}) = (|B| - 1)(t + \Delta + p_{i+1} + p_1 - t'), \text{ and} \]
\[ \text{diff}(C) = |C|(t' - t - p_{i+1} - p_1). \]

Summing up, we get
\[ \text{diff}(\{J_1, \ldots, J_i, J_{i+1}\}) = (1 + |B|)\Delta + p_{i+1} - p_1 + (|C| - |B| + 1)(t' - t - p_{i+1} - p_1). \]

Because \( t' - t - p_{i+1} - p_1 \geq 0 \) from the non-waiting schedule, therefore,
\[ \text{diff}(\{J_1, \ldots, J_i, J_{i+1}\}) = (1 + |B|)\Delta + p_{i+1} - p_1 + (|C| - |B| + 1) \max\{0, t' - t - p_{i+1} - p_6\}. \]

**Lemma 4.4** Suppose \( t < t', p_1 > \Delta, r_{i+1} < t', p_{i+1} < p_1, \text{ and } \Delta + p_{i+1} < p_1. \) In addition, \( t + p_1 \leq t' \) and \( t + \Delta + p_{i+1} + p_1 < t'. \) The lookahead algorithm chooses to schedule \( J_1 \) on \( M_1 \) at \( t \) if and only if \( (|A| + |B|)\Delta + p_{i+1} - p_1 + (|C| - |B| + 1) \max\{0, t' - t - \sum_A p_j - p_6\} \geq 0. \)

**Proof:** To prove the lemma, all we need to show is that
\[ \text{diff}(\{J_1, \ldots, J_i, J_{i+1}\}) = (|A| + |B|)\Delta + p_{i+1} - p_1 + (|C| - |B| + 1) \max\{0, t' - t - \sum_A p_j - p_6\}. \]

Figure 4.7 shows the waiting schedule and two possible non-waiting schedules. In the waiting schedule, the set \( A \) contains both \( J_{i+1} \) and \( J_1 \) because \( t + \Delta + p_{i+1} + p_1 < t' \). It may also be the case that more jobs are in \( A \).
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Figure 4.7: In Lemma 4.4, multiple jobs complete before time \( t' \) in the waiting schedule. Depending on the lengths of \( J_1 \) and \( J_{i+1} \), there are two possible non-waiting schedules, one where the jobs are on the same machine as the waiting schedule, and one where a single job is on the other machine.

If \( t + \sum A p_i + p_b > t' \), where the first possible non-waiting schedule occurs, we have the following equations for the \( \text{diff} \) function.

\[
\text{diff}(\{J_1\}) = \Delta + p_{i+1},
\]

\[
\text{diff}(\{J_{i+1}\}) = \Delta - p_1,
\]

\[
\text{diff}(A - \{J_1, J_{i+1}\}) = (|A| - 2)\Delta,
\]

\[
\text{diff}(B) = |B|\Delta, \text{ and}
\]

\[
\text{diff}(C) = 0.
\]

Summing up, we get

\[
\text{diff}(\{J_1, \ldots, J_i, J_{i+1}\}) = (|A| + |B|)\Delta + p_{i+1} - p_1.
\]

From the non-waiting schedule, we have \( t' - t - \sum A p_j - p_b < 0 \). So \((|C| - |B| + 1)\max\{0, t' - \)
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\[ t - \sum_A p_j - p_b = 0. \] Therefore,

\[ \text{diff}\{J_1, \ldots, J_t, J_{t+1}\} = (|A| + |B|)\Delta + p_{t+1} - p_1 + (|C| - |B| + 1) \max\{0, t' - t - \sum_A p_j - p_b\}. \]

If \( t + \sum_A p_i + p_b \leq t' \), where the second possible non-waiting schedule occurs, we have the following equations for the \text{diff} function.

\[ \text{diff}\{J_1\} = \Delta + p_{t+1}, \]
\[ \text{diff}\{J_{t+1}\} = \Delta - p_1, \]
\[ \text{diff}(A - \{J_1, J_{t+1}\}) = (|A| - 2)\Delta, \]
\[ \text{diff}\{J_b\} = \Delta, \]
\[ \text{diff}(B - \{J_b\}) = (|B| - 1)(t + \Delta + \sum_A p_j + p_b - t'), \] and
\[ \text{diff}(C) = |C|(t' - t - \sum_A p_j - p_b). \]

Summing up, we get

\[ \text{diff}\{J_1, \ldots, J_t, J_{t+1}\} = (|A| + |B|)\Delta + p_{t+1} - p_1 + (|C| - |B| + 1)(t' - t - \sum_A p_j - p_b). \]

Because \( t' - t - \sum_A p_j - p_b \geq 0 \) from the non-waiting schedule, therefore,

\[ \text{diff}\{J_1, \ldots, J_t, J_{t+1}\} = (|A| + |B|)\Delta + p_{t+1} - p_1 + (|C| - |B| + 1) \max\{0, t' - t - \sum_A p_j - p_b\}. \]
Figure 4.8: The set $A$ is defined to be all the jobs that begin execution after time $r_{i+1}$ and complete before time $t'$.

4.2.2 LA1 Algorithm Time Complexity

Although the proofs for each of the last four cases require significant effort, the resulting condition can be easily evaluated. Together, the conditions demonstrate that scheduling decisions can be made without completely calculating the waiting and non-waiting schedules. In constant time, we can evaluate nearly all the conditions. In the cases $[1, 2]$ and $[3]$, $|A|$ is either 0 or 1. Knowing $|A|$, we can then easily calculate $|B|$ and $|C|$. Therefore, in these cases, we can decide whether to schedule or wait in $O(1)$ time.

In case $[4]$, $t' - t$ is large compared to the size of the jobs in the wait queue. This allows multiple jobs to complete on $M_1$ between $t$ and $t'$. As a result, $|A| > 1$. Therefore, to compute $|A|$ and $\sum_{j} p_j$ the algorithm considers the jobs in $Q_W$ in order until it finds the first job that completes after $t'$. In the worst case, we may have to check the entire wait queue.

Notice, however, that this check only occurs in one of four cases. Further, the time needed to calculate the schedule is proportional to the number of jobs in $A$ that fit in the interval $[t, t']$. Therefore, if we show that the average size of $A$ is small, then we can conclude that the running time of the algorithm is near-constant.

Formally, assume that the jobs arrive with an average inter-arrival time of $\mu_a$ and these jobs have an average processing time of $\mu_p$. Without loss of generality, assume machine $M_1$
is idle at time $t$. Let $J_0$ be the last job scheduled on $M_2$ with starting time $t^0$ and completion time $t' = t^0 + p_0$. Let $Q_w$ be the wait queue containing jobs $J_1 \ldots J_l$ with processing times $p_1 \leq \ldots \leq p_l$. Finally, let $J_{l+1}$ with arrival time $r_{l+1} > t$ and processing time $p_{l+1}$ be the next job to arrive. We are interested in the schedule where we wait for job $J_{l+1}$ to arrive and then immediately schedule it on $M_1$. The jobs in the wait queue are then scheduled on $M_1$ using the SJF rule. In this context, we define $A$ to be the set of jobs scheduled on $M_1$ that complete execution between $t$ and $t'$. See Figure 4.8. Note that $0 \leq |A| \leq l + 1$.

**Lemma 4.5** In case $0 < M < 3$

**Proof** First, note that $t' > t$. We know that if $A$ contains any jobs, $J_{l+1}$ is in the set. So let $A' = A - J_{l+1}$ be the remaining jobs. At time $t^0$, $J_0$ is the smallest job in the wait queue. Because $t > t'$, none of the jobs in the queue at $t^0$ are in $A$. Therefore, all the jobs in $A'$ must arrive between times $t^0$ and $t'$. Further, each of these jobs must have a processing time less than or equal to $t' - t^0$. Therefore,

$$E[|A'|] \leq Pr\{p_j < t' - t^0\} \cdot E[\text{num jobs arrive during } t' - t^0]$$

Because $J_0$ can be any job, on average $\mu_p = p_0 = t' - t^0$. Thus,

$$E[|A'|] \leq Pr\{p_j < \mu_p\} \cdot \frac{\mu_p}{\mu_a}$$

Now consider $J_{l+1}$ and the original set of interest, $A$. Note that if $r_{l+1} + p_{l+1} - t \geq t' - t$, then $|A| = 0$. Otherwise, we have at most $1 + |A'|$ jobs that fit in the time span $t' - t$. Therefore,
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\[ E[|A|] \leq Pr\{r_{t+1} + p_{t+1} - t < \mu_p\} \left[ 1 + Pr\{p_j < \mu_p\} \cdot \frac{\mu_p}{\mu_a} \right] \]

This equation says that the average size of \( A \) is less than the probability that \( J_{t+1} \) fits in the time span \( t' - t_0 \) plus a fraction of the traffic intensity, \( \rho = \mu_p/\mu_a \). For a two-machine system, the traffic intensity must remain less than 2, otherwise the wait queue tends to grow toward infinity. Therefore, we assume \( \rho \leq 2 \) and \( E[|A|] \leq 3 \). □

Table 4.1: We ran the simulation for one million scheduling decisions and tabulated all occurring sizes of the set \( A \) along with the frequencies.

<table>
<thead>
<tr>
<th></th>
<th>count</th>
<th>percent</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>352220</td>
<td>0.3529</td>
</tr>
<tr>
<td>1</td>
<td>235921</td>
<td>0.2364</td>
</tr>
<tr>
<td>2</td>
<td>154590</td>
<td>0.1549</td>
</tr>
<tr>
<td>3</td>
<td>95025</td>
<td>0.0952</td>
</tr>
<tr>
<td>4</td>
<td>58075</td>
<td>0.0582</td>
</tr>
<tr>
<td>5</td>
<td>35864</td>
<td>0.0359</td>
</tr>
<tr>
<td>6</td>
<td>22843</td>
<td>0.0229</td>
</tr>
<tr>
<td>7</td>
<td>14937</td>
<td>0.0150</td>
</tr>
<tr>
<td>8</td>
<td>9963</td>
<td>0.0100</td>
</tr>
<tr>
<td>9</td>
<td>6534</td>
<td>0.0065</td>
</tr>
<tr>
<td>10</td>
<td>4345</td>
<td>0.0044</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>25</td>
<td>1</td>
<td>0.0000</td>
</tr>
</tbody>
</table>

As further evidence, we observed \( |A| \) under a variety of conditions using simulation. Table 4.1 shows the range of sizes which occurred with the associated frequency. For sizes 0 and 1, we evaluate one of the first 3 cases. This represents nearly 59% of the samples. Another 40% of the samples fall in the range 2-10. The pattern of decreasing frequency continues until reaching the maximum size of 25, which occurred once in nearly one million trials. Considering all the samples, the mean of \( |A| \) was 1.766 with a standard deviation of...
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Figure 4.9: When a decision must be made in the single machine system, the Lookahead-2 algorithm has access to jobs $J_1$ through $J_i$ in the wait queue plus jobs $J_{i+1}$ and $J_{i+2}$ with arrival times $r_{i+1}$ and $r_{i+2}$ in the lookahead queue.

Figure 4.10: If the Lookahead-2 algorithm decides to wait at both decisions, there are two idle periods in the schedule. We call this the wait-wait schedule.

2.201. Based on these measurements, we conclude the algorithm runs in nearly constant time in case $\mathcal{Q}$.

Waiting for the lookahead job to arrive affects the completion time of every job in the queue and therefore can dramatically improve the total completion time. We have shown that we do not need to consider the completion time of each individual job. In most cases, we can decide whether or not lookahead is beneficial by using $t, t', p_1, \Delta, p_{i+1},$ and $l$, which are all constants for any given decision. In the case where we do have to consider the jobs in $A$, we have shown that this set is small. Therefore, the computation necessary to decide whether to wait or schedule requires only a few constant time comparisons. A standard Shortest Job First algorithm without lookahead would use only the information about the first job in the queue to make scheduling decisions. We can apply a more powerful lookahead heuristic in near constant time and gain improvements. Thus, these improvements come at almost no additional cost.
4.3 A Lookahead-2 Algorithm for a Single Machine

In this section we discuss a lookahead-2 algorithm for a single machine system. Formally, $1|r_j|\sum C_j$ is the problem where we have jobs arriving over time to be processed on a single machine. The goal, as before, is to minimize the sum of completion times.

The scheduling system is nearly identical to the two machine model discussed in the previous section, with the exception that the schedule always has access to the next two arriving jobs. Figure 4.9 shows a representative case where jobs $J_1$ through $J_l$ are in the wait queue and jobs $J_{l+1}$ with arrival time $r_{l+1}$ and $J_{l+2}$ with arrival time $r_{l+2}$ are in the lookahead queue.

Our algorithm is broken down into two major parts. The first considers cases when both $J_{l+1}$ and $J_{l+2}$ would arrive during the execution of $J_l$. In this case, a decision to wait either means that the algorithm intends to wait until $r_{l+1}$ and schedule $J_{l+1}$ or wait until $r_{l+2}$ and schedule $J_{l+2}$.

In the second, more general situation, $r_{l+2}$ occurs far enough in the future that one or more jobs can complete execution before $J_{l+2}$ arrives. Here, the decision of the algorithm is dependent on where $r_{l+2}$ falls on the time-line compared to the completion times of
Figure 4.13: If the Lookahead-2 algorithm decides to schedule at both decisions, then there are no idle periods in the schedule. We call this the nowait-nowait schedule.

scheduled jobs. Therefore, the decision to wait or schedule at time $t$ has an effect on the later decision because it determines when the completion times occur. This means that in the general case, we have four schedules:

- **$W/W$** – wait-wait (Figure 4.10) – The algorithm decides to wait for the first lookahead job at time $t$ and then wait again for the second lookahead job at the appropriate time.

- **$W/\overline{W}$** – wait-nowait (Figure 4.11) – The algorithm waits for the first lookahead job but then does not wait for the second job. Instead, the second job arrives during the execution of another job and is added to the wait queue to be scheduled later.

- **$\overline{W}/W$** – nowait-wait (Figure 4.12) – The algorithm does not wait for the first job, but rather schedules $J_1$. When $J_{i+1}$ arrives, it is added to the wait queue. Jobs are scheduled in sorted order until immediately before $J_{i+2}$ would arrive and then the scheduler waits for this job to arrive.

- **$\overline{W}/\overline{W}$** – nowait-nowait (Figure 4.13) – For both jobs, the algorithm does not wait and simply adds the jobs to the wait queue when they arrive.

In many cases, we can eliminate one or more of these possibilities by arguing that they always produce a worse schedule than other decisions.

In our algorithm that follows, we break the decision process down into multiple cases based on the following parameters:
• \( t \) (the current time)

• \( p_1, \ldots, p_i \) (processing times of the jobs in \( Q_w \))

• \( p_{i+1} \) and \( r_{i+1} \) (attributes of the first lookahead job)

• \( p_{i+2} \) and \( r_{i+2} \) (attributes of the second lookahead job)

For notational simplicity, define \( \Delta = r_{i+1} - t \) and \( \Delta' = r_{i+2} - t \). Definitions of the other terms will be given in the next section.

Procedure Lookahead-2

if \( Q_w \) is empty
    then return

if \( Q_{LA} \) is empty
    then schedule

else if \((l + 2)\Delta' \leq \max\{0, p_1 - p_{i+1}\} + \max\{0, p_1 - p_{i+2}\} \) and any of the following:
    • \( p_1 \leq \Delta \),
    • \( p_1 > \Delta \) and \( r_{i+2} = r_{i+1} \) and \( p_1 \leq p_{i+1} \)
    • \( p_1 \geq \Delta' \) and \( r_{i+2} > r_{i+1} \) and \( p_1 \leq p_{i+1} \)
    • \( p_1 \geq \Delta' \) and \( r_{i+2} > r_{i+1} \) and \( p_1 > p_{i+1} \) and \((l + 2)(r_{i+2} - r_{i+1}) \leq p_{i+1} - p_{i+2} \)
    • \( \Delta < p_1 < \Delta' \) and \( r_{i+2} > r_{i+1} \) and \( p_1 \leq p_{i+1} \)

    then wait

else if \( p_1 \leq \Delta \)

    then schedule

else if \( p_1 > \Delta \) and \( r_{i+1} = r_{i+2} \)
if $p_1 \leq p_{l+1}$

then schedule

else if $(l+2)\Delta' \leq \max\{0, p_1 - p_{l+1}\} + \max\{0, p_1 - p_{l+2}\}$

then wait

else schedule

else if $p_1 \geq \Delta'$ and $r_{l+2} > r_{l+1}$ and $p_1 \leq p_{l+1}$

if $p_1 \leq p_{l+2}$

then schedule

else if $(l+2)\Delta' \leq \max\{0, p_1 - p_{l+1}\} + \max\{0, p_1 - p_{l+2}\}$

then wait

else schedule

else if $p_1 \geq \Delta'$ and $r_{l+2} > r_{l+1}$ and $p_1 > p_{l+1}$ and $(l+2)(r_{l+2} - r_{l+1}) \leq p_{l+1} - p_{l+2}$

if $(l+2)\Delta' \leq \max\{0, p_1 - p_{l+1}\} + \max\{0, p_1 - p_{l+2}\}$

then wait

else schedule

else if $\Delta < p_1 < \Delta'$ and $r_{l+2} > r_{l+1}$ and $p_1 \leq p_{l+1}$

then execute

else if $p_1 \geq \Delta'$ and $r_{l+2} > r_{l+1}$ and $p_1 > p_{l+1}$ and $(l+2)(r_{l+2} - r_{l+1}) > p_{l+1} - p_{l+2}$

if $(l+2)\Delta + \min\{\max\{0, p_1 - p_{l+2}\}, (l+1) \max\{0, r_{l+2} - r_{l+1} - p_{l+1}\}\} \leq$

$\max\{0, p_1 - p_{l+1}\} + \max\{0, p_1 - p_{l+2}\} - \max\{0, p_{l+1} - p_{l+2}\}.$

then wait

else schedule
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else if $\Delta < p_1 < \Delta'$ and $r_{l+2} > r_{l+1}$ and $p_1 > p_{l+1}$ and $(l + 1)(\Delta' - p_1) < p_{l+1} - p_{l+2}$

if $(l + 2)\Delta - (l + 1)(\Delta' - p_1) \leq \max\{0, p_1 - p_{l+1}\} - \max\{0, p_{l+1} - p_{l+2}\}$

then wait

else schedule

else if $\Delta < p_1 < \Delta'$ and $r_{l+2} > r_{l+1}$ and $p_1 > p_{l+1}$ and $(l + 1)(\Delta' - p_1) > p_{l+1} - p_{l+2}$

and $p_{l+1} < \Delta' - p_1$ and $g = h + 1$

if $(h + 2)\Delta + (l - h)(\Delta + p_{l+1} + \sum_{j=1}^{h+1} p_j - \Delta') + \max\{((l - h)(\Delta' - p_{l+1} - \sum_{j=1}^{h+1} p_j))$

$p_{h+2} - p_{l+2}\} \leq \max\{0, p_1 - p_{l+1}\} + \max\{0, p_{h+2} - p_{l+2}\}$

then wait

else schedule

else if $\Delta < p_1 < \Delta'$ and $r_{l+2} > r_{l+1}$ and $p_1 > p_{l+1}$ and $(l + 1)(\Delta' - p_1) > p_{l+1} - p_{l+2}$

and $p_{l+1} < \Delta' - p_1$ and $g = h$

if $(l + 2)\Delta + \min\{(l - h + 1)(\Delta' - \Delta - p_{l+1} - \sum_{j=1}^{h} p_j), p_{h+1} - p_{l+2}\}$

$- \min\{(l - h + 1)(\Delta' - p_{l+1} - \sum_{j=1}^{h} p_j), p_{h+1} - p_{l+2}\} \leq \max\{0, p_1 - p_{l+1}\}$

then wait

else schedule
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4.3.1 Theoretical Justification of the LA2 Algorithm

Just as we proved the correctness for the LA1 algorithm on the two machine system in Section 4.2.1, the goal of this section is to demonstrate that the conditions in the Lookahead-2 algorithm allow it to make local optimal decisions. That is, we want to show that the evaluation of these conditions is sufficient for the algorithm to conclude whether to wait or schedule.

Although the algorithm appears more complex than the LA1 algorithm, many of the conditions relate to “trivial” cases where the decision of the algorithm is obvious. For instance, Lemmas 4.6 and 4.7 consider the case when $J_1$ is shorter than both $J_{i+1}$ and $J_{i+2}$ and all the cases when $J_1$ is longer than $\Delta'$.

In the remainder of the cases, the four general schedule types discussed in the previous section are now feasible. We break these cases down by two factors. First, in Lemmas 4.8 and 4.9, we consider schedules where the lookahead jobs arrive close together and, after the first lookahead job arrives, we can immediately use the single machine LA1 algorithm of Mao and Kincaid [79] to decide whether to wait or schedule.

The final two lemmas, numbers 4.10 and 4.11, consider the cases when the two lookahead jobs have arrival times significantly separated. As a result, more than a single job can be scheduled before $J_{i+2}$ arrives, regardless of whether the algorithm decides to wait or schedule.

**Lemma 4.6** For any of the following cases,
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1. $p_1 \leq \Delta$.

2. $p_1 > \Delta$ and $r_{l+1} = r_{l+2}$.

3. $p_1 \geq \Delta'$ and $r_{l+2} > r_{l+1}$ and $p_1 \leq p_{l+1}$.

4. $p_1 \geq \Delta'$ and $r_{l+2} > r_{l+1}$ and $p_1 > p_{l+1}$ and $(l + 2)(r_{l+2} - r_{l+1}) \leq p_{l+1} - p_{l+2}$, or

5. $\Delta < p_1 < \Delta'$ and $r_{l+2} > r_{l+1}$ and $p_1 \leq p_{l+1}$.

The algorithm chooses to wait until $r_{l+1}$ if and only if

$$(l + 2)\Delta' \leq \max\{0, p_1 - p_{l+1}\} + \max\{0, p_1 - p_{l+2}\}.$$  \hfill (4.1)

Note that the "if and only if" condition also implies that if the above inequality is evaluated false the algorithm chooses to execute $J_1$ at time $t$.

Proof. We prove the lemma for each case listed.

1. $p_1 \leq \Delta$: Clearly, it is more beneficial to execute $J_1$ than waiting because the job's length $p_1$ fits into the waiting period $\Delta$. The choice for the algorithm is to execute. The evaluation of inequality (4.1) also suggests the same action for the algorithm because $(l + 2)\Delta' > (l + 2)\Delta > (l + 2)p_1 > 2p_1 > \max\{0, p_1 - p_{l+1}\} + \max\{0, p_1 - p_{l+2}\}$.

2. $p_1 > \Delta$ and $r_{l+1} = r_{l+2}$: Recall our assumption $p_{l+1} \leq p_{l+2}$ because $r_{l+1} = r_{l+2}$. Also note that $\Delta' = \Delta$ because $r_{l+1} = r_{l+2}$. The fact that $p_1 > \Delta'$ implies that in the $\overline{W}$ schedule in which $J_1$ is scheduled from $t$ to $t + p_1$, when $J_1$ is completed the two lookahead jobs, $J_{l+1}$ and $J_{l+2}$, will have already arrived. Consider two possibilities of $p_1$ when compared with $p_{l+1}$: (2.a) $p_1 \leq p_{l+1}$ and (2.b) $p_1 > p_{l+1}$.
(2.a) When \( p_1 \leq p_{l+1} \), \( J_1 \) remains to be the shortest in \( Q_W \) at time \( r_{l+1} (= r_{l+2}) \) once both \( J_{l+1} \) and \( J_{l+2} \) have arrived and been added to \( Q_W \). This means that in the \( W \) schedule \( J_1 \) is executed at time \( r_{l+2} \), while in the \( \bar{W} \) schedule \( J_1 \) is executed at an earlier time of \( t \). Obviously, the \( \bar{W} \) schedule has a smaller total completion time than the \( W \) schedule. The choice for the algorithm is to execute. The evaluation of inequality (4.1) also suggests the same action for the algorithm because \( (l+2)\Delta' > 0 = \max\{0, p_1 - p_{l+1}\} + \max\{0, p_1 - p_{l+2}\} \).

(2.b) When \( p_1 > p_{l+1} \), we compute the total completion times, denoted as \( \sum C_j(W) \) and \( \sum C_j(\bar{W}) \), of \( J_1, \ldots, J_l, J_{l+1}, J_{l+2} \) in the \( W \) and \( \bar{W} \) schedules, respectively and compare the two quantities. We have

\[
\sum C_j(W) = (l+2)r_{l+2} + (l+2)p_{l+1} + (l+1)\min\{p_1, p_{l+2}\} + l\min\{\max\{p_1, p_{l+1}\}, p_2\} + \cdots
\]

and

\[
\sum C_j(\bar{W}) = (l+2)t + (l+2)p_1 + (l+1)p_{l+1} + l\min\{p_2, p_{l+2}\} + \cdots.
\]

Notice that the "\( \cdots \)" parts in the above equations represent the same quantity. Considering the difference, we get

\[
\sum C_j(W) - \sum C_j(\bar{W}) = (l+2)\Delta' - (p_1 - p_{l+1}) - \max\{0, p_1 - p_{l+2}\}.
\]

Therefore, the algorithm chooses to wait if and only if \( \sum C_j(W) - \sum C_j(\bar{W}) \leq 0 \) if and only if \( (l+2)\Delta' \leq (p_1 - p_{l+1}) + \max\{0, p_1 - p_{l+2}\} \) if and only if \( (l+2)\Delta' \leq \max\{0, p_1 - p_{l+1}\} + \max\{0, p_1 - p_{l+2}\} \).
3. $p_1 \geq \Delta'$ and $r_{l+2} > r_{l+1}$ and $p_1 \leq p_{l+1}$: First notice that because $p_1 \geq \Delta'$, in the $W$ schedule the two lookahead jobs, $J_{l+1}$ and $J_{l+2}$, have arrived when $J_1$ is completed at time $t + p_1$. For the $W$ schedule, we further classify it into the $W_2$ schedule (wait until $r_{l+2}$) and the $W_1$ schedule (wait until $r_{l+1}$ and then execute). Because $p_1 \leq p_{l+1}$, the $W_1$ schedule has the machine idle from $t$ to $r_{l+1}$ and then executes the shortest job available at $r_{l+1}$, which is $J_1$. This schedule certainly is no better than the $W$ schedule which executes $J_1$ at an earlier time of $t$. Thus, the $W_1$ schedule is out of consideration. We only need to compare the $W_2$ schedule and the $W$ schedule. Consider two possibilities of $p_1$ when compared with $p_{l+2}$:

(3.a) $p_1 \leq p_{l+2}$ and (3.b) $p_1 > p_{l+2}$.

(3.a) When $p_1 \leq p_{l+2}$, the $W_2$ schedule waits from $t$ to $r_{l+2}$ and then executes $J_1$, which is no better than the $W$ schedule. The choice for the algorithm is to execute. The evaluation of inequality (4.1) also suggests the same action for the algorithm because $(l + 2)\Delta' > 0 = \max\{0, p_1 - p_{l+1}\} + \max\{0, p_1 - p_{l+2}\}$.

(3.b) When $p_1 > p_{l+2}$, we compute and compare $\sum C_j(W_2)$ and $\sum C_j(W)$. We have

$$\sum C_j(W_2) = (l + 2)r_{l+2} + (l + 2)p_{l+2} + (l + 1)p_1 + \cdots$$

and

$$\sum C_j(W) = (l + 2)t + (l + 2)p_1 + (l + 1)p_{l+2} + \cdots.$$ 

Considering the difference, we get

$$\sum C_j(W_2) - \sum C_j(W) = (l + 2)\Delta' - (p_1 - p_{l+2}).$$
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Therefore, the algorithm chooses to wait if and only if $\sum C_j(W_2) - \sum C_j(W) \leq 0$ if and only if $(l + 2)\Delta' \leq p_1 - p_{l+2}$ if and only if $(l + 2)\Delta' \leq \max\{0, p_1 - p_{l+1}\} + \max\{0, p_1 - p_{l+2}\}$.

4. $p_1 \geq \Delta'$ and $r_{l+2} > r_{l+1}$ and $p_1 > p_{l+1}$ and $(l + 2)(r_{l+2} - r_{l+1}) \leq p_{l+1} - p_{l+2}$: Similar to the previous case, we further classify the $W$ schedule into the $W_2$ schedule (wait until $r_{l+2}$) and the $W_1$ schedule (wait until $r_{l+1}$ and then execute). Because both schedules wait from $t$ to $r_{l+1}$ the problem becomes lookahead-1 at time $r_{l+1}$ with $Q_W = \{J_{l+1}, J_1, \ldots, J_l\}$ and $Q_{LA} = \{J_{l+2}\}$. Using the result developed for lookahead-1, we get $\sum C_j(W_2) \leq \sum C_j(W_1)$ if and only if $(l + 2)(r_{l+2} - r_{l+1}) \leq p_{l+1} - p_{l+2}$. Because the latter inequality is given, $\sum C_j(W_2) \leq \sum C_j(W_1)$, implying that the $W_1$ schedule is out of consideration. We only need to compare the $W_2$ schedule and the $W$ schedule. Recall that $p_1 > p_{l+1}$. The given $(l + 2)(r_{l+2} - r_{l+1}) \leq p_{l+1} - p_{l+2}$ also suggests $p_{l+1} > p_{l+2}$. We compute and compare $\sum C_j(W_2)$ and $\sum C_j(W)$. We have

$$\sum C_j(W_2) = (l + 2)r_{l+2} + (l + 2)p_{l+2} + (l + 1)p_{l+1} + lp_1 + \cdots$$

and

$$\sum C_j(W) = (l + 2)t + (l + 2)p_1 + (l + 1)p_{l+2} + lp_{l+1} + \cdots.$$  

Considering the difference, we get

$$\sum C_j(W_2) - \sum C_j(W) = (l + 2)\Delta' - (p_1 - p_{l+1}) + (p_1 - p_{l+2}).$$

Therefore, the algorithm chooses to wait if and only if $\sum C_j(W_2) - \sum C_j(W) \leq 0$ if and only if $(l + 2)\Delta' \leq (p_1 - p_{l+1}) + (p_1 - p_{l+2})$ if and only if $(l + 2)\Delta' \leq \max\{0, p_1 - p_{l+1}\} + \max\{0, p_1 - p_{l+2}\}$. 
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max\{0, p_1 - p_{l+2}\}.

5. $\Delta < p_1 < \Delta'$ and $r_{l+2} > r_{l+1}$ and $p_1 \leq p_{l+1}$: Unlike the previous cases, if the algorithm decides to schedule at time $t$, then when $J_1$ completes execution at $t + j_1$, the second lookahead job has not arrived. Therefore, in the $W_2$ schedule there is a period from $t$ to $r_{l+2}$ idle where $J_1$ could complete execution. Clearly, it is not beneficial to wait until $r_{l+2}$; the $W_2$ schedule is out of consideration.

If the algorithm decides to wait until $r_{l+1}$ and then schedule, then $J_{l+1}$ is added to the queue somewhere behind $J_1$ and therefore $J_1$ is scheduled. However, the algorithm could have simply scheduled $J_1$ at time $t$ and reduced the waiting times for all jobs. Therefore, the algorithm should always decide to schedule. The evaluation of inequality (4.1) also suggests the same action for the algorithm because $(l+2)\Delta' > (l+2)p_1 > 2p_1 > \max\{0, p_1 - p_{l+1}\} + \max\{0, p_1 - p_{l+2}\}$. □

Lemma 4.6 covers many cases except the following two cases:

- $p_1 \geq \Delta'$ and $r_{l+2} > r_{l+1}$ and $p_1 > p_{l+1}$ and $(l + 2)(r_{l+2} - r_{l+1}) > p_{l+1} - p_{l+2}$

- $\Delta < p_1 < \Delta'$ and $r_{l+2} > r_{l+1}$ and $p_1 > p_{l+1}$

We have Lemma 4.7 to handle the first uncovered case while the second case requires more detailed study later.

**Lemma 4.7** When $p_1 \geq \Delta'$ and $r_{l+2} > r_{l+1}$ and $p_1 > p_{l+1}$ and $(l + 2)(r_{l+2} - r_{l+1}) > p_{l+1} - p_{l+2}$, the algorithm chooses to wait until $r_{l+1}$ if and only if

$$
(l + 2)\Delta + \min\{\max\{0, p_1 - p_{l+2}\}, (l + 1)\max\{0, r_{l+2} - r_{l+1} - p_{l+1}\}\}
$$

$$
\leq \max\{0, p_1 - p_{l+1}\} + \max\{0, p_1 - p_{l+2}\} - \max\{0, p_{l+1} - p_{l+2}\}. \quad (4.2)
$$
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Proof  In the $\overline{W}$ schedule, the given $p_1 \geq \Delta'$ implies that when $J_1$ is completed at time $t + p_1$, the two lookahead jobs, $J_{t+1}$ and $J_{t+2}$, have arrived. In the waiting schedule, we apply the lookahead-1 result to time $r_{t+1}$ with $Q_W = \{J_{t+1}, J_1, \ldots, J_t\}$ and $Q_{LA} = \{J_{t+2}\}$. Because $(l + 2)(r_{t+2} - r_{t+1}) > p_{t+1} - p_{t+2}$, $\sum C_j(W_2) > \sum C_j(W_1)$. So we only need to compare the $W_1$ schedule and the $\overline{W}$ schedule. We consider three possibilities of $p_{t+1}$: (a) $p_{t+1} \geq r_{t+2} - r_{t+1}$, (b) $p_{t+1} < r_{t+2} - r_{t+1}$ and $(l + 1)(r_{t+2} - r_{t+1} - p_{t+1}) \leq p_1 - p_{t+2}$, and (c) $p_{t+1} < r_{t+2} - r_{t+1}$ and $(l + 1)(r_{t+2} - r_{t+1} - p_{t+1}) > p_1 - p_{t+2}$.

(a) When $p_{t+1} \geq r_{t+2} - r_{t+1}$, the second lookahead job $J_{t+2}$ has arrived after $J_{t+1}$ is completed at time $r_{t+1} + p_{t+1}$ in the $W_1$ schedule. We compute and compare $\sum C_j(W_1)$ and $\sum C_j(\overline{W})$. We have

$$\sum C_j(W_1) = (l + 2)r_{t+1} + (l + 2)p_{t+1} + (l + 1)\min\{p_1, p_{t+2}\} + l\min\{p_2, \max\{p_1, p_{t+2}\}\} + \cdots$$

and

$$\sum C_j(\overline{W}) = (l + 2)t + (l + 2)p_1 + (l + 1)\min\{p_{t+1}, p_{t+2}\} + l\min\{p_2, \max\{p_{t+1}, p_{t+2}\}\} + \cdots.$$

Considering the difference, we get

$$\sum C_j(W_1) - \sum C_j(\overline{W}) = (l + 2)\Delta - (p_1 - p_{t+1}) - \max\{0, p_1 - p_{t+2}\} + \max\{0, p_{t+1} - p_{t+2}\}.$$

Therefore, the algorithm chooses to wait if and only if $\sum C_j(W_1) - \sum C_j(\overline{W}) \leq 0$ if and only if $(l + 2)\Delta \leq (p_1 - p_{t+1}) + \max\{0, p_1 - p_{t+2}\} - \max\{0, p_{t+1} - p_{t+2}\}$ if and only if
(l + 2)\Delta + \min\{\max\{0, p_1 - p_{l+2}\}, (l + 1) \max\{0, r_{l+2} - r_{l+1} - p_{l+1}\}\} \leq \max\{0, p_1 - p_{l+1}\} + \max\{0, p_1 - p_{l+2}\} - \max\{0, p_{l+1} - p_{l+2}\}.

(b) When \(p_{l+1} < r_{l+2} - r_{l+1}\) and \((l + 1)(r_{l+2} - r_{l+1} - p_{l+1}) \leq p_1 - p_{l+2}\), the second lookahead job \(J_{l+2}\) has not arrived when \(J_{l+1}\) is completed at time \(t + p_{l+1}\) in the \(W_1\) schedule. To analyze the \(W_1\) schedule we further classify it into the \(W_1/W\) and \(W_1/\overline{W}\) schedules, with the former being the schedule in which the machine waits from \(t\) to \(r_{l+1}\), executes \(J_{l+1}\), and then waits again until \(r_{l+2}\), and the latter being the schedule in which the machine waits from \(t\) to \(r_{l+1}\), executes \(J_{l+1}\), and then executes \(J_1\). Because \((l + 1)(r_{l+2} - r_{l+1} - p_{l+1}) \leq p_1 - p_{l+2}\), by the lookahead-1 result applied to the \(W_1\) schedule at time \(r_{l+1} + p_{l+1}\) with \(Q_W = \{J_1, \ldots, J_l\}\) and \(Q_{LA} = \{J_{l+2}\}\), we have \(\sum C_j(W_1/W) \leq \sum C_j(W_1/\overline{W})\). So the \(W_1/\overline{W}\) schedule is out of consideration. We only need to compare the \(W_1/W\) schedule and the \(\overline{W}\) schedule. Recall that \(p_1 > p_{l+1}\). The given \((l + 1)(r_{l+2} - r_{l+1} - p_{l+1}) \leq p_1 - p_{l+2}\) also implies that \(p_1 > p_{l+2}\). We have

\[
\sum C_j(W_1/W) = (l + 2)r_{l+1} + (l + 2)p_{l+1} + (l + 1)(r_{l+2} - r_{l+1} - p_{l+1}) + (l + 1)p_{l+2} + lp_1 + \cdots
\]

and

\[
\sum C_j(\overline{W}) = (l + 2)t + (l + 2)p_1 + (l + 1) \min\{p_{l+1}, p_{l+2}\} + l \max\{p_{l+1}, p_{l+2}\} + \cdots.
\]

Considering the difference, we get
\[ \sum C_j(W_1/W) - \sum C_j(\bar{W}) = (l + 2)\Delta + (l + 1)(r_{t+2} - r_{t+1} - p_{t+1}) \]
\[ - (p_{t+1} - p_{t+2}) - (p_1 - p_{t+2}) + \max\{0, p_{t+1} - p_{t+2}\}. \]

Therefore, the algorithm chooses to wait if and only if \( \sum C_j(W_1/W) - \sum C_j(\bar{W}) \leq 0 \) if and only if \((l+2)\Delta + (l+1)(r_{t+2} - r_{t+1} - p_{t+1}) \leq (p_{t+1} - p_{t+2}) + (p_1 - p_{t+2}) - \max\{0, p_{t+1} - p_{t+2}\}\) if and only if \((l+2)\Delta + \min\{\max\{0, p_{t+1} - p_{t+2}\}, (l+1) \max\{0, r_{t+2} - r_{t+1} - p_{t+1}\}\} \leq \max\{0, p_1 - p_{t+1}\} + \max\{0, p_1 - p_{t+2}\} - \max\{0, p_{t+1} - p_{t+2}\}. \)

(c) When \( p_{t+1} < r_{t+2} - r_{t+1} \) and \((l+1)(r_{t+2} - r_{t+1} - p_{t+1}) > p_1 - p_{t+2}\), this is a case symmetric to the previous case (b). So we only need to compare the \( W_1/\bar{W} \) schedule and the \( \bar{W} \) schedule because the given \((l+1)(r_{t+2} - r_{t+1} - p_{t+1}) > p_1 - p_{t+2}\) suggests that \( \sum C_j(W_1/W) > \sum C_j(\bar{W}) \). We compute and compare \( \sum C_j(W_1/W) \) and \( \sum C_j(\bar{W}) \). We have

\[ \sum C_j(W_1/\bar{W}) = (l + 2)r_{t+1} + (l + 2)p_{t+1} + (l + 1)p_1 + t \min\{p_2, p_{t+2}\} + \cdots \]

and

\[ \sum C_j(\bar{W}) = (l + 2)t + (l + 2)p_1 + (l + 1) \min\{p_{t+1}, p_{t+2}\} + l \min\{p_2, \max\{p_{t+1}, p_{t+2}\}\} + \cdots \]

Considering the difference, we get.
\[ \sum C_j(W_1/W) - \sum C_j(W) = (l + 2)\Delta - (p_1 - p_{l+1}) + \max\{0, p_{l+1} - p_{l+2}\}. \]

Therefore, the algorithm chooses to wait if and only if \( \sum C_j(W_1/W) - \sum C_j(W) \leq 0 \) if and only if \((l + 2)\Delta \leq (p_1 - p_{l+1}) - \max\{0, p_{l+1} - p_{l+2}\}\) if and only if \((l + 2)\Delta + \min\{\max\{0, p_1 - p_{l+2}\}, (l + 1)\max\{0, r_{l+2} - r_{l+1} - p_{l+1}\}\} \leq \max\{0, p_1 - p_{l+1}\} + \max\{0, p_1 - p_{l+2}\} - \max\{0, p_{l+1} - p_{l+2}\}. \]

Now with Lemmas 4.6 and 4.7, the only case left is when \( \Delta < p_1 < \Delta' \) and \( r_{l+2} > r_{l+1} \) and \( p_1 > p_{l+1} \). We further divide this case into the following sub-cases:

- \( \Delta < p_1 < \Delta' \) and \( r_{l+2} > r_{l+1} \) and \( p_1 > p_{l+1} \) and \( (l + 1)(\Delta' - p_1) \leq p_{l+1} - p_{l+2} \)
- \( \Delta < p_1 < \Delta' \) and \( r_{l+2} > r_{l+1} \) and \( p_1 > p_{l+1} \) and \( (l + 1)(\Delta' - p_1) > p_{l+1} - p_{l+2} \) and \( p_{l+1} \geq \Delta' - p_1 \)
- \( \Delta < p_1 < \Delta' \) and \( r_{l+2} > r_{l+1} \) and \( p_1 > p_{l+1} \) and \( (l + 1)(\Delta' - p_1) > p_{l+1} - p_{l+2} \) and \( p_{l+1} < \Delta' - p_1 \)

The first two sub-cases are studied in the next two lemmas while the last one requires special attention and is studied later.

Notice that because \( p_1 < \Delta' \) for all of the remaining conditions, it is not beneficial to have the machine wait from \( t \) to \( r_{l+2} \) while \( J_1 \) can fit into the idle period. So the \( W_2 \) schedule where the algorithm waits until time \( r_{l+2} \) is out of consideration. Given this fact, for simplicity, we drop the subscript on the first wait decision assuming it is understood that the algorithm waits until \( r_{l+1} \). This also implies that \( J_{l+1} \) is scheduled at time \( r_{l+1} \).
With this new notation, we have four schedules to consider. In the \( W/W \) schedule, the algorithm waits until time \( r_{i+1} \) and then schedules \( J_{i+1} \) when it arrives. Next, the algorithm schedules zero or more jobs from the wait queue. Specifically, from Lemma 4.6, we know that if \( p_i < A \) then the algorithm schedules the job. This means that if a job can complete execution before \( r_{i+2} \), then the algorithm should schedule that job. When no more jobs in the queue meet this criteria, the algorithm holds the machine idle until time \( r_{i+2} \). At that time, \( J_{i+2} \) is scheduled, followed by the remaining jobs in the wait queue.

Similarly, in the \( W/W \), the algorithm waits until \( r_{i+1} \), schedules \( J_{i+1} \) and then schedules all jobs that fit before \( r_{i+2} \). In this case however, the algorithm schedules the next job in the queue without waiting. \( J_{i+2} \) is simply added to the queue when it arrives.

The last two schedules, \( W/W \) and \( W/W \) are defined in analogous fashion. In general, the algorithm schedules all jobs that will complete before the next arrives and then makes its decision.

**Lemma 4.8** When \( A < p_i < A' \) and \( r_{i+2} > r_{i+1} \) and \( p_i > p_{i+1} \) and \((l + 1)(A' - p_i) \leq p_{i+1} - p_{i+2} \), the algorithm chooses to wait until \( r_{i+1} \) if and only if

\[(l + 2)A - (l + 1)(A' - p_i) \leq \max\{0, p_{i+1} - p_{i+2}\} - (l + 1)(A' - p_i) - \max\{0, p_{i+1} - p_{i+2}\}.
\]

**Proof** First, consider the the pair of non-waiting schedules, \( \overline{W}/W \) and \( W/\overline{W} \). We apply the lookahead-1 result to the non-waiting schedule at time \( t + p_i \) with \( Q_W = \{J_{i+1}, J_2, \ldots, J_l\} \) and \( Q_{LA} = \{J_{i+2}\} \). The given \((l + 1)(A' - p_i) \leq p_{i+1} - p_{i+2} \) ensures that \( \sum C_j(\overline{W}/W) \leq \sum C_j(W/\overline{W}) \). So the \( W/\overline{W} \) schedule is out of consideration. Therefore, we must only consider the \( W/W, W/W, \) and \( \overline{W}/W \) schedules. Note that the given \((l + 1)(A' - p_i) \leq \)
\( p_{i+1} - p_{i+2} \) implies that \( p_{i+1} > p_{i+2} \). We consider two possibilities of \( p_{i+1} \) when compared with \( r_{i+2} - r_{i+1} \): (a) \( p_{i+1} \geq r_{i+2} - r_{i+1} \) and (b) \( p_{i+1} < r_{i+2} - r_{i+1} \).

(a) When \( p_{i+1} \geq r_{i+2} - r_{i+1} \), job \( J_{i+1} \) completes after the second lookahead job \( J_{i+2} \) has arrived in the \( W/W \) schedule. Thus the \( W/W \) schedule is not possible. We compute and compare \( \sum C_j(W/W) \) and \( \sum C_j(W/W') \). We have

\[
\sum C_j(W/W) = (l+2)r_{i+1} + (l+2)p_{i+1} + (l+1)p_{i+2} + lp_1 + \cdots
\]

and

\[
\sum C_j(W/W') = (l+2)t + (l+2)p_1 + (l+1)\Delta' - p_1 + (l+1)p_{i+2} + lp_{i+1} + \cdots.
\]

Considering the difference, we get

\[
\sum C_j(W/W) - \sum C_j(W/W') = (l+2)\Delta - (l+1)\Delta' - p_1 + 2p_{i+1} - 2p_1.
\]

We notice that the above difference is always greater than zero because \( (l+2)\Delta - (l+1)\Delta' - p_1 + 2p_{i+1} - 2p_1 = (l+2)r_{i+1} - (l+1)r_{i+2} - t + (l+1)p_1 + 2p_{i+1} > (l+2)r_{i+1} - (l+1)r_{i+2} - t + (l+1)p_{i+1} + r_{i+1} - r_{i+2} + r_{i+1} - t > 0 \). The choice for the algorithm is to execute. The evaluation of inequality (4.3) also suggests the same action for the algorithm because \( (l+2)\Delta - (l+1)\Delta' - p_1 + 2p_{i+1} - 2p_1 > (l+2)p_{i+1} - (p_{i+1} - p_{i+2}) \geq \max\{0, p_1 - p_{i+1}\} - \max\{0, p_{i+1} - p_{i+2}\} \).

(b) When \( p_{i+1} < r_{i+2} - r_{i+1} \), the second lookahead job \( J_{i+2} \) has not arrived when \( J_{i+1} \) is completed at time \( r_{i+1} + p_{i+1} \) if the algorithm waits at time \( t \). However, \( \sum C_j(W/W) = \)
(r_{l+1} + p_{l+1}) + (l + 1)r_{l+2} + (l + 1)p_{l+2} + lp_1 + \cdots \quad \text{and} \quad \sum C_j(W/W) = (t + p_1) + (l + 1)r_{l+2} + (l + 1)p_{l+2} + lp_1 + \cdots,

thus the difference is \( \sum C_j(W/W) - \sum C_j(W/W) = (r_{l+1} - t) + (l - 1)(p_1 - p_{l+1}) > 0 \). So the \( W/W \) schedule is out of consideration. We only need to compare the \( W/W \) schedule and the \( W/W \) schedule. We have

\[
\sum C_j(W/W) = (l + 2)r_{l+1} + (l + 2)p_{l+1} + (l + 1)p_1 + lp_{l+2} + \cdots
\]

and

\[
\sum C_j(W/W) = (l + 2)t + (l + 2)p_1 + (l + 1)(\Delta' - p_1) + (l + 1)p_{l+2} + lp_{l+1} + \cdots.
\]

Considering the difference, we get

\[
\sum C_j(W/W) - \sum C_j(W/W) = (l + 2)\Delta - (l + 1)(\Delta' - p_1) - (p_1 - p_{l+1}) + (p_{l+1} - p_{l+2}).
\]

Therefore, the algorithm chooses to wait if and only if \( \sum C_j(W/W) - \sum C_j(W/W) \leq 0 \)

if and only if \( (l + 2)\Delta - (l + 1)(\Delta' - p_1) \leq (p_1 - p_{l+1}) - (p_{l+1} - p_{l+2}) \) if and only if

\[
(l + 2)\Delta - (l + 1)(\Delta' - p_1) \leq \max\{0, p_1 - p_{l+1}\} - \max\{0, p_{l+1} - p_{l+2}\}. \quad \square
\]

**Lemma 4.9** When \( \Delta < p_1 < \Delta' \) and \( r_{l+2} > r_{l+1} \) and \( p_1 > p_{l+1} \) and \( (l + 1)(\Delta' - p_1) > p_{l+1} - p_{l+2} \) and \( p_{l+1} \geq \Delta' - p_1 \), the algorithm chooses to wait until \( r_{l+1} \) if and only if

\[
(l + 2)\Delta + \min\{\max\{0, p_1 - p_{l+1}\}, (l + 1)\max\{0, r_{l+2} - r_{l+1} - p_{l+1}\}\}
\]

\[
\leq \max\{0, p_1 - p_{l+1}\} + \max\{0, p_1 - p_{l+2}\}. \quad (4.4)
\]
Proof  As with lemma 4.8, we first rule out one possible schedule. The given \((l + 1)(\Delta' - p_t) > p_{t+1} - p_{t+2}\) ensures that \(\sum C_j(W/W) > \sum C_j(W/W)\) due to the lookahead result applied to the \(W\) schedule at time \(t + p_t\) with \(Q_W = \{J_{t+1}, J_2, \ldots, J_t\}\) and \(Q_{LA} = \{J_{t+2}\}\). So the \(W/W\) schedule is out of consideration. We only need to compare the \(W/W\), \(W/W\), and \(W/W\) schedules. We consider three possibilities: (a) \(p_{t+1} \geq r_{t+2} - r_{t+1}\), (b) \(p_{t+1} < r_{t+2} - r_{t+1}\) and \((l + 1)(r_{t+2} - r_{t+1} - p_{t+1}) \leq p_1 - p_{t+2}\), and (c) \(p_{t+1} < r_{t+2} - r_{t+1}\) and \((l + 1)(r_{t+2} - r_{t+1} - p_{t+1}) > p_1 - p_{t+2}\).

(a) When \(p_{t+1} \geq r_{t+2} - r_{t+1}\), \(J_{t+1}\) is completed after the second lookahead job \(J_{t+2}\) has arrived in the \(W/W\) schedule. Therefore the \(W/W\) schedule is not possible. We compute and compare \(\sum C_j(W/W)\) and \(\sum C_j(W/W)\). We have

\[
\sum C_j(W/W) = (l + 2)r_{t+1} + (l + 2)p_{t+1} + (l + 1)\min\{p_1, p_{t+2}\} + l \min\{p_2, \max\{p_1, p_{t+2}\}\} + \cdots
\]

and

\[
\sum C_j(W/W) = (l + 2)t + (l + 2)p_1 + (l + 1)p_{t+1} + l \min\{p_2, p_{t+2}\} + \cdots
\]

Considering the difference, we get

\[
\sum C_j(W/W) - \sum C_j(W/W) = (l + 2)\Delta - (p_1 - p_{t+1}) - \max\{0, p_{t+2}\}.
\]

Therefore, the algorithm chooses to wait if and only if \(\sum C_j(W/W) - \sum C_j(W/W) \leq 0\) if and only if \((l + 2)\Delta \leq (p_1 - p_{t+1}) + \max\{0, p_{t+2}\}\) if and only if \((l + 2)\Delta + \cdots\)
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\( \min\{\max\{0, p_l - p_{l+2}\}, (l+1)\max\{0, r_{l+2} - r_{l+1} - p_{l+1}\}\} \leq \max\{0, p_1 - p_{l+1}\} + \max\{0, p_1 - p_{l+2}\}. \)

(b) When \( p_{l+1} < r_{l+2} - r_{l+1} \) and \( (l+1)(r_{l+2} - r_{l+1} - p_{l+1}) \leq p_1 - p_{l+2} \), the second lookahead job \( J_{l+2} \) has not arrived when \( J_{l+1} \) is completed at time \( r_{l+1} + p_{l+1} \) when the algorithm decides to wait for \( J_{l+1} \). Because \( (l+1)(r_{l+2} - r_{l+1} - p_{l+1}) \leq p_1 - p_{l+2} \),

\[ \sum C_j(W/W) \leq \sum C_j(W/W) \]

due to the lookahead-1 result applied to the \( W/W \) schedule at time \( r_{l+1} + p_{l+1} \) with \( Q_w = \{J_1, \ldots, J_l\} \) and \( Q_{L,A} = \{J_{l+2}\} \). So the \( W/W \) schedule is out of consideration. We only need to compare the \( W/W \) schedule and the \( W/W \) schedule.

Note that the given \( (l+1)(r_{l+2} - r_{l+1} - p_{l+1}) \leq p_1 - p_{l+2} \) also implies that \( p_{l+2} \leq p_1 \). We have

\[ \sum C_j(W/W) = (l+2)r_{l+1} + (l+2)p_{l+1} + (l+1)(r_{l+2} - r_{l+1} - p_{l+1}) + (l+1)p_{l+2} + \cdots \]

and

\[ \sum C_j(W/W) = (l+2)t + (l+2)p_1 + (l+1)p_{l+1} + lp_{l+2} + \cdots . \]

Considering the difference, we get

\[ \sum C_j(W/W) - \sum C_j(W/W) = (l+2)\Delta + (l+1)(r_{l+2} - r_{l+1} - p_{l+1}) - (p_1 - p_{l+1}) - (p_1 - p_{l+2}). \]

Therefore, the algorithm chooses to wait if and only if \( \sum C_j(W/W) - \sum C_j(W/W) \leq 0 \) if and only if \( (l+2)\Delta + (l+1)(r_{l+2} - r_{l+1} - p_{l+1}) \leq (p_1 - p_{l+1}) + (p_1 - p_{l+2}) \) if and only if
(l + 2)\Delta + \min\{\max\{0, p_1 - p_{t+2}\}, (l + 1)\max\{0, r_{t+2} - r_{t+1} - p_{t+1}\}\} \leq \max\{0, p_1 - p_{t+1}\} + \max\{0, p_1 - p_{t+2}\}.

(c) When \(p_{t+1} < r_{t+2} - r_{t+1}\) and \((l + 1)(r_{t+2} - r_{t+1} - p_{t+1}) > p_1 - p_{t+2}\), this is a case symmetric to the previous case (b). We only need to compare the \(W/W\) schedule and the \(W/W\) schedule because the given \((l + 1)(r_{t+2} - r_{t+1} - p_{t+1}) > p_1 - p_{t+2}\) suggests that \(\sum C_j(W/W) > \sum C_j(W/W)\). We have

\[ \sum C_j(W/W) = (l + 2)r_{t+1} + (l + 2)p_{t+1} + (l + 1)p_1 + \cdots \]

and

\[ \sum C_j(W/W) = (l + 2)t + (l + 2)p_1 + (l + 1)p_{t+1} + \cdots. \]

Considering the difference, we get

\[ \sum C_j(W/W) - \sum C_j(W/W) = (l + 2)\Delta - (p_1 - p_{t+1}). \]

Therefore, the algorithm chooses to wait if and only if \(\sum C_j(W/W) - \sum C_j(W/W) \leq 0\) if and only if \((l + 2)\Delta \leq p_1 - p_{t+2}\) if and only if \((l + 2)\Delta + \min\{\max\{0, p_1 - p_{t+2}\}, (l + 1)\max\{0, r_{t+2} - r_{t+1} - p_{t+1}\}\} \leq \max\{0, p_1 - p_{t+1}\} + \max\{0, p_1 - p_{t+2}\}. \square\]

For all the cases studied in Lemmas 4.6 - 4.9, the algorithm’s decision whether to wait or to execute is based on the evaluation of an inequality, (4.1), (4.2), (4.3), or (4.4), which can be done in constant time. However, for the final case the time needed is no longer constant. Recall that the final unsolved case is \(\Delta < p_1 < \Delta’\) and \(r_{t+2} > r_{t+1}\) and \(p_1 > p_{t+1}\) and \((l + 1)(\Delta’ - p_1) > p_{t+1} - p_{t+2}\) and \(p_{t+1} < \Delta’ - p_1\). Examining the conditions in this
case, there are no upper bounds imposed on $\Delta'$, or equivalently, $r_{l+2}$, suggesting that the second lookahead job $J_{l+2}$ may arrive at an arbitrarily late time, thus allowing multiple jobs to be scheduled in the gap $\Delta'$. Because of this, the algorithm requires linear time in the worst case to make each decision.

As with Lemmas 4.8 and 4.9, we do not need to consider the $W_2$ schedule where we wait until time $r_{l+2}$. Here especially, such a decision simply does not make sense. Referring again to Lemma 4.6, waiting only makes sense if the smallest (first) job in the queue cannot complete execution before the arrival of the next job. In this case, our former definition of the schedules $W/W$, $W/W$, $W/W$, and $W/W$ are well defined. The algorithm waits or schedules (the first $W$ or $\bar{W}$) and then the next important scheduling decision (the second $W$ or $\bar{W}$) occurs after any intermediate jobs are scheduled.

First, we define notation for the number of jobs that are scheduled between the two "important" decisions. In the waiting schedule, the machine is idle from $t$ to $r_{l+1}$, and then executes $J_{l+1}$ at $r_{l+1}$. Note that $r_{l+1} + p_{l+1} < r_{l+1} + (\Delta' - p_i) < r_{l+1} + \Delta' - \Delta = r_{l+2}$. From $r_{l+1} + p_{l+1}$ to $r_{l+2}$, there may be jobs $J_1, J_2, \ldots$ that fit into the period. Let $S_W$ be the largest set of all jobs, $J_1, \ldots, J_h$, that can be executed and completed in the period from $r_{l+1} + p_{l+1}$ to $r_{l+2}$. Similarly in the non-waiting schedule, the machine executes $J_1$ at $t$ and then $J_{l+1}$ at $t + p_1$. Note that $t + p_1 + p_{l+1} < t + p_1 + (\Delta' - p_i) = t + \Delta' = r_{l+2}$. From $t + p_1 + p_{l+1}$ to $r_{l+2}$, there may be jobs, $J_2, J_3, \ldots$ that fit into the period. Let $S_{\bar{W}}$ be the largest set of all jobs, $J_2, \ldots, J_g$, that can be executed and completed in the period from $t + p_1 + p_{l+1}$ to $r_{l+2}$.

We notice that sets $S_W$ and $S_{\bar{W}}$ are closely related in that either $g = h + 1$ or $g = h$, and furthermore we have the following possibilities.
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• When \( g = h + 1 \), \( S_W = \{J_1, \ldots, J_h\} \) and \( S_{\overline{W}} = \{J_2, \ldots, J_{h+1}\} \) with \( h \geq 0 \). (When \( h = 0 \), \( S_W = S_{\overline{W}} = \emptyset \).)

• When \( g = h \), \( S_W = \{J_1, \ldots, J_h\} \) and \( S_{\overline{W}} = \{J_2, \ldots, J_h\} \) with \( h \geq 1 \). (When \( h = 1 \), \( S_{\overline{W}} = \emptyset \).)

Therefore, our final unsettled case, \( \Delta < p_1 < \Delta' \) and \( r_{l+2} > r_{l+1} \) and \( p_1 > p_{l+1} \) and \( (l + 1)(\Delta' - p_1) > p_{l+1} - p_{l+2} \) and \( p_{l+1} < \Delta' - p_1 \) is further divided into the following two sub-cases, each of which is studied separately.

• \( \Delta < p_1 < \Delta' \) and \( r_{l+2} > r_{l+1} \) and \( p_1 > p_{l+1} \) and \( (l + 1)(\Delta' - p_1) > p_{l+1} - p_{l+2} \) and \( p_{l+1} < \Delta' - p_1 \) and \( g = h + 1 \)

• \( \Delta < p_1 < \Delta' \) and \( r_{l+2} > r_{l+1} \) and \( p_1 > p_{l+1} \) and \( (l + 1)(\Delta' - p_1) > p_{l+1} - p_{l+2} \) and \( p_{l+1} < \Delta' - p_1 \) and \( g = h \)

Lemma 4.10 When \( \Delta < p_1 < \Delta' \) and \( r_{l+2} > r_{l+1} \) and \( p_1 > p_{l+1} \) and \( (l + 1)(\Delta' - p_1) > p_{l+1} - p_{l+2} \) and \( p_{l+1} < \Delta' - p_1 \) and \( g = h + 1 \), the algorithm chooses to wait until \( r_{l+1} \) if and only if

\[
(h + 2)\Delta + (l - h)(\Delta + p_{l+1} + \sum_{j=1}^{h+1} p_j - \Delta') + \max\{(l - h)(\Delta' - p_{l+1} - \sum_{j=1}^{h+1} p_j), 0\} < \max\{0, p_{l+1} - p_l\} + \max\{0, p_{l+2} - p_{l+1}\},
\]

where \( h \) and \( g \) are as defined earlier based on the contents in sets \( S_W \) and \( S_{\overline{W}} \).

Proof We first argue that the \( \overline{W}/W \) schedule yields a total completion time larger than that in the \( W/\overline{W} \) schedule and, therefore, is out of consideration because
\[ \sum C_j(W/W) \geq (h + 1) n + (h + 1) p_{t+1} + h p_1 + \cdots + p_h + (r_{t+2} + p_{h+1}) + \cdots \]

and

\[ \sum C_j(W/W) = (h + 2) t + (h + 2) p_1 + (h + 1) p_{t+1} + h p_2 + \cdots + p_{h+1} + \cdots, \]

where the last "\cdots" in each formula represents the total completion time of the jobs \( J_{t+2}, J_{h+2}, \ldots, J_t \) using the shortest-job-first order starting at time \( r_{t+2} \). Considering the difference, we get

\[ \sum C_j(W/W) - \sum C_j(W/W) \geq (h + 1) \Delta - t - 2p_1 - p_2 - \cdots - p_h + r_{t+2} \]

\[ = (h + 1) \Delta - 2p_1 - p_2 - \cdots - p_h + \Delta' \]

\[ \geq (h + 1) \Delta - 2p_1 - p_2 - \cdots - p_h + p_{t+1} + p_1 + \cdots + p_{h+1} \]

\[ = (h + 1) \Delta + p_{t+1} + p_{h+1} - p_1 \]

\[ \geq (h + 1) \Delta + p_{t+1} \]

\[ > 0. \]

So we only need to compare the \( W/W \) schedule with one of the \( W/W \) and the \( W/W \) schedules, depending on which yields a smaller total completion time. We consider two
possibilities: (a) \((l - h)(\Delta' - pt+1 - \sum_{j=1}^{h+1} p_j) \leq ph+2 - pt+2\) and (b) \((l - h)(\Delta' - pt+1 - \sum_{j=1}^{h+1} p_j) > ph+2 - pt+2\).

(a) When \((l - h)(\Delta' - pt+1 - \sum_{j=1}^{h+1} p_j) \leq ph+2 - pt+2\), the \(W/W\) schedule has a smaller total completion time than the \(W/W\) schedule according to the lookahead-1 result applied to time \(t + pt+1 + \sum_{j=1}^{h+1} p_j\) in the non-waiting schedule with \(Q_{W} = \{J_{h+2}, \ldots, J_{l}\}\) and \(Q_{LA} = \{J_{l+2}\}\). So the \(W/W\) schedule is out of consideration. Note that the given \((l - h)(\Delta' - pt+1 - \sum_{j=1}^{h+1} p_j) \leq ph+2 - pt+2\) also implies that \(ph+2 \geq pt+2\). We compute and compare \(E_{Cj}(W/W)\) and \(E_{Cj}(W/W)\). We have

\[
\sum C_j(W/W) = (h + 2)t + (h + 2)pt+1 + (h + 1)pt+1 + hp_2 + \cdots + ph+1 \\
+ (l - h)(rt+1 + pt+1 + \sum_{j=1}^{h+1} p_j) + \cdots
\]

and

\[
\sum C_j(W/W) = (h + 2)t + (h + 2)pt+1 + (h + 1)pt+1 + hp_2 + \cdots + ph+1 + (l - h)rt+2 + \cdots,
\]

where the last "\(\cdots\)" in each formula represents the total completion time of the jobs \(J_{l+2}, J_{h+2}, \ldots, J_{l}\) using the shortest-job-first order starting at time 0. Considering the difference, we get
\[ \sum C_j(W/W) - \sum C_j(\overline{W}/W) \]
\[ = (h + 2)\Delta - (p_1 - p_{l+1}) + (l - h)(r_{l+1} + p_{l+1} + \sum_{j=1}^{h+1} p_j - r_{l+2}) \]
\[ = (h + 2)\Delta - (p_1 - p_{l+1}) + (l - h)(\Delta + p_{l+1} + \sum_{j=1}^{h+1} p_j - \Delta'). \]

Therefore, the algorithm chooses to wait if and only if \( \sum C_j(W/W) - \sum C_j(\overline{W}/W) \leq 0 \) if and only if \((h + 2)\Delta + (l - h)(\Delta + p_{l+1} + \sum_{j=1}^{h+1} p_j - \Delta') \leq p_1 - p_{l+1} \) if and only if
\[
(h + 2)\Delta + (l - h)(\Delta + p_{l+1} + \sum_{j=1}^{h+1} p_j - \Delta') + \max\{(l - h)(\Delta' - p_{l+1} - \sum_{j=1}^{h+1} p_j), p_{h+2} - p_{l+2}\} \leq \max\{0, p_1 - p_{l+1}\} + \max\{0, p_{h+2} - p_{l+2}\}.
\]

(b) When \((l - h)(\Delta' - p_{l+1} - \sum_{j=1}^{h+1} p_j) > p_{h+2} - p_{l+2}\), the \( \overline{W}/W \) schedule has a larger total completion time than the \( W/W \) schedule according to the lookahead-1 result applied to time \( t + p_{l+1} + \sum_{j=1}^{h+1} p_j \) in the non-waiting schedule with \( Q_W = \{J_{h+2}, \ldots, J_l\} \) and \( Q_{LA} = \{J_{l+2}\} \). So the \( \overline{W}/W \) schedule is out of consideration. We compute and compare \( \sum C_j(W/W) \) and \( \sum C_j(\overline{W}/W) \). We have

\[
\sum C_j(W/W) = (l + 2)r_{l+1} + (l + 2)p_{l+1} + (l + 1)p_1 + \cdots + (l - h + 1)p_{h+1} + (l - h) \min\{p_{h+2}, p_{l+2}\}
\]
\[ + (l - h - 1) \min\{p_{h+3}, \max\{p_{h+2}, p_{l+2}\}\} + \cdots \]

and
\[ \sum C_j(W/W) = (l + 2)\Delta + (l + 2)p_1 + (l + 1)p_{l+1} + lp_2 + \cdots + (l - h)p_{h+2} \\
+ (l - h - 1)\min\{p_{h+3}, p_{l+2}\} + \cdots, \]

Considering the difference, we get

\[ \sum C_j(W/W) - \sum C_j(W/W) = (l + 2)\Delta - (p_1 - p_{l+1}) - \max\{0, p_{h+2} - p_{l+2}\}. \]

Therefore, the algorithm chooses to wait if and only if \( \sum C_j(W/W) - \sum C_j(W/W) \leq 0 \) if and only if \((l + 2)\Delta \leq (p_1 - p_{l+1}) + \max\{0, p_{h+2} - p_{l+2}\}\) if and only if \((l - h)(\Delta + p_{l+1} + \sum_{j=1}^{h+1} p_j - \Delta') + \max\{(l - h)(\Delta' - p_{l+1} - \sum_{j=1}^{h+1} p_j), p_{h+2} - p_{l+2}\} \leq \max\{0, p_1 - p_{l+1}\} + \max\{0, p_{h+2} - p_{l+2}\}. \]

\textbf{Lemma 4.11} When \( \Delta < p_1 < \Delta' \) and \( r_{l+2} > r_{l+1} \) and \( p_1 > p_{l+1} \) and \( (l + 1)(\Delta' - p_1) > p_{l+1} - p_{l+2} \) and \( p_{l+1} < \Delta' - p_1 \) and \( g = h \), the algorithm chooses to wait until \( r_{l+1} \) if and only if

\[ (l + 2)\Delta + \min\{(l - h + 1)(\Delta' - \Delta - p_{l+1} - \sum_{j=1}^{h} p_j), p_{h+1} - p_{l+2}\} \\
- \min\{(l - h + 1)(\Delta' - p_{l+1} - \sum_{j=1}^{h} p_j), p_{h+1} - p_{l+2}\} \leq \max\{0, p_1 - p_{l+1}\}, \quad (4.6) \]
where \( h \) and \( g \) are as defined earlier based on the contents in sets \( S_W \) and \( S_{\overline{W}} \).

**Proof.** Applying the lookahead-1 result to time \( r_{l+1} + p_{l+1} + \sum_{j=1}^{h} p_j \) in the waiting schedule with \( Q_W = \{ J_{h+1}, \ldots, J_l \} \) and \( Q_{LA} = \{ J_{l+2} \} \), we have that \( \sum C_j(W/W) \leq \sum C_j(W/\overline{W}) \) if and only if \( (l - h + 1) (\Delta' - \Delta - p_{l+1} - \sum_{j=1}^{h} p_j) \leq p_{h+1} - p_{l+2} \). Similarly, applying the lookahead-1 result to time \( t + p_{l+1} + \sum_{j=1}^{h} p_j \) in the non-waiting schedule with \( Q_W = \{ J_{h+1}, \ldots, J_l \} \) and \( Q_{LA} = \{ J_{l+2} \} \), we have that \( \sum C_j(\overline{W}/W) \leq \sum C_j(\overline{W}/\overline{W}) \) if and only if \( (l - h + 1) (\Delta' - p_{l+1} - \sum_{j=1}^{h} p_j) \leq p_{h+1} - p_{l+2} \). Note that \( (l - h + 1) (\Delta' - \Delta - p_{l+1} - \sum_{j=1}^{h} p_j) < (l - h + 1) (\Delta' - \Delta - p_{l+1} - \sum_{j=1}^{h} p_j) \). We have the following three possibilities: (a) \( (l - h + 1) (\Delta' - p_{l+1} - \sum_{j=1}^{h} p_j) \leq p_{h+1} - p_{l+2} \), (b) \( (l - h + 1) (\Delta' - \Delta - p_{l+1} - \sum_{j=1}^{h} p_j) > p_{h+1} - p_{l+2} \), and (c) \( (l - h + 1) (\Delta' - \Delta - p_{l+1} - \sum_{j=1}^{h} p_j) \leq p_{h+1} - p_{l+2} \) and \( (l - h + 1) (\Delta' - p_{l+1} - \sum_{j=1}^{h} p_j) > p_{h+1} - p_{l+2} \).

(a) When \( (l - h + 1) (\Delta' - p_{l+1} - \sum_{j=1}^{h} p_j) \leq p_{h+1} - p_{l+2} \), which also implies that \( (l - h + 1) (\Delta' - \Delta - p_{l+1} - \sum_{j=1}^{h} p_j) < p_{h+1} - p_{l+2} \), the \( W/\overline{W} \) and the \( \overline{W}/\overline{W} \) are out of consideration. We only need to compute and compare \( \sum C_j(W/W) \) and \( \sum C_j(\overline{W}/W) \). We have

\[
\sum C_j(W/W) = (h + 1) r_{l+1} + (h + 1) p_{l+1} + h p_{1} + \cdots + p_{h} + \cdots
\]

and

\[
\sum C_j(\overline{W}/W) = (h + 1) t + (h + 1) p_{1} + h p_{l+1} + \cdots + p_{h} + \cdots,
\]

where the last "\( \cdots \)" in each formula represents the total completion time of the jobs \( J_{l+2}, J_{h+1}, \ldots, J_l \) using the shortest-job-first order starting at time \( r_{l+2} \). Considering the
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difference, we get

\[ \sum \bar{C}_j(W/W) - \sum 
\sum \bar{C}_j(W/W) = (h + 1)\Delta - (p_1 - p_{t+1}). \]

Therefore, the algorithm chooses to wait if and only if \( \sum \bar{C}_j(W/W) - \sum C_j(W/W) \leq 0 \)
if and only if \((h + 1)\Delta \leq p_1 - p_{t+1} \) if and only if 
\((l + 2)\Delta + \min\{h - h + 1)(\Delta' - \Delta - p_{t+1} - \sum_{j=1}^h p_j), p_{h+1} - p_{t+2}\} - \sum_{j=1}^h p_j) \leq \max\{0, p_1 - p_{t+1}\} \).

(b) When \((l - h + 1)(\Delta' - \Delta - p_{t+1} - \sum_{j=1}^h p_j) > p_{h+1} - p_{t+2} \)
which also implies that
\((l - h + 1)(\Delta' - p_{t+1} - \sum_{j=1}^h p_j) > p_{h+1} - p_{t+2} \)
the \(W/W\) and the \(\bar{W}/W\) schedules are out of consideration. We only need to compute and compare \(\sum C_j(W/W)\) and \(\sum \bar{C}_j(W/W)\).

We have,

\[ \sum \bar{C}_j(W/W) = (l + 2)\bar{r}_{t+1} + (l + 2)p_{t+1} + (l + 1)p_1 + \cdots \]

and

\[ \sum C_j(W/W) = (l + 2)t + (l + 2)p_1 + (l + 1)p_{t+1} + \cdots. \]

Considering the difference, we get

\[ \sum C_j(W/W) - \sum \bar{C}_j(W/W) = (l + 2)\Delta - (p_1 - p_{t+1}). \]

Therefore, the algorithm chooses to wait if and only if \( \sum C_j(W/W) - \sum \bar{C}_j(W/W) \leq 0 \)
if and only if \((l + 2)\Delta \leq p_1 - p_{t+1} \) if and only if 
\((l + 2)\Delta + \min\{l - h + 1)(\Delta' - \Delta - p_{t+1} - \sum_{j=1}^h p_j), p_{h+1} - p_{t+2}\} \leq \max\{0, p_1 - p_{t+1}\} \).
(c) When \((l - h + 1)(\Delta' - \Delta - p_{l+1} - \sum_{j=1}^{h} p_j) \leq p_{h+1} - p_{l+2}\) and \((l - h + 1)(\Delta' - p_{l+1} - \sum_{j=1}^{h} p_j) > p_{h+1} - p_{l+2}\), the \(W/W\) and the \(W/W\) schedules are out of consideration. Note that the above inequalities imply that \(p_{h+1} \geq p_{l+2}\). We only need to compute and compare \(\sum C_j(W/W)\) and \(\sum C_j(W/W)\). We have

\[
\sum C_j(W/W) = (l + 2)p_{l+1} + (l + 2)p_{l+1} + (l + 1)p_1 + \cdots + (l - h + 1)(\Delta' - \Delta - p_{l+1} - \sum_{j=1}^{h} p_j) + (l - h + 1)p_{l+2} + (l - h)p_{h+1} + \cdots
\]

and

\[
\sum C_j(W/W) = (l + 2)t + (l + 2)p_1 + (l + 1)p_{l+1} + \cdots + (l - h + 1)p_{h+1} + (l - h)p_{l+2} + \cdots.
\]

Considering the difference, we get

\[
\sum C_j(W/W) - \sum C_j(W/W) = (l + 2)\Delta - (p_1 - p_{l+1}) + (l - h + 1)(\Delta' - \Delta - p_{l+1} - \sum_{j=1}^{h} p_j) - (p_{h+1} - p_{l+2}).
\]

Therefore, the algorithm chooses to wait if and only if \(\sum C_j(W/W) - \sum C_j(W/W) \leq 0\)

if and only if \((l + 2)\Delta + (l - h + 1)(\Delta' - \Delta - p_{l+1} - \sum_{j=1}^{h} p_j) \leq (p_1 - p_{l+1}) + (p_{h+1} - p_{l+2})\)

if and only if \((l + 2)\Delta + \min\{(l - h + 1)(\Delta' - \Delta - p_{l+1} - \sum_{j=1}^{h} p_j), p_{h+1} - p_{l+2}) - \min\{(l - h + 1)(\Delta' - p_{l+1} - \sum_{j=1}^{h} p_j), p_{h+1} - p_{l+2}\} \leq \max\{0, p_1 - p_{l+1}\}.\]
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4.3.2 LA2 Algorithm Time Complexity

As shown in Lemmas 4.10 and 4.11, the running time for a LA2 algorithm is linear. This occurs because the algorithm must know when $r_{j+2}$ occurs relative to the previous completion time. If the arrival occurs close to a completion time, waiting may be beneficial. However, given the sets of waiting jobs and lookahead jobs, this fact can only be determined by direct calculation, considering the jobs in order. Therefore, although there are many cases where the LA2 algorithm makes decisions in constant time, there exists instances requiring linear time.

4.4 Running Time of LA$k$ Algorithm

In this chapter, we considered the implementation of two lookahead algorithms. In both cases, the worst-case running time was linear, although we argued that the actual running time would be near-constant for the Lookahead-1 algorithm for two machines. In this section, we consider the running time of a Lookahead-$k$ algorithm for a single machine.

Our approach to pick the shortest job in the wait queue is based on the problem $1|| \sum C_j$ where the $n$ jobs are available at time 0. Conway [28] showed that the optimal schedule is produced by sorting the jobs and scheduling them from shortest to longest (SJF). Note that this solution has no idle periods because all the jobs are available at once.

Unfortunately, the SJF algorithm does not produce the optimal schedule when jobs arrive over time. There can be time periods in the optimal schedule where the machine is idle even though one or more jobs are available, and the SJF algorithm, called a conservative approach, does not allow this type of idleness. A lookahead algorithm creates a
better schedule by finding some instances when conservative decisions are not optimal. The amount of improvement increases as the size of the lookahead queue grows.

The limit of this growth is when the algorithm knows about every job to schedule, and as \( k \to n \), we have the offline version of \( 1|r_j| \sum C_j \). Unfortunately, this problem has been shown to be strongly NP-hard [72], and consequently, any method that guarantees finding the local optimal requires exponential time (unless \( P = NP \)).

Thus, there is a tension between quality of schedule and running time. If we use an algorithm with a large lookahead, it creates very good schedules, but the execution time of the algorithm is large. On the other hand, if we use a small amount of lookahead, the algorithm runs quickly, but the quality of the schedule is reduced. As we will discuss further in our simulation study of lookahead algorithms, Chapter 6, the amount of improvement actually tapers off as the size of the lookahead grows. Lookahead-1 (LAI) results in a significant improvement over SJF, whereas Lookahead-2 is only slightly better than LAI. We therefore conclude that a lookahead of one is the appropriate balance between the conflicting metrics of execution time and schedule quality.
Chapter 5

Algorithm Analysis

5.1 Introduction

Beginning in this chapter, we turn from the design of efficient algorithms to a discussion of the effectiveness of our algorithms. We study algorithms in two ways. In this chapter, we use mathematical analysis to measure the worst-case performance, and in the next chapter, we use simulation to consider the average case. For both approaches, we show that our algorithm produces schedules that are significantly better than schedules from an equivalent algorithm without lookahead.

Our approach in this chapter is a technique called competitive analysis, which produces a ratio describing how far from optimal a solution is in the worst case. Formally, let $A$ be an algorithm of interest. Further, let $I$ be an instance for the problem and let $A(I)$ and $OPT(I)$ be the values of the objective function given by the algorithm and the optimal algorithm, respectively. Then the algorithm $A$ is said to be $c$-competitive if for all $I$,

$$A(I) \leq c \cdot OPT(I)$$

Notice that this approach is a shift in the way we think about an algorithm. When we
considered the running time in Chapter 4, we were interested in how long it would take to make each local-optimal decision. Here, we are interested in cumulative performance of the algorithm, not the quality of individual decisions.

We apply this technique to algorithms for the general problem $P|r_j| \sum C_j$, where we have $n$ jobs to schedule on $m$ machines. Each job has an arrival time $r_j$ and a processing time $p_j$, and the goal is to schedule all of the jobs while minimizing the sum of completion times. This is the same problem studied in Chapter 4 except we have generalized the number of machines to $m$.

For this problem, we study three algorithms, the Shortest Job First (SJF) algorithm, the Lookahead-1 (LA1) algorithm, and the Lookahead-$k$ (LAk) algorithm, each based on the model described in Chapter 3. In our model, we described a three step method to make scheduling decisions. The first two steps are to assume that no other jobs will arrive and then to calculate the optimal schedule of the jobs in the wait queue and lookahead queue. In the third step, if the algorithm decides to schedule it always chooses the shortest job in the wait queue. Because this is the same rule that the SJF algorithm uses, we consider the SJF algorithm to be the Lookahead-0 (LA0) algorithm.

Using this alternative view of the SJF algorithm, the difference between any two algorithms is the size of the lookahead queue, $Q_{LA}$. For the SJF algorithm, the size is zero; for the LA1 algorithm, the size is one; and for LA$k$, the size is $k$. Thus, for each algorithm, the wait queue, $Q_W$, holds jobs that have arrived but have not been scheduled and the lookahead queue, $Q_{LA}$, contains zero or more jobs that arrive in the future. The algorithm makes scheduling decisions using the information in these two queues.

Within this framework, we consider the performance of each algorithm. In section
Figure 5.1: In Theorem 5.1, the optimal schedule has all of the machines idle until time $\epsilon$ and then executes the short jobs followed by the long jobs. In the SJF schedule, the long jobs are executed immediately, and then the short jobs.

5.2, we give a proof of the lower bound on the competitive ratio for the SJF algorithm. Likewise, in Section 5.3 we give a lower bound proof for the LA1 algorithm and in Section 5.4, a proof for the LA$k$ algorithm. Finally, in Section 5.5, we discuss the significance of these ratios.

5.2 Lower Bound for SJF

Theorem 5.1 The competitive ratio for SJF is at least $\frac{n}{m}$.

Proof: Consider the instance where $m$ long jobs with processing time $L$ arrive at time 0 and $l \cdot m$ short jobs with processing time 1 arrive at time $\epsilon$. Note that $n = m + l \cdot m = (l + 1) \cdot m$. In the optimal schedule OPT, all $m$ machines wait from time 0 to time $\epsilon$. Then, all $l \cdot m$
short jobs are executed followed by the $m$ long jobs. See Figure 5.1. Let $C_{\text{OPT}}$ be the total completion time in the optimal schedule. We have

$$\begin{align*}
C_{\text{OPT}} &= m((\epsilon + 1) + (\epsilon + 2) + \ldots + (\epsilon + l) + (\epsilon + l + L)) \\
&= m \left( L + \frac{1}{2} l^2 + \left( \frac{3}{2} + \epsilon \right) l + \epsilon \right).
\end{align*}$$

In the SJF schedule, all $m$ long jobs are executed before any short jobs. See Figure 5.1. Let $C_{\text{SJF}}$ be the total completion time in the SJF schedule. We have

$$\begin{align*}
C_{\text{SJF}} &= m(L + (L + 1) + (L + 2) + \ldots + (L + l)) \\
&= m \left( (l + 1)L + \frac{1}{2} l^2 + \frac{1}{2} l \right).
\end{align*}$$

Therefore, the ratio is

$$\frac{C_{\text{SJF}}}{C_{\text{OPT}}} = \frac{m ((l + 1)L + \frac{1}{2} l^2 + \frac{1}{2} l)}{m \left( L + \frac{1}{2} l^2 + \left( \frac{3}{2} + \epsilon \right) l + \epsilon \right)} = \frac{n}{m} \text{ as } L \to \infty.$$
Figure 5.2: In Theorem 5.2, the optimal schedule has all of the machines idle until time $2\epsilon$ and then schedules the short jobs followed by both sets of long jobs. In the LAI schedule, the first set of long jobs execute immediately, then the short jobs, and finally, the second set of long jobs.

5.3 Lower Bound for LAI

Theorem 5.2 The competitive ratio for LAI is at least $\frac{1}{3} \left( \frac{n}{m} + 1 \right)$.

Proof: Consider the instance where $m$ long jobs with processing time $L$ arrive at time 0 followed by another $m$ long jobs with processing time $L$ arriving at time $\epsilon$, and finally, $l \cdot m$ short jobs with processing time 1 arriving at time $2\epsilon$. Note that $n = m + m + l \cdot m = (l + 2)m$.

In the optimal schedule, all $m$ machines wait from time 0 until time $2\epsilon$, and then execute all the short jobs before executing any long jobs. See Figure 5.2. Let $C_{OPT}$ be the total completion time in the optimal schedule. We have
\[ C_{\text{OPT}} = m((2e + 1) + (2e + 2) + \ldots + (2e + l) + (2e + l + L) + (2e + l + L + L)) = m\left(3L + \frac{1}{2}l^2 + \left(\frac{5}{2} + 2e\right)l + 4e\right). \]

In the LA1 schedule, all \( m \) long jobs with arrival time 0 are executed before any short jobs. The second batch of long jobs are executed last. See Figure 5.2. Let \( C_{\text{LA1}} \) be the total completion time of the LA1 schedule. We have

\[ C_{\text{LA1}} = m(L + (L + 1) + (L + 2) + \ldots + (L + l) + (L + l + L)) = m\left((l + 3)L + \frac{1}{2}l^2 + \frac{3}{2}l\right). \]

Considering the ratio, we have

\[ \frac{C_{\text{LA1}}}{C_{\text{OPT}}} = \frac{m((l + 3)L + \frac{1}{2}l^2 + \frac{3}{2}l)}{m(3L + \frac{1}{2}l^2 + (\frac{5}{2} + 2e)l + 4e)} = \frac{(\frac{n}{m} + 1) L + \frac{1}{2}l^2 + \frac{3}{2}l}{3L + \frac{1}{2}l^2 + (\frac{5}{2} + 2e)l + 4e} \rightarrow \frac{1}{3}\left(\frac{n}{m} + 1\right) \quad \text{as } L \rightarrow \infty. \]
Figure 5.3: In Theorem 5.3, the optimal schedule has all of the machines idle until time $2\varepsilon$, then schedules the short jobs followed by all the long jobs. In the LA$k$ schedule, the first set of long jobs is executed immediately, then the short jobs, and finally, the remaining long jobs.

<table>
<thead>
<tr>
<th></th>
<th>0</th>
<th>$2\varepsilon$</th>
<th>$2\varepsilon + 1$</th>
<th>$2\varepsilon + l + k + 1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M_1$</td>
<td>1 1</td>
<td>1</td>
<td>L</td>
<td>L</td>
</tr>
<tr>
<td>$M_2$</td>
<td>1 1</td>
<td>1</td>
<td>L</td>
<td>L</td>
</tr>
<tr>
<td>$M_3$</td>
<td>1 1</td>
<td>1</td>
<td>L</td>
<td>L</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>$M_n$</td>
<td>1 1</td>
<td>1</td>
<td>L</td>
<td>L</td>
</tr>
</tbody>
</table>

Optimal Schedule

<table>
<thead>
<tr>
<th></th>
<th>0</th>
<th>$L$</th>
<th>$L+1$</th>
<th>$L+2\varepsilon$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M_1$</td>
<td>L</td>
<td>1 1</td>
<td>1</td>
<td>L</td>
</tr>
<tr>
<td>$M_2$</td>
<td>L</td>
<td>1 1</td>
<td>1</td>
<td>L</td>
</tr>
<tr>
<td>$M_3$</td>
<td>L</td>
<td>1 1</td>
<td>1</td>
<td>L</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>$M_n$</td>
<td>L</td>
<td>1 1</td>
<td>1</td>
<td>L</td>
</tr>
</tbody>
</table>

LA$k$ Schedule

5.4 Lower bound for LA$k$

Theorem 5.3 The competitive ratio for LA$k$ is at least \( \frac{2}{(k+1)(k+2)} \left( \frac{n}{m} + \frac{1}{2} k(k+1) \right) \).

Proof: Consider the instance where $m$ long jobs with processing time $L$ arrive at time 0, another $k \cdot m$ long jobs with processing time $L$ arrive at time $\varepsilon$ and $l \cdot m$ short jobs with processing time 1 arrive at the $2\varepsilon$. Note $n = m + k \cdot m + l \cdot m = (k + l + 1) \cdot m$.

In the optimal schedule, all $m$ machines wait from time 0 to $2\varepsilon$ and then execute all short jobs before executing any long jobs. See Figure 5.3. Let $C_{\text{OPT}}$ be the total completion time in the optimal schedule. We have
In the LAk schedule, all \( m \) long jobs with arrival time 0 are executed before any short jobs. The second batch of long jobs are scheduled last. See Figure 5.3. Let \( C_{\text{LAk}} \) be the total completion time in the LAk schedule. We have

\[
C_{\text{LAk}} = m(L + (L + 1) + (L + 2) + \ldots + (L + l) + (L + l + L) + (L + l + 2L) + \ldots + (L + l + kL))
\]

\[
= m \left( (L + 1 + \frac{1}{2}k(k + 1))L + \frac{1}{2}l^2 + \left( \frac{3}{2} + k + 2\epsilon \right) l + (k + 1)2\epsilon \right).
\]

Considering the ratio, we have

\[
\frac{C_{\text{LAk}}}{C_{\text{OPT}}} = \frac{m \left( (L + 1 + \frac{1}{2}k(k + 1))L + \frac{1}{2}l^2 + (\frac{3}{2} + k + 2\epsilon) l + (k + 1)2\epsilon \right)}{m \left( \frac{1}{2}(k + 1)(k + 2)L + \frac{1}{2}l^2 + (\frac{3}{2} + k + 2\epsilon) l + (k + 1)2\epsilon \right)}
\]

\[
= \frac{\left( \frac{n}{m} + \frac{1}{2}k(k + 1) \right) + \frac{1}{2}l^2 + (\frac{3}{2} + k + 2\epsilon) l + (k + 1)2\epsilon}{(k + 1)(k + 2) \left( \frac{n}{m} + \frac{1}{2}k(k + 1) \right)} \quad \text{as } L \to \infty.
\]
Figure 5.4: For a fixed \( m \) and \( n \), when the LA0 algorithm is used, the competitive ratio is large, implying the worst-case instance is far from optimal. By adding a single lookahead, the ratio is reduced significantly. As the size of the lookahead grows beyond one, the amount of improvement diminishes.

5.5 Discussion

We suspect that the lower bounds from the previous sections are all tight bounds. That is, they are also upper bounds for the competitive ratios of the corresponding algorithms.

It has been shown that when \( m = 1 \), the tight competitive ratio is \( n = \frac{n}{m} \) for the SJF algorithm [80]. In addition, when \( m = 1 \), we know that the tight competitive ratio for LA1 is \( \frac{1}{3}(n + 1) = \frac{1}{3} \left(\frac{n}{m} + 1\right) \) [79]. Because our lower bounds cover the previous tight bounds for the special case of \( m = 1 \), we are encouraged that our ratios may also be tight.

The ratio for the LA\( k \) algorithm unifies our three results. When \( k = 0 \), we have LA0, which is SJF. The bound for LA0 is \( \frac{2}{(k+1)(k+2)} \left( \frac{n}{m} + \frac{1}{2}k(k + 1) \right) = \frac{2}{(k+1)(k+2)} \left( \frac{n}{m} + \frac{1}{2} \cdot 0 \right) = \frac{n}{m} \), which matches the bound we developed for SJF. When \( k = 1 \), we have LA1. The bound
for $L_{Ak}$ when $k = 1$ is

$$\frac{2}{(k+1)(k+2)} \left( \frac{n}{m} + \frac{1}{2}k(k+1) \right) = \frac{2}{(k+1)(k+2)} \left( \frac{n}{m} + \frac{1}{2} \cdot 1 \cdot 2 \right) = \frac{1}{2} \left( \frac{n}{m} + 1 \right),$$

which matches our bound for $L_{A1}$. Although these consistencies do not prove any of the bounds are upper bounds, it does show that there is a relationship between the various lower bounds. The existence of this relationship and our ratios that are consistent with previous tight ratios imply the lower bounds may be tight.

Assuming the bound for $L_{Ak}$ is tight, an interesting fact comes out of the mathematics. First, note that in general, the bigger the size of $k$, the better the competitive ratio. Intuitively, as $k$ approaches infinity, we have the optimal offline algorithm. When for some fixed constant $c$, we get

$$\frac{2}{(k+1)(k+2)} \left( \frac{n}{m} + \frac{1}{2}k(k+1) \right) \leq \frac{2}{(k+1)(k+2)} \left( \frac{1}{2}(c-1)k^2 + \frac{1}{2}k(k+1) \right)$$

$$= \frac{k^2}{(k+1)(k+2)}(c-1) + \frac{k}{k+2}$$

$$< (c-1) + 1$$

$$= c.$$

This indicates that the competitive ratio for $L_{Ak}$ becomes bounded by the constant $c$ for large $k$.

As a final point, we return to the discussion in Chapter 4 regarding the balance between execution time and amount of improvement. Figure 5.4 shows a plot of the competitive ratio of the $L_{Ak}$ algorithm. In this graph, we vary $k$ and hold both $n$ and $m$ fixed with $n \gg m$. A higher value of the competitive ratio means that the worst-case schedule is further from optimal. As expected, the quality of the schedule improves as the size of lookahead...
increases. More interestingly, we note that there is a dramatic improvement from zero lookahead, the SJF algorithm, to a single lookahead job, LA1. Although a larger lookahead produce better schedules, the improvement is only marginal beyond Lookahead-1.

In Chapter 4, we showed that a LA1 algorithm can be implemented effectively in a real-time context, but that the running time of algorithms using more lookahead was prohibitive. Figure 5.4 supports these findings by demonstrating that the most improvement occurs between LA0 and LA1. Therefore, we conclude that a lookahead of 1 is the appropriate balance between efficiency and improvement.
Chapter 6

Simulation

6.1 Overview / Introduction

In addition to theoretical analysis, a second approach we take in evaluating lookahead algorithms is simulation experiments. There are a number of reasons why simulation is a very important tool for studying the behavior of algorithms. First, intuition tells us that lookahead algorithms may out-perform their online counterparts in situations when there are large variations in job lengths and small intervals between job arrivals. In addition, it seems logical that transient behavior, such as the queue size, may affect the relative performance of lookahead algorithms. Simulation can be used to verify these intuitions, whereas theoretical analysis cannot. Second, when theoretical analysis is difficult or impossible, simulation experiments provide insight. Third, although the competitive ratio provides an overall performance guarantee, it is sometimes too pessimistic to be informative in practice because it is a worst-case measure. In comparison, when a suitable probabilistic distribution is chosen, simulation gives average-case information on the performance of lookahead algorithms.

Overall, the goal of our simulation study is to quantify the performance of lookahead
algorithms on three job scheduling systems. We simulate a single machine system and a
two identical machine system, the systems for which we developed lookahead algorithms
in Chapter 4. The third is a two unrelated machine system. The difference between the
dual machine systems concerns the service time of each job. For identical machines, each
job has the same service time on both machines. For the unrelated machines, each job
has a potentially different service time on each machine. This configuration represents a
system where each machine has different abilities. An example is the cross-docking model
discussed in detail in Appendix A.

For all three systems, we assumed the system started empty and idle, there were no
jobs in the single wait queue at time zero, and no jobs were executing. For each simulation,
a fixed number of jobs arrived over time, and the simulations finished when all jobs
had completed. These assumptions are consistent with the theoretical lookahead model
described in Chapter 3.

We implemented the Shortest Job First (SJF) and Lookahead-1 (LA1) algorithms for all
three systems. For the single machine system, we also implemented a Lookahead-2 (LA2)
algorithm. We use the SJF algorithm as a point of comparison, justified because the LA1
and LA2 algorithms use the SJF rule when they decide to schedule. Therefore, SJF is also
referred to as the Lookahead-0 (LA0) algorithm.

Regardless of the name, the SJF algorithm maintains the wait queue sorted by service
time with the shortest job at the head of the queue. When a job arrives, it is inserted into
the wait queue, and when a machine becomes idle, the first job in the queue is scheduled
on that machine.

\footnote{Consistent with simulation terminology, in this chapter we use service time rather than processing time.}
The LA1 algorithm for job scheduling maintains a lookahead queue in addition to the sorted wait queue. The lookahead queue contains a single job, the lookahead job, which is the next job that will arrive. Assuming the wait queue is not empty when a machine becomes idle, the algorithm must decide whether to wait for the lookahead job or to schedule the shortest job in the wait queue. From the work of Mao and Kincaid [79], we know that using the local optimal, the algorithm can make this decision in constant time for the single machine system [79], and from Chapter 4, we know the running time is near-constant for the two identical machine system. In both cases, if waiting produces a smaller total completion time of the jobs in the wait queue and lookahead queue, the algorithm waits for the lookahead job. Otherwise, the first and shortest job in the queue is executed.

Similar to the LA1 algorithm, the LA2 algorithm for job scheduling maintains both a wait queue and a lookahead queue. In this case, the lookahead queue always contains the next two jobs to arrive. The LA2 algorithm uses the information in both queues to calculate the local optimal schedule and then decides, consistent with this schedule, whether to wait or schedule. From Chapter 4, we know this decision can be made in linear time for the single machine system.

For all simulations, inter-arrival times were assumed to be Exponentially distributed. We studied both a stationary arrival process, where jobs arrive at a constant average rate throughout the simulation, and a Markovian Modulated Poisson Process (MMPP), where the arrival rate toggles between two rates. Results were gathered when the service times were taken from Uniform, Triangle, Erlang, Exponential, and Hyperexponential distributions. Table 6.1 lists the important information for each of these distributions.

The most important difference between these simulation results and the previous the-
Table 6.1: The mean and standard deviation for each distribution used in the simulations.

<table>
<thead>
<tr>
<th>Distribution</th>
<th>mean</th>
<th>standard deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Uniform$(a, b)$</td>
<td>$\frac{a+b}{2}$</td>
<td>$\frac{b-a}{\sqrt{12}}$</td>
</tr>
<tr>
<td>Triangle$(a, b, c)$</td>
<td>$\frac{a+b+c}{3}$</td>
<td>$\sqrt{(a-b)^2+(a-c)^2+(b-c)^2}$</td>
</tr>
<tr>
<td>Erlang$(a, b)$</td>
<td>$a b$</td>
<td>$\sqrt{a b}$</td>
</tr>
<tr>
<td>Exponential$(\mu)$</td>
<td>$\mu$</td>
<td>$\mu$</td>
</tr>
<tr>
<td>Hyper$(\mu_1, \mu_2, \alpha)$</td>
<td>$\alpha \mu_1 + (1 - \alpha) \mu_2$</td>
<td>$\alpha \mu_1^2 + (1 - \alpha) \mu_2^2$</td>
</tr>
</tbody>
</table>

Theoretical results is the algorithm with which we compare. In our theoretical study, we compared against the optimal algorithm to produce a worst-case measure. With our simulation experiments, we use the SJF as our point of comparison to generate average-case measures.

Because of this distinction, we use different criteria for each approach. In our theoretical results, we minimize the total completion time. In the simulations, we measure the average wait time. For job $J_j$, the completion time, $C_j$, is the arrival time, $r_j$, plus the time spent in the queue, or wait time, $w_j$, plus the service time, $p_j$. We see that the two criteria are equivalent since

$$\frac{1}{n} \sum C_j = \frac{1}{n} \sum (r_j + w_j + p_j) = \left[ \frac{1}{n} \sum (r_j + p_j) \right] + \frac{1}{n} \sum w_j.$$  

Notice that $\sum (r_j + p_j)$ is constant for a given instance of $n$ jobs. Only a change in the wait time affects the sum of completion times and average wait time.

Using the average wait time is necessary with simulation because of the metric we use to compare two algorithms. The percent improvement of algorithm $A_2$ over algorithm $A_1$ for an instance is defined in terms of the cost of the two schedules, $C_1$ and $C_2$:

$$\frac{C_2 - C_1}{C_2}$$
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Let $C$ represent the sum of arrival times plus the sum of service times for a set of jobs. Further, let $W_1$ be the sum of wait times incurred from $A_1$ and $W_2$ be the sum of wait times from $A_2$. Then the percent improvement using the sum of completion times is

$$\frac{(C + W_2) - (C + W_1)}{C + W_2} = \frac{W_2 - W_1}{C + W_2}$$

Using the average wait time, we have

$$\frac{\frac{1}{n}W_2 - \frac{1}{n}W_1}{\frac{1}{n}W_2} = \frac{W_2 - W_1}{W_2}$$

In both ratios, the numerator represents the difference in wait times between the two schedules. However, when the sum of completion times is used as the criteria, the denominator of the percent improvement contains $C$ and is the sum of completion times of the second algorithm. Because each completion time is larger than the previous, this quantity dominates the ratio. Mathematically, if the number of jobs is large, then $C = \sum r_j + \sum p_j$ is also large. In the limit as $n$ goes to infinity, the percent improvement using the sum of completion times goes to zero. In terms of our finite simulations, the measured percent improvement of the total completion time will always be less than the equivalent instance when calculating the average wait time.

### 6.2 Results

Our experiments were broken down into two main categories. First, we measured the improvement of lookahead algorithms with short bursts of 25 jobs, called the transient behavior. This type of study provides a very detailed look at how much improvement
is expected in the short term. The second approach is to execute the simulations with a very large number of jobs and measure the overall performance, called the steady-state behavior. Although more commonly used, this approach dilutes the improvement of the lookahead algorithm because the large majority of decisions do not result in a waiting decision, and improvement only occurs when the algorithm waits.

In Section 6.2.1, we consider the transient behavior of lookahead algorithms, and in Section 6.2.2, we consider the steady-state behavior.

6.2.1 Transient Behavior

The goal of these simulations was to measure the improvement of lookahead algorithms over the Shortest Job First (SJF) algorithm. For the two identical machine system, we measured the average wait time for 100,000 executions of 25 jobs. Using these values, we computed the percent improvement of the LA1 algorithm over the SJF algorithm. Figure 6.1 contains graphs showing these results when the service times were drawn from Uniform, Triangle, Erlang, Exponential, and Hyperexponential distributions. For each graph, the range of average service times was between 3 and 5 time units. This means the only difference between the graphs is the service time distribution.

An obvious difference between the graphs is the significant improvement when service times are drawn from Exponential or Hyperexponential distributions and the marginal improvement of the Erlang, Triangle and Uniform distributions. In some cases, the SJF algorithm actually performs better than the LA1 algorithm, resulting in a negative percent improvement. In these cases, the sequences of jobs that arrived contained an instance where the LA1 algorithm incorrectly decided to wait for a job. These instances highlight
CHAPTER 6. SIMULATION

Figure 6.1: For two identical machines, we measured the average wait time for 25 jobs with service times drawn from various distributions. A single parameter was varied to produce average service times between 3 and 5 time units. Using 100,000 repetitions, each graph shows 95% confidence intervals on the percent improvement of the LAI algorithm over the SJF algorithm. When the service times were drawn from distributions with small variance, little or no improvement is seen. However, when the variance is large, significant improvement occurs.
Figure 6.2: Using the traffic intensity and coefficient of variation as unifying metrics, this graph is a composite of the five graphs in Figure 6.1. For a given traffic intensity, as the coefficient of variation increases the variance also increases. This graph shows the correlation between amount of improvement and variance.

\[
\text{Percent Improvement}
\]

the fact that the LAI algorithm is an approximation algorithm and sometimes makes bad scheduling decisions.

One important quality of the graphs in Figure 6.1 is that the performance is fairly consistent for each distribution. Drawing service times from the Hyperexponential distribution always produced significant improvement and using the Erlang distribution always produced schedules that were nearly identical to those of the SJF algorithm. Although each distribution uses the same range of means, the standard deviation varies. A unifying value across the distributions is the coefficient of variation, the standard deviation over the mean. Roughly speaking, this unit-less value represents the spread of a distribution. In the context of job lengths, larger values imply an increased likelihood that a long job was followed by a short job. Using the coefficient of variation, we can meaningfully compare the distributions at each traffic intensity. Figure 6.2 shows the percent improvement compared with both the traffic intensity and the coefficient of variation. The error intervals associ-
Figure 6.3: In the two identical machine system, we measured the size of the lookahead job and the first job in the wait queue each time the algorithm decided to wait. These graphs show that long jobs were delayed to wait for jobs that were 12 to 16 times shorter.

The graph shows that more improvement occurs when the coefficient of variation is higher. The constant mean for each set of data indicates that the standard deviation of the distribution, and in turn the variance, is an indicator of the amount of improvement.

Consequently, we see that improvement occurs when long jobs are delayed for shorts jobs. Recall that the lookahead algorithm either decides to schedule the first job in the queue or wait for the lookahead job. Using the two identical machine system, we collected job size information each time lookahead was utilized. In Figure 6.3, the size of the first job in the wait queue and the size of the lookahead job are both shown when the algorithm decides to wait. The waiting job is between 12 and 16 times larger than the lookahead job. Thus, lookahead is utilized to delay very long jobs to wait for short jobs.

These conclusions can be seen in the other systems as well. Figure 6.4 shows up to a 35 percent improvement of the LA1 algorithm over the SJF algorithm for two unrelated machines. In this case, only the Hyperexponential distribution was used for service times.
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Figure 6.4: In the two unrelated machine system, we measured the percent improvement for 25 jobs with service times drawn from a Hyperexponential$(1, \mu, \alpha)$ distribution. As $\mu$ increases the variance increases, and the LA1 algorithm produces more improvement over the SJF algorithm. As $\alpha$ varies, the ratio of long jobs and short jobs changes. Although the variance increases as $\alpha$ decreases, the percent improvement has the opposite trend.

The variance of a Hyperexponential$(\mu_1, \mu_2, \alpha)$ variable is defined to be

$$\alpha \cdot \mu_1^2 + (1 - \alpha) \cdot \mu_2^2.$$ 

Therefore, as $\mu_2$ increases, so does the variance. Figure 6.4 shows that as $\mu_2$ increases, so does the improvement. Note from the above equation that as $\alpha$ increases, the variance decreases. However, Figure 6.4 shows a decrease of improvement as $\alpha$ increases. This demonstrates that the level of variance is not a perfect indicator of the amount of improvement.

For larger values of $\alpha$, the proportion of short jobs to long jobs is large. Therefore, when a long job is in the queue, it is very likely that a short job is the lookahead job, and consequently, that the long job is delayed. On the other hand, when $\alpha$ is near $.5$, long jobs in the queue are equally likely to have long and short jobs as the lookahead job. Therefore, utilizing lookahead is less likely, and the overall improvement is decreased.

Finally, we consider the improvement in the single machine system. In this case, we
Figure 6.5: In the single machine system, we measured the percent improvement of the LA1 algorithm over the SJF algorithm and the LA2 algorithm over the SJF algorithm with service times drawn from Uniform, Exponential, and Hyperexponential distributions. Using 95% confidence intervals, the graphs demonstrate that higher variance corresponds to larger improvement.

are comparing both the LA1 and LA2 algorithm against the SJF algorithm. Similar to the graphs for the two identical machine system, Figure 6.5 shows the improvement of Uniform, Exponential, and Hyperexponential distributions for service times. As with the two identical machine system, higher variance results in more improvement.
6.2.2 Steady-State Behavior

For the simulations studied so far, the number of jobs was only 25. Figures 6.6 and 6.7 demonstrate the effect of increasing the number of jobs. The distribution used for service times was Hyperexponential with parameters chosen so that, on average, jobs arrived at exactly the same rate they could be processed. For both scheduling systems, the percent improvement decreases dramatically as the number of jobs increases. For the single machine system, the LAI algorithm produces worse schedules when the number of jobs is larger than approximately 250. To understand this, consider the complete schedule for a large number of jobs in the single machine system. Because we have a constant traffic intensity, jobs arrive such that the final schedule contains long blocks where jobs are scheduled without the machine becoming idle. Consider one such block containing \( n \) jobs. Assume that at time \( t \) somewhere toward the beginning of the block, the scheduling algorithm considers the jobs in the queue and the lookahead job. Based on the available information, waiting appears to be beneficial. In general, this means that the amount of
Figure 6.7: In the single machine system, we drew service times from a Hyperexponential distribution and varied the number of jobs. Because the jobs arrive at a constant rate, the schedule has few idle periods. Consequently, both the LA1 and LA2 algorithms perform poorly because waiting is rarely beneficial.

Because a constant arrival rate creates long blocks of jobs that cause problems for lookahead algorithms, we next considered a bursty arrival process. In a Markovian Modulated Poisson Process (MMPP), inter-arrival times are computed using three Exponentially distributed variables with averages $\mu_1$, $\mu_2$, and $\mu_3$. Inter-arrival times are drawn from an Exponential($\mu_1$) distribution for some period and then switch to inter-arrivals with an
Figure 6.8: For two identical machines, we drew service times from a Markov-Modulated Poisson Process that caused jobs to arrive in bursts of approximately 25 jobs. Unlike Figure 6.6, the improvement stabilizes as the number of jobs increase.

Exponential($\mu_2$) distribution. The length of each interval is drawn from an Exponential($\mu_3$) distribution. When we fix $\mu_1 = 4$ and $\mu_3 = 100$, on average 25 jobs arrive during half the bursts. When $\mu_2$ is large, few jobs arrive during the other bursts. This creates blocks in the final schedule of approximately 25 jobs separated by idle periods. Figure 6.8 shows the effect of an MMPP arrival process on the two identical machine system using Hyperexponential(1, 16, 0.8) service times. Similar experiments were performed for the two unrelated machine system and the single machine system. These results are shown in Figures 6.9 and 6.10.

In all three graphs, we see that the percent improvement plateaus. For the two identical machine system, the improvement is around 35 percent, for the two unrelated machine

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
Figure 6.9: For two unrelated machines, service times were drawn from a Markov-Modulated Poisson Process that caused jobs to arrive in bursts of approximately 25 jobs. For this system, the improvement is consistent regardless of the parameter values.

system 25 percent, and for the single machine system around 30 percent for both the LA1 and LA2 algorithms. This plateau is achieved both as the number of jobs increases and $\mu_2$ increases. Intuitively, as $\mu_2$ approaches $\mu_3$, fewer jobs arrive during the "off" alternations. Thus, all four graphs demonstrate that lookahead algorithms produce significant improvement if small or medium-sized bursts of jobs occur.

A final consideration is the relative performance of the LA1 and LA2 algorithms. As expected, for the single machine system in Figures 6.5 and 6.10 we see that the LA2 algorithm produces better schedules than the LA1 algorithm, and both lookahead algorithms perform better than the SJF algorithm. However, the amount of improvement of the LA2 algorithm over the LA1 algorithm is not as significant. That is, most of the improvement
Figure 6.10: For the single machine system, when service times were drawn from a Markov-Modulated Poisson Process, the improvement stabilizes for both that LA1 and LA2 algorithms.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
comes from LA1 over SJF and the inclusion of a second lookahead job only adds a small amount of additional improvement. From the algorithm design perspective in Chapter 4, the complexity of the LA2 algorithm for the single machine system is significantly more involved than its Lookahead-1 counterpart [79]. In addition, the LA1 algorithm runs in constant time while the LA2 algorithm requires linear time, in the worst case. For these reasons, we conclude that LA1 algorithms are important to develop, but the added effort to design algorithms utilizing more lookahead may not be worth the resources.

6.3 Discussion

From these experiments, we gained significant insight into the behavior of lookahead algorithms. As expected, lookahead algorithms produce superior schedules in almost all situations. The most important requirement for improvement is a mixture of short and long jobs. In general, a high variance of the service times, and similarly a high coefficient of variance, indicate that this mixture is present. These values are not perfect indicators, however, as seen with the Hyperexponential distribution where we increased the variance but decreased the improvement.

A second requirement for improvement is small to medium-sized blocks of jobs. When a large number of jobs arrive such that they can be scheduled without any idle periods, using lookahead is detrimental. This is especially true when decisions to wait are made at the beginning of these long blocks. Because the lookahead algorithm makes a local decision by considering only the known jobs, it makes a poor decision that delays not only the known jobs, but also many jobs that arrive in the future. Therefore, what appears to be
CHAPTER 6. SIMULATION

A good decision immediately turns out to be a very poor decision in the future.

Even when these requirements for improvement are met, we were surprised to discover that while algorithms with more lookahead produce better results, the amount of improvement is not significantly larger than a Lookahead-1 algorithm. This is important when we consider the effort required to develop these algorithms. In addition, algorithms with more than a single lookahead job have linear running times, or worse, making them poor candidates for real-time systems. We conclude that there is incentive to develop a Lookahead-1 algorithm, but utilizing more lookahead is not cost-effective.
Chapter 7

Conclusion

7.1 Summary of Results and Conclusions

We have considered how lookahead can be applied to resource assignment problems, using job scheduling as a case study. Our first contribution is a formal model defining how to incorporate lookahead in a real-time context. This model realistically describes resource assignment problems because time is incorporated in a meaningful way.

In the area of algorithm design, we showed that lookahead algorithms can be implemented using rules that make decisions quickly because they typically do not have to consider every job in the wait queue. First, we developed a Lookahead-1 algorithm for a two machine system and showed that in most cases scheduling decisions can be made by considering only the first job in the wait queue, the length of the wait queue, and the lookahead job. On a single machine system, we demonstrated that a Lookahead-2 algorithm can be implemented using similar rules, however the development was significantly more complex. To make scheduling decisions, the algorithm frequently has to consider a larger number of jobs.

To study the performance of lookahead algorithms, we utilized both theoretical anal-
ysis and simulation studies. We showed lower bounds for the competitive ratio of the Shortest Job First (SJF) scheduling algorithm, also called the Lookahead-0 (LA0) algorithm, a Lookahead-1 algorithm, and a Lookahead-\( k \) algorithm for the identical parallel machine scheduling problem. Although these results suggest that knowledge of more future jobs will result in better schedules, they do not suggest how much improvement will occur in practice.

To answer this question, we compared lookahead algorithms with the SJF algorithm through simulation. On all three job scheduling systems considered, the lookahead algorithms produced schedules that were 25 to 40 percent better than the schedule created by the SJF algorithm. This improvement occurred when long jobs were delayed to wait for short jobs and when the jobs arrived in short bursts. The significant improvement implies that when any information about future jobs is available, it should be utilized to create better schedules.

Taking our design results together with our performance results, we conclude that lookahead is an important factor when trying to minimize the average wait time or, equivalently, the total completion time. Lookahead-1 algorithms produce a significant improvement over their non-lookahead counterparts. However, using information about jobs beyond Lookahead-1 provides only limited additional improvement. Because the amount of improvement is not proportional to the amount of additional effort necessary to design these algorithms and the running time of algorithms with more than a single lookahead is prohibitive in a real-time context, we conclude that Lookahead-1 algorithms should be utilized when possible, but Lookahead-\( k \) algorithms for \( k > 1 \) should not.
7.2 Future Work

We have three areas of related future work. Two fit within our current model, and the third represents a minor deviation. First, we want to look for a way to mathematically predict when lookahead will be beneficial. In our simulation study in Chapter 6, we found that when service times were drawn from high-variance distributions, we typically had better improvement. However, there was one instance where we increased the variance of the Hyperexponential distribution (by decreasing $\alpha$) and the improvement decreased. We are curious whether there is a distribution statistic that accurately predicts the amount of improvement. To study this idea, we will consider the skewness of each distribution, defined as

$$\frac{\mu_3}{\mu_2^{3/2}}$$

In this expression $\mu_2$ and $\mu_3$ are the second and third moments of the distribution. If $X$ is a random variable, then the $r^{th}$ moment is defined to be $E[X^r]$. Using this definition, the skewness measures the degree of asymmetry of a distribution. Through simulation, we will study whether there is a direct correlation between skewness and the improvement of lookahead algorithms.

A second direction for future study is related to the metric used to construct a schedule. All of our results are based on the criteria of minimizing the average wait time or total completion time, but we are interested in considering other criteria. For some of these, we know that lookahead will not be effective. For example, when trying to minimize the makespan, or largest completion time, lookahead is less useful at the beginning of the
scheduling process because, on average, the most important decisions are made at the end of the schedule. However, other criteria are more promising. Specifically, with the criteria of lateness, each job has a deadline and the goal is to minimize the number of jobs that miss their deadline. Using both theoretical analysis and simulation, we plan to study lookahead scheduling for models with lateness as a criteria.

In the final area for future research, we will change how the algorithm makes decisions. In our current model, the algorithm always makes the choice that appears to create the best solution, called the local-optimal. Hoogeveen and Vestjens [51] developed an online method for the single job scheduling problem that deviates from this approach. Their algorithm always waits until a job could have completed and then it schedules the job. At time $t$, if the algorithm believes it should schedule a job with processing time $p_j$, then it waits until time $t + p_j$ before actually executing the job. If another job with smaller processing time arrives during this idle period, it becomes the delayed job and the waiting period resets. Although this approach seems counter productive, it has the best-known competitive ratio.

We believe that adding lookahead to this technique will produce an even better competitive ratio, and we have started development of a Lookahead-1 algorithm based on this idea. Because this algorithm does not make local-optimal decisions, this is a departure from our original approach. Instead, the algorithm attempts to minimize the overall worst-case rather than minimizing individual instances. In effect, this is a defensive algorithm that does not allow any instance to stray too far from the optimal.

Both this defensive model and our more traditional model continue to be active areas of research within the resource assignment problem community. Our contributions in
this area will build on our successful development of lookahead algorithms in a real-time context.
Appendix A

Cross-docking Model

A.1 Introduction

A special case of unrelated machine scheduling is cross-docking. In this model, trucks must be assigned to doors at a shipping and receiving warehouse so the contents of the truck can be unloaded, sorted, and moved across the warehouse to be loaded on different trucks. Specifically, we have a set $R = \{R_1 \ldots R_r\}$ of receiving doors where trucks are unloaded and a set $S = \{S_1 \ldots S_s\}$ of shipping doors where cargo is loaded. Although these doors could be placed anywhere on an arbitrarily shaped building, we assume the doors are evenly spaced across two sides of a rectangular building with receiving doors on one side and shipping doors on the other. The round-trip distance between any two adjacent doors is one and the round-trip distance across the building is $d$. See Figure A.1.

We have a set $T = \{T_1 \ldots T_n\}$ of trucks to be unloaded at the receiving doors, each with arrival time $r_i$. Each truck $T_i$ contains a sequence of pallets $B_{i,1} \ldots B_{i,n_i}$ and a capacity of $c$, implying that $1 \leq n_i \leq c$ for all $i$ (a truck may not be empty). There is a linear precedence relation placed upon the pallets, $B_{i,1} \rightarrow B_{i,2} \rightarrow \ldots \rightarrow B_{i,n_i}$ requiring that the pallets are unloaded in order. Associated with each pallet is a destination, $d_{i,j}$. To unload a truck, each
Figure A.1: In the cross-docking model, the building is a long thin rectangle with receiving doors on one side and shipping doors on the other. The distance between two doors is one half and the distance across the facility is $\frac{1}{2}d$. Therefore the round-trip distances between doors is one and across the facility is $d$.

pallet must be moved to its assigned destination. If $d_{i,j} = d_{i,j+1}$, two trips are required.

The time to move one pallet from receiving door $k$ to shipping door $l$ is $|k - l| + d$, the round-trip rectilinear distance between the receiving door and the shipping door. Thus, the time to unload an entire truck $T_i$ assigned to receiving door $k$ is

$$\sum_{1 \leq j \leq n_i} |d_{i,j} - k| + d$$

We are interested in the completion time of each truck. Specifically, if truck $T_i$ is assigned to receiving door $k$ at time $s_i$, then the completion time is

$$c_i = s_i + \sum_{1 \leq j \leq n_i} |d_{i,j} - k| + d$$

The goal is to assign the trucks to the receiving doors so as to minimize $\sum c_i$, the sum of completion times for all trucks.

A.2 Relationship to Job Scheduling

This cross-docking model is a special case of the job scheduling problem $R|r_j|\sum C_j$. In this problem, we have $n$ jobs to schedule on $m$ machines. The machines are called unre-
lated because each job has a potentially different processing time on each machine, and there is no relationship between the processing times of two jobs. This model accurately represents the situation where each machine has different abilities, although each machine can complete each job.

For each truck in the cross-docking model, the unloading time is determined by which door the truck is assigned to. The destinations of the pallets on the truck determine how long it will take the unloader to move the cargo from a particular receiving door. This value will be different for each truck and door combination.

An important fact about this model is that each truck has both an upper bound and a lower bound for the unloading time of any single truck. For a truck that contains \( c \) pallets, the smallest possible unloading time occurs when all \( c \) pallets have the same destination and the truck is assigned to the door directly across from this destination door. In this case, the unloading time is \( c \cdot d \), that is, the unloader will have to move back and forth the width of the warehouse once for each pallet. Similarly, the largest possible unloading time occurs when the truck is full of pallets destined for door 1 and is assigned to door \( R_t \) (or destined for door \( S_s \) and assigned to door 1). In either case, the unloader will have to traverse the length and width of the warehouse for each pallet, with a total unloading time of \( c \cdot (d + s) \).

These upper and lower bounds mean that we have a special-case of the unrelated machine scheduling problem. In the general problem, processing times can be arbitrarily large or small.
A.3 Generating Solutions

In our model, discussed in Chapter 3, the scheduler makes decisions using a three-step process. First, it assumes that no jobs will arrive other than those in the lookahead queue. Second, it calculates the optimal schedules of the known jobs for the waiting and non-waiting schedules. Finally, the scheduler decides to wait or schedule based on which of the two schedules produces the smaller value of the metric.

We are interested in a technique to calculate the optimal waiting and non-waiting schedules for the unrelated machine scheduling problem with a single lookahead job. Because the cross-docking system is a special case of this problem, this approach can be used to solve our specific problem. In the next section, we discuss the calculation of the waiting schedule when the machines are all idle. The following section generalizes this approach for non-idle machines. Finally, Section A.3.3 discusses the technique to calculate the non-waiting schedule.

A.3.1 Calculating the Waiting Schedule

Because we assume that no other jobs will arrive, we have an instance of unrelated machine scheduling without arrival times when calculating the waiting schedule. In scheduling notation, this problem is \( R\| \sum c_j \). In the waiting schedule, we wait until the lookahead job arrives and is placed in the wait queue. After this arrival, we know all the jobs that must be scheduled.

This problem can be reduced to the assignment problem, also called the weighted matching problem. Here we have a complete bipartite graph \( G = (V_1 \cup V_2, V_1 \times V_2) \) with
Figure A.2: The assignment problem can be viewed as an $m \times n$ matrix or as a bipartite graph with $m$ nodes on one side and $n$ on the other.

\[
\begin{bmatrix}
1 & 1 & 3 \\
1 & 5 & 4 \\
\end{bmatrix}
\]

$V_1 = \{v_1, \ldots, v_n\}$ and $V_2 = \{w_1, \ldots, w_m\}$. Without loss of generality, we assume $n < m$.

Each edge $(v_i, w_j)$ has an associated weight or cost $c_{i,j}$. The goal is to find $S \subseteq V_1 \times V_2$ with $(v_i, w_j), (v_k, w_l) \in S$, $v_i \neq v_k$ and $w_j \neq w_l$ such that the sum of the weights in $S$ is minimized. A representative instance of the assignment problem is the task of assigning $m$ people to $n$ rooms. Each person ranks the rooms from 1 to $n$. The goal is to assign each person a room with as high a rank as possible.

The assignment problem can easily be represented as an $n \times m$ matrix. Intuitively, the goal is to choose $n$ entries in the matrix such that no two entries are in the same row or column and the sum of the entries is minimized. Figure A.2 is an example of the assignment problem in both matrix and graph representation.

In the reduction from the scheduling problem to the assignment problem, each node in $V_1$ is a machine/position pair. $V_1 = \{v_{1,1}, v_{1,2}, \ldots, v_{1,m} ; v_{2,1}, v_{2,2}, \ldots, v_{2,m} ; \ldots ; v_{n,1}, \ldots, v_{n,m}\}$. Node $v_{1,1}$ represents a job being scheduled last on machine 1. Node $v_{1,2}$ represents a job being scheduled last on machine 2. In general, $v_{i,j}$ represents a job being scheduled $i$ from last on machine $j$. Because it is possible for all $n$ jobs to be scheduled on any of the machines, there are $nm$ nodes in $V_1$. $V_2 = \{w_1, w_2, \ldots, w_n\}$, and represent each job. Thus, $|V_2| = n$.

The edges in $G$ are based on the contribution a job would make to the total completion.
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time if it were scheduled in a given position on a given machine. If jobs $J_1$, $J_2$, and $J_3$ were scheduled in order on machine 1 at time 0, then the total completion time for these jobs would be $p_{1,1} + (p_{1,1} + p_{2,1}) + (p_{1,1} + p_{2,1} + p_{3,1}) = 3p_{1,1} + 2p_{2,1} + p_{3,1}$. Therefore if job $k$ is scheduled on machine $j$ as the $i$ from last job, it contributes $i \cdot p_{k,j}$. In our graph edge $(v_{i,j}, w_k)$ represents this occurrence with weight $i \cdot p_{k,j}$.

The overall graph can be represented as an $mn$ by $n$ matrix. Let $\tau_{i,j}$ be the $m$ by $n$ matrix representing processing times. Entry $\tau_{i,j}$ of the matrix contains the value $p_{i,j}$. Then the $mn$ by $n$ matrix representing the corresponding bipartite graph will have the form

$$
\begin{bmatrix}
\tau_{1,j} \\
2 \tau_{1,j} \\
\vdots \\
n \tau_{1,j}
\end{bmatrix}
$$

Figure A.3 represents an example of the scheduling problem reduced to the assignment problem and shows the solution in graph, matrix, and schedule form.

Given this complete weighted bipartite graph, the goal is to find an assignment of minimum weight. Bruno, Coffman, and Sethi [19] show that this assignment represents the optimal schedule.

To solve the assignment problem, we reduce it to a weighted flow problem. In a flow problem, we have a directed graph with two special nodes. The source, $s$, has only outgoing edges and the sink, $t$, has only incoming edges. Each edge has a maximum capacity of flow as well as a cost per unit flow. The goal is to find a maximum flow from $s$ to $t$ that produces the minimum cost. The reduction is accomplished by adding a source, $s$, and a sink, $t$, to the existing bipartite graph. We also add an edge $(s, v_i)$ for all $v_i \in V_1$ and an edge $(w_i, t)$ for all $w_i \in V_2$. Each of these new edges have cost (weight) 0. All edges in the
Figure A.3: When an instance of $n$ jobs to be scheduled on $m$ machines is reduced to an instance of the assignment problem, the result can be viewed as an $mn$ by $n$ matrix or a bipartite graph with $mn$ nodes on one side and $n$ nodes on the other.

The method to solve a weighted flow problem is based on the ideas used to solve a simple flow problem. The Ford-Fulkerson method \cite{29} states that we repeatedly search for a path from $s$ to $t$ in the residual network. This augmenting path can be used to move addition flow in the original graph. The max-flow, min-cut theorem states that when no augmenting paths exist, the current flow is maximized.
When weighted flow graphs are used, it becomes possible to create negative cycles in the residual graph because $c_{u,v} = -c_{v,u}$. Klein showed that a flow has minimum cost if and only if its residual graph contains no negative cost cycles [68]. This theorem leads naturally to the cost reduction method. We begin with a maximum flow and then push as much flow as possible along a negative cost cycle. By repeating this process until no negative cycles exist, we will produce the maximum flow at minimum cost.

This algorithm was designed for general flow graphs and can be efficiently implemented to solve our scheduling problem by taking advantage of properties belonging to the underlying bipartite graph. First, since every edge in the graph has unit capacity, any path from $s$ to $t$ will have unit flow. As a result, pushing flow along a negative cost cycle reduces to inverting the direction of each edge in that cycle in the residual graph. Second, we need not consider any edge leading to or from the source or sink. Because they have zero cost, these edges do not contribute to negative cost cycles.

The graph can be stored efficiently as a $mn$ by $n$ matrix. A simple initial maximum flow is $(v_{1i}, w_i)$ for $i = 1$ to $n$. The residual graph will contain all unused edges and $(w_i, v_{1i})$ for $i = 1$ to $n$. Each negative cost cycle can be found using a modified Floyd-Warshall algorithm. When no negative cost cycles remain, the optimal schedule can be easily produced from the residual graph.

### A.3.2 Non-Idle Machines

We have assumed that all jobs were available before scheduling began. Implicit in this assumption is that all machines were idle. By modifying the weights of the edges in the graph, we can use the same method to solve this scheduling problem when machines are
Consider jobs $J_1$, $J_2$, and $J_3$ that were scheduled in order on machine 1 that was busy from time 0 to time $t_1$. In this case, the total completion time for these jobs would be $t_1 + p_{1,1} + (t_1 + p_{1,1} + p_{2,1}) + (t_1 + p_{1,1} + p_{2,1} + p_{3,1}) = (t_1 + 3p_{1,1}) + (t_1 + 2p_{2,1}) + (t_1 + 3p_{3,1})$. Job $j$ scheduled $k$ from last on machine $i$ contributes $t_i + k \cdot p_{i,j}$ to the total completion time. Solving a non-idle instance of $R|| \sum c_j$ can be accomplished by adding $t_i$, the time machine $P_i$ will be available, to each node representing that machine.

Let $[\tau_{i,j}^k]$ be the matrix representing the contribution of job $j$ if scheduled $k$ from last on machine $i$. Then $\tau_{i,j}^k = t_i + k \cdot \tau_{i,k}$. The matrix representing the corresponding bipartite graph has the form

$$
\begin{bmatrix}
\tau_{1,i,j}^1 \\
\vdots \\
\tau_{i,j}^k \\
\vdots \\
\tau_{n,i,j}^n
\end{bmatrix}
$$

Figure A.4 shows the same three jobs in Figure A.3 scheduled on a system where the first machine does not become idle until time 5. Both the matrix and graph form of the assignment problem are shown as well as the final schedule.

### A.3.3 Calculating the Non-Waiting Schedule

To calculate the non-waiting schedule, we must incorporate the lookahead job into the decision process after one or more of the waiting jobs are scheduled. However, the algorithm discussed in the previous two subsections calculates wait times from the end of the schedule.
Figure A.4: When a machine is not initially idle, the instance of the assignment problem is augmented by adding the availability time of the machine to each job.

\[
\begin{bmatrix}
6 & 7 & 9 \\
4 & 3 & 2 \\
7 & 9 & 13 \\
8 & 6 & 4 \\
8 & 11 & 17 \\
12 & 9 & 6 \\
\end{bmatrix}
\]

Calculating the non-waiting schedule is done in two parts. First, we compute the non-waiting schedule of just the jobs in the wait queue, ignoring the lookahead job. Using this schedule, we can divide the waiting jobs into two sets: \( S_b \), those that begin execution before \( r_{t+1} \) and \( S_a \), those that begin execution after. We partially construct the non-waiting schedule by scheduling all jobs in \( S_b \) consistent with the non-lookahead schedule.

The second step is to calculate the schedule of the jobs in \( S_a \) plus the lookahead job using the partially constructed schedule as a base. Again, we use the algorithm for non-idle machines. In this case, each machine becomes available at the completion time of the latest job on that machine in the partial schedule.
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A.4 Discussion

The process of calculating the waiting and non-waiting schedules for the cross-docking model is significantly more complex than the algorithms discussed in Chapter 4. Although the algorithm described does not have to compute all possible schedules, its running time may be prohibitive in some applications. Fortunately, in the cross-docking model, these decisions can be made quickly relative to the time needed for trucks to move from the waiting area to the assigned door.
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