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Abstract

This thesis introduces a methodology for determining program locations where faults can easily hide. It is a program structure-based model that analyzes program flow both statically and dynamically; each program location is analyzed relative to its preceding locations and succeeding locations. A statistical model termed propagation analysis studies the relation between incorrect internal data states and their affect on the output. Infection analysis is a statistical model which studies the relation between classes of faults and internal data states. Together these two models combine to form one model of analyzing programs termed Propagation and Infection Analysis (PIA).

PIA employs aspects of both software testing methods and verification techniques. The results of PIA distinguish it from traditional verification efforts however. Verification compares a program with its specification. The ultimate goal of verification is to show the program is correct with respect to its specification. PIA characterizes a program in terms of how its failure behavior will be impacted by the presence of faults at various locations. A location which minimally impacts the failure behavior is called fault insensitive. The goal of PIA is to identify fault insensitive location. Since program correctness, safety, and reliability are all intricately connected to the presence (or absence) of faults in the code, PIA therefore provides information useful in quantifying the effectiveness of other verification activities.

The implementation of the propagation and infection analysis model is performed through dynamic executions of the program. Propagation analysis quantifies the impacts on a program after its internal data states have been altered; infection analysis quantifies the impacts on internal data states that “common” faults have once injected at program locations. The statistics gathered from both altered data states and altered locations are then used to make predictions about expected program behavior if a fault were there.

Models are also provided for applying the results from propagation and infection analysis to a variety of applications dealing with software quality assurance. These include software complexity, debugging, software testing, software reliability, software security, and probable correctness.
A DYNAMIC FAILURE MODEL FOR PERFORMING PROPAGATION AND INFECTION ANALYSIS ON COMPUTER PROGRAMS
Chapter 1

Introduction

This thesis presents both a model and an implementation for quantifying the impact that a particular location in the program has on the program's output behavior. This enables identification of program locations where faults may more easily be hidden. Quantification of the impact of such sections is important in areas such as probable correctness, software reliability, and program testing.

1.1 Definition of the Problem

This thesis explores the problem of determining where a fault can easily hide. It does this by quantifying the impact that each location has on a program's output behavior. With this knowledge, the complementary information is also revealed: determining where a fault can not easily hide through the same quantifying process. This thesis presents a model and an implementation for solving this problem; the method does not use the program's specification or an oracle. The scheme requires no prior knowledge of the software specification, design, or implementation.

The method introduced is called "Propagation and Infection Analysis (PIA)". Propagation and infection analysis employs aspects of both software testing methods and verification techniques [7]. The results of propagation and infection analysis distinguish it from traditional verification efforts however. Verification compares a program with its specification. The ultimate goal of verification is to show the program is correct with respect to its specification [21]. Propagation and infection analysis characterizes a program in terms of how its failure behavior will be impacted by the presence of faults at various locations. A location which minimally impacts the failure behavior is called fault insensitive. The goal of propagation and infection analysis is to identify fault insensitive locations. Since
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Program correctness, safety, and reliability are all intricately connected to the presence (or absence) of faults in the code, propagation and infection analysis therefore provides information useful in quantifying the effectiveness of other verification activities.

Determining the impact a fault will have on a program’s variables (internal or output) is difficult. Examples can be created where:

1. removing a fault increases the failure rate,
2. adding a fault decreases the failure rate, and
3. adding two identical faults to different locations produce radically different failure rates [22].

This thesis builds on ideas found in [16, 5]. Morell [16] defines a creation condition as a boolean condition describing program states in which the substitution of alternate code alters the computation. He further defines a propagation condition to be a boolean condition under which two altering states produce different output. These ideas are extended into the methodology of propagation analysis and infection analysis [22]. Propagation analysis empirically determines the probability of a propagation condition being satisfied; infection analysis empirically determines the probability of a creation condition being satisfied.

1.2 Importance of the Problem

Quantification of the impact of each location on the program behavior is important in areas such as probable correctness [6], software reliability [17, 2], and program testing [7]. With the information collected from propagation and infection analysis, the following can be determined.

1. Where to get the most benefit from limited testing resources (fault insensitive locations require more testing, therefore by identifying these locations, propagation and infection analysis saves resources which can be applied to the more critical fault insensitive locations; propagation and infection analysis results can save testing locations with more input points than are necessary to be convinced the location is probably correct),

2. Where not to emphasize testing; (propagation and infection analysis results may show extreme fault insensitivity thereby pinpointing locations for which no reasonable amount of testing can be performed to show high confidence in probable correctness, thus alternative techniques should be applied),
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3. The degree to which testing must be performed in order to be convinced that a location is probably correct; (propagation and infection analysis results may be used to determine how many test cases are necessary to be convinced a location is probably correct), and

4. Whether or not software should be rewritten (propagation and infection analysis results may be used as a guide to whether software is accepted, i.e., if a piece of software has more than some threshold of fault insensitive locations, then the product may be rejected since too much testing will be required before probable correctness can be shown).

There are other applications of these ideas; several are discussed in Chapter 5. The results of propagation and infection analysis tell where faults are more or less likely to exist, and this points to locations in the code where extra attention is warranted.

1.3 Survey of Related Techniques

There exist many schemes for fault detection in computer programs; these schemes are generally classified as either static or dynamic. Two broad schemes of static analysis are proof-of-correctness and program review. Testing, software reliability, and propagation and infection analysis are dynamic analysis schemes. Proof-of-correctness is static in that a formal proof is constructed to show that the function computed by the code is correct with respect to the specification [15, 1]. Program review inspects both the code and design to reduce the number of errors [3]. Testing is dynamic in that the program is executed on actual inputs. Software reliability measures the probability of the failure-free operation of software in some time interval [2]. The remainder of this section discusses how propagation and infection analysis is both unique yet related to dynamic and static schemes for analyzing the function a program computes.

Testing plays a significant role in analyzing software for faults. Statement testing attempts to execute every statement at least once; branch testing is another dynamic structural testing scheme that requires that each branch be executed at least once [15, 8, 19]. Both of these techniques are structural methods of covering software. However executing a location and not observing a failure merely provides one data point for estimating whether or not the statement contains a fault. Propagation and infection analysis is another structural method which covers the software structure. However propagation and infection analysis extends this coverage idea to quantify the impact that a fault at a location will have on the
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Failure rate.

Mutation testing [20] is testing strategy which evaluates the input points, by taking a program $P$ and producing $n$ versions (mutants) of $P$, $[p_1, p_2, ..., p_n]$, that are syntactically different from $P$. If the input points distinguish the mutants from $P$, then it is assumed that if the actual program works with those test cases, the program is good. Mutation testing assumes the "competent programmer hypothesis" which states that a competent programmer produces code that is close to being correct, where "close" means only a few syntax changes are required to correct the program. It also assumes that faults that interact can be caught with test data that reveals single faults, i.e., fault coupling is ignored [14]. Mutation testing tests input data; good test data kills all mutants. Infection analysis uses mutation testing ideas in the following way: Syntactic changes are made to program locations; however, in propagation and infection analysis, these syntactic changes must cause semantic changes. Propagation analysis generalizes the applicability of mutation testing by allowing the data state to be perturbed. Note, however, that PIA's goal is significantly different than mutation testing. Whereas mutation testing tests the input data, infection analysis tests the location's ability to sustain a change in its semantics yet not change the state of the program.

Error-based testing attempts to define certain classes of errors and the subdomain of the input space which should reveal any error of that class if that error type exists in the program [18, 23]. Morell [16] proves properties about error-based strategies concerning certain errors that can and cannot be eliminated using error-based testing. Since error-based testing restricts the class of computable functions, it is limited as well. Error-based testing defines errors in terms of their syntax. Propagation and infection analysis is related to error-based testing in that it advances the notion of error-based testing by defining classes of errors in terms of their impact on the state of the program. Hence determination can be made for each location of what a state error of a particular impact has on the program's output behavior. If the output behavior of the program is not similar to the expected impact, then a fault of that particular impact can be dismissed as not occurring. Hence propagation analysis can show that an infinite set of errors of a particular impact is unlikely to exist in the program.

Fault-seeding is an error-based technique used to estimate both the number of faults remaining as well as their type. Faults are seeded and the "seeded" version is then run. Based upon the number of faults discovered, an estimate of the number of remaining faults is made [12]. A drawback is that if the seeded faults are not representative of the inherent faults, the estimate is invalid. Stratified fault-seeding [13] improves fault-seeding by using the results from propagation analysis and infection analysis. It can be used to show that faults of a particular
impact do not exist, instead of a syntactic class of faults.

Testing and propagation and infection analysis are fundamentally different. Testing's goal is to detect faults through the production of failures; propagation and infection analysis's goal is to statistically determine whether or not a location will reveal a fault through the production of a failure. Propagation and infection analysis may be viewed as a method for producing raw information that is central to the analysis of white-box testing strategies.

Software reliability is concerned with program output behavior. It attempts to predict from previous behavior either the probability of no failures in a specified time interval, or the number of remaining faults [2, 17]. In general, software reliability models are black-box schemes which do not consider the code. By relating fault presence to failure tendency, propagation and infection analysis may serve as the basis for a white-box model of software reliability.

Proof-of-correctness is a static method which can show the absolute correctness of a program. There are programs, however, where no such proof is possible. Another problem with correctness proofs is proving the correctness of the proof. Theoretically, Propagation and infection analysis is applicable to any program, thus programs for which proofs-of-correctness are not possible may still be analyzed with propagation and infection analysis. For programs where proofs-of-correctness are not possible, Propagation and infection analysis can provide information on both where and to what degree to perform testing. Proofs of correctness require a specification; propagation and infection analysis does not require a specification.

In summary, propagation and infection analysis contains information not previously available, information that can be used by both dynamic and static verification schemes. The difference between propagation and infection analysis and other methods is the information necessary to use the method and the information provided by the method. Both these differences are significant in several diverse applications.1

1.4 Propagation and Infection Overview

Propagation and Infection Analysis is built upon the three conditions which are necessary and sufficient for a program to fail:

1. a fault must be reached,

1See Chapter 5.
2. the fault must cause an incorrect internal data state, and

3. the incorrect internal data state must eventually cause incorrect output.

Thus for a program location to be fault insensitive, one of the three conditions above must have a high probability of being false for a randomly selected input. A rarely executed location could easily hide a fault, since the location rarely is presented the opportunity to affect the output behavior. Next, suppose there is a location which should have the correct statement \( x := x \mod 10000000 \). And further suppose the value of \( x \) prior to this statement is almost always positive and less than 100. Then there are many constants which can replace \( 10^7 \) and yet still not produce an incorrect internal data state. Hence a fault could easily hide here as well. Finally, suppose a program outputs \( x \cdot y \) and \( y \) is almost always zero. The location where \( x \) is defined is a location where a perturbed data state (where \( x \) has a perturbed value) frequently produces correct output. This too is a location where a fault can easily hide.

For each location, propagation and infection analysis statistically estimates for a probability of each of these three conditions occurring. Thus propagation and infection analysis is a white-box scheme for quantifying the impact that each location has on the failure behavior of a program.

1.5 Thesis Organization

The organization of the thesis is as follows: defining the area of interest, defining a model for the area of interest and its definitions, developing algorithms for implementing the model, implementing and experimenting with the algorithms, and showing the application of the model. A chapter overview follows:

Chapter 2: Terminology. This chapter restates standard definitions from software engineering and provides definitions specific to the propagation and infection analysis model. For those familiar with dataflow analysis[10, 11, 9, 4], the first section may be skimmed.

Chapter 3: Algorithms for Propagation and Infection. Chapter 3 presents algorithms for implementing the model introduced in Chapter 2.

Chapter 4: Propagation and Infection Methodology. This chapter describes the parts of the PIA methodology and how they interact. It also presents assumptions about the input program. Chapter 4 introduces alternative
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schemes for implementing the PIA model to those in Chapter 3, which are analytical versus computational.

Chapter 5: Propagation and Infection Applications. This chapter presents several application areas of propagation and infection analysis: software reliability, probable correctness, debugging, software testing, and software metrics. A brief introduction or references to each area is given, as well as introductory models showing how propagation and infection analysis may be applied.

Chapter 6: Empirical Results. Chapter 6 presents the results of several experiments on non-trivial programs showing the value of the model and implementation. Also, Chapter 6 empirically shows an important characteristic of similar versions of a program: the propagation and infection results from one version of a program are often identical for another version. In cases where they are not identical they are often very similar. This means the analysis may begin sooner in the software life-cycle, and the analysis results do not change drastically as faults are removed.

Chapter 7: Conclusions. This chapter briefly summarizes the accomplishments of the thesis and acknowledges the weaknesses and limitations of both the model and implementation. Future work to be performed is detailed.

There are four appendices in the thesis. The following briefly summarizes their contents:

Appendix A: Mathematical Preliminaries. Appendix A contains introductory material from several areas of computer science and mathematics, including graphs, regular expressions, conditional probability, and Monte Carlo simulation.

Appendix B: Programs for Propagation and Infection Estimates of qck-srt. This appendix shows the programs used on a quicksort program to produce the results of the thesis model. It is included to show exactly how estimates are produced.

Appendix C: Program Used in Experiment I. This appendix contains the source code of a particular function used in one experiment from Chapter 6.

Appendix D: Notation and Symbols Appendix D is a summary of the notation and symbols used throughout the thesis. This appendix will be useful as a quick reference guide during reading.
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Chapter 2

Terminology

For the reader who is unfamiliar with software engineering terminology, this chapter gives a brief introduction to particular terms from software engineering that are related to this research. These terms appear throughout the chapters and in many method-related definitions. For those interested in reviewing the requisite mathematics needed, Appendix A contains brief synopses.

This chapter's main purpose is to introduce the definitions specific to the propagation and infection analysis model; some are in [5]. This chapter also contains definitions tailored for particular application areas of propagation and infection analysis which are introduced in Chapter 5. Additional definitions appear in latter chapters as needed. The first section of Chapter 2 gives definitions that uniquely identify code fragments; this is necessary since propagation and infection analysis is a structure-based method. Section 2.2 contains definitions for implementing the PIA methodology on the code "chunks" defined in Section 2.1.

2.1 Abstraction Level Definitions

A program may be viewed at various levels of abstraction. The level of abstraction refers to the method of grouping program pieces into particular units. Forming levels of abstraction allows for a convenient way to either discuss specific locations, semantically meaningful groups of locations, or syntactically meaningful groups.

The highest abstraction level is the entire program. The lowest level is one bit of the object program. Other low level choices include the assembly code instructions and machine code instructions. Higher levels come from the source program; choices include a statement, a path, a module, a language sub-construct,
a sub-expression, and a collection of paths.

Without losing generality, it is assumed the code is structured. For a program to be structured as defined in [3], all control logic must be handled by (1) simple sequencing, (2) if-then-else, and (3) do-while constructs. There are additional requirements in the definition of structured programming in [3] that are not of concern here. A program $P$ is a sequence of source statements that compile. The function program $P$ computes is denoted by $[P]$ and this notation is adapted from Mills et al. [1]. $[P](x)$ denotes the output $P$ computes on input $x$. A specification $S$ alone determines correctness for any input/output pair, and $\phi$ is the input domain for $S$. The function computed by $S$ is denoted similarly by $[S]$, and a program $P$ is correct if and only if $[S] = [P]$. For $[S] = [P]$ to be true, $\forall x \in \phi \ (S(x) = P(x))$ must be true.

A location in a program is defined by a language construct or sub-construct in the source program. For instance, if (condition) then, while (condition) do, and assignment statement are each considered as a location. Other high-level language constructs such as case (a) of and repeat (condition) until may also be semantically decomposed into locations according to their functional equivalence using if (condition) then and while (condition) do syntax. To discuss program flow, a digraph is used; graph terminology is presented in Appendix A. The mapping between the digraph (flowgraph) and the program depends on the chosen abstraction level; whatever is determined to be a location in the program is represented by a unique vertex in the digraph. A subflowgraph is a subgraph of a flowgraph. The flowgraph is created statically. The flowgraph may be augmented to include information at each vertex about what variables are being defined and referenced at that location. The term node is used synonymously for vertex.

The node corresponding to the first location in the program is called the start node in the flowgraph, and the node corresponding to the last location executed prior to termination is called the exit node in the flowgraph. Without loss of generality it is assumed there is only one start node and one exit node in the flowgraph of the program. A back arc is an edge from a higher numbered predecessor as determined by a breadth-first search of the flowgraph, where the root is the start node. Each vertex in the flowgraph can be further classified as either a begin node, intermediate node, or finish node. A node may be both a begin node and a finish node. A begin node is either the start node, or a node whose predecessor has a back arc going into it (the predecessor). A finish node is either the exit node or a node with a back-arc leaving it. An intermediate node is any node which is neither a begin nor a finish node.

A path through a digraph is the sequence of nodes encountered in the flowgraph including the start node and the exit node. A path may not be empty. A
subpath is any contiguous sequence of endpoints reached on a path. A subpath may not be empty. A path is a subpath of itself. Sets of paths can be represented by regular expressions where the alphabet is the set of vertices and each concatenation of symbols from the alphabet represents a path. Figure 2.1 illustrates a mapping between code, flowgraph, and regular expressions. The notation (1, 3, 5, 4, 2, 4) represents the subpath through the program where location 1 is executed first, then 3, 5, and continually until location 4 is reached a second time. A location in the program is termed reachable if and only if there is a subpath to the corresponding vertex from the start node.

A route is a subpath starting at a begin node and ending at

1. the first finish node encountered from the begin node, or
2. the next begin node encountered,

where no edge in the subpath is a back-arc. A trip represents a path or set of paths whose regular expression contains neither alternation nor reflexive transitive closure, but may have transitive closure for loops allowing for one or more iterations.\(^1\) Also, any edge encountered between endpoints on the trip may not be a back-arc. Not allowing a trip to contain reflexive transitive closure ensures that an indefinite loop or definite loop of zero iterations is categorized differently from a loop with one or more iterations of the body.

A program’s set of trips is all paths through its flowgraph; it is a collection of path equivalence classes that associates paths with similar locations. A subtrip represents a subpath or set of subpaths whose regular expression contains no

---

\(^1\)The definition for trip is non-specific in the situation of a loop, since the regular expressions 1 \((2, 3, 1)^*\) and \((1, 2, 3)^+\) satisfy the definition for Figure 2.2 (a). Although both are correct, they represent the same trip. Therefore two regular expressions can represent the same trip, however the \(T\) should only include one regular expression per trip.
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alternation; the regular expression may have no reflexive transitive closure, but may have transitive closure for loops with one or more iterations. A trip is a subtrip of itself. A trip set represents one or more trips and is represented by a regular expression that contains alternation. This is helpful when a loop contains a branching statement since the set of trips in this situation combinatorically explodes. The notion of a trip set groups similar trips grouped together. The notation for these two sets is as follows: $TS$ is the set of regular expressions of all trip sets of a program, and $T$ is the set of regular expressions of all trips of the program, where a path represented by a regular expression of a member of $T$ is not represented by a member of $TS$. Likewise, no two elements of $T$ can represent the same path. Thus the elements in $T \cup TS$ represents all paths through the program, and the intersection of paths represented in $T$ and in $TS$ is empty; each regular expression in $T \cup TS$ represents what is termed a path equivalence class. The set of all path equivalence classes through a program is denoted as $PEC$ ($PEC = T \cup TS$).

Graph (b) in Figure 2.2 shows an instance of why the trip set definition is necessary. Notice in Figure 2.2 and succeeding flowgraph figures in the thesis that a shaded node represents a start node. Consider only several of the regular expressions for the many trips that potentially exist when the loop is executed: $(1, 2, 3, 5, 1), (1, 2, 4, 5, 1), (1, 2, 3, 5, 1, 2, 4, 5, 1)$, and $(1, 2, 4, 5, 1, 2, 3, 5, 1)$. By using the trip set notion, this infinite set of trips my be summarized by the regular expression $(1 (2, 3, 5 | 2, 4, 5))^+1$.

2.1.1 The Four Abstraction Levels

This section identifies four abstraction levels at which the input program may be viewed. Propagation analysis and infection analysis strictly use the first level, however later application models will use higher levels.

Propagation analysis and infection analysis use the statement level (Level 1). The rule used to determine whether a “chunk” of code is at level 1 is:

**Rule 2.1** Any assignment statement or predicate that affects the value of the pc is considered as a location in the level 1 flowgraph.

For instance, for the construct if $(\alpha)$ then $\beta$ else $\gamma$, the predicate if $(\alpha)$ then would be a level 1 location, and each successive location containing a

1. if (condition) then,
2. while (condition) do, or
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3. assignment statement

in the two branches(β,γ) are considered as level 1 locations. Since the else represents else if not(α), it is not considered as a location. Figure 2.2 shows if and while constructs being mapped into flowgraphs.

All levels defined above the level 1 are defined for application areas of propagation and infection analysis. The second level is the route level(Level 2); it is not mentioned beyond this chapter. It is useful, however, for discussing loops and may be useful in a modular propagation and infection analysis model; this thesis presents a non-modular model. At level 2, there is a subflowgraph for each route. For Figure 2.2’s graph (a) there are four routes: (1,2), (2, 3), (1, continuation), and (2, 4).

In Figure 2.2 (a), nodes 1 and 2 are begin nodes; 3 and 4 are finish nodes. There are no intermediate nodes. The next higher level is the trip level(Level 3). In Figure 2.2 (a), the trips include (1, 2, 3)+1 and (1, 2, 4)+1(node 1 is used in this example as the exit node instead of creating a dummy node as the exit node). The highest level(Level 4) is the trip set level. In Figure 2.2 (a), the trip set is (1, 2, 3 | 1, 2, 4)+1 and for Figure 2.2 (b), the trip set is (1, 2, 3, 5 | 1, 2, 4, 5)+1. For Figure 2.2 (b), the routes are (1, 2), (1, continuation), (2, 3, 5), and (2, 4, 5), and the number of trips is potentially infinite. The begin nodes are 1 and 2, 5 is a finish node, and 3, and 4 are intermediate nodes.

Levels 1 and 2 are termed subpath levels; 3 and 4 are termed path levels.
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Additional examples showing mappings from various constructs to the various abstraction level regular expressions are found in Figure 2.3.

2.2 Model and Implementation Definitions

An error is a mental mistake made by the programmer, and a fault is the manifestation of this mistake in the program. An error can be misreading the specification, typing incorrectly, misunderstanding the algorithm, etc. A fault can be omitted code, an incorrect predicate, wrong variable substitution, incorrect expression, etc. A fault point is the location where the fault resides. A distributed fault encompasses more than one location. For this model, a fault point is considered as unique, thus distributed faults are not considered. A failure occurs when the output differs from the correct value or there is no output when there should be. Fault size of a fault at a particular location is the proportion of inputs based on the input distribution that reach the fault and result in failure. Thus for a particular location \( z \), if \( k \) is the cardinality of the input space and \( y \) points fail for some fault \( f \), then the fault size of \( f \) at \( z \) is \( \frac{y}{k} \).

A use of a variable \( v \) is any location \( x \) in which \( v \) is referenced. A definition of a variable \( v \) is any location \( x \) in which \( v \) is assigned a value. Definition can occur via an assignment or input statement. Location \( X \) is data dependent on location \( Y \) iff there exists a variable \( u \) such that

1. \( u \) is defined at \( Y \),
2. \( u \) is used \( X \), and
3. there exists a control path from location \( Y \) to location \( X \) along which \( u \) is not redefined [2].

Control dependence may be defined for the two instructions while and if as follows:

1. if \( Y \) then \( A_1 \) else \( A_2 \), location \( X \) is control dependent on location \( Y \) if location \( X \) is referenced in \( A_1 \) or \( A_2 \),
2. while \( Y \) do \( B \), \( X \) is control dependent on location \( Y \) if location \( X \) is referenced in \( B \) [2].

\(^2\)Although this is functionally equivalent to \( i := 1; \) while \( i < a \) do \( \beta \), the initialization and the control are left together.

\(^3\)Since this can be implemented using while-do it is allowed in the structured language.
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(a) Code fragments

(b) Corresponding flowgraphs

(c) Trips and Trip Sets

(d) Routes

Fig. 2.3: Additional abstraction examples
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A program dependence digraph can be created with vertices representing locations and arcs representing the control and data dependencies [2]. A dependence digraph differs from the flowgraph since it is a function of the control and data dependencies, i.e., the semantics; the flowgraph is a function of the syntax. By back-chaining through the program dependence digraph from the output location, all locations upon which the output is either data or control dependent can be determined; variables which may affect the output are determined.

A variable \( a \) is directly influenced by variable \( b \) if the location where \( a \) is defined is data dependent on the location where \( b \) is defined. A variable \( a \) is indirectly influenced by variable \( b \) if there exists a variable \( c \) which is directly influenced by variable \( b \), and variable \( a \) is in indirectly influenced by variable \( c \). Whether \( a \) directly influences \( b \) or \( a \) indirectly influences \( b \), it is said that \( a \) influences \( b \). A variable is active at a particular location if its value at that location may potentially affect either program control flow or computation in a way which subsequently affects the output. Formally, let \( G \) represent the program dependence digraph, and let \( G^* \) denote the reflexive transitive closure of \( G \). And let \((a, b) \in G^* \) denote that there is a subpath in \( G \) from \( a \) to \( b \). Thus \( x \) is an active variable at location \( x \) if and only if \((x, O) \in G^* \), where \( O \) is a location which produces output, i.e., the location represented by the exit node. So the same variable may be active at one location yet not active at another. The program counter is always treated as a variable and is considered to be active. A variable which is not active is termed dead.\(^4\)

A location's data state is a mapping of all variables to values which are defined for the executing program. For this model, this state occurs between locations, since the execution of a location is considered to be an atomic operation. Although most source locations are translated into many machine operations which are not atomic, for simplicity, atomic source locations are assumed. \( B_{l,i}(x) \) represents the data state encountered prior to executing location \( l \) on the \( i \)th iteration from input \( x \). \( A_{l,i}(x) \) represents the data state produced after executing location \( l \) on the \( i \)th iteration from input \( x \). Let \( \bigcup_{l=1}^{n} B_{l,i}(x) = B_l(x) \) and let \( \bigcup_{l=1}^{n} A_{l,i}(x) = A_l(x) \). If location \( l \) is not in a loop and \( l \) is reached by all input points, then \( \forall x \mid B_l(x) \mid = 1 \).

A value distribution at a location for a particular active variable is the distribution of values that occur from the data states at that location from a particular input distribution. A data space at a location is the collection of value distributions for all active variables succeeding location \( l \). If more than one path or path equivalence class goes through a location, the data space may be thought of parti-

\(^4\)The notion of determining whether a variable is dead is similar to dead-code detection in compiler optimization. A variable definition is dead-code iff there is no succeeding subpath to an output location, i.e., not active for any succeeding subpath.
tioned into a *subdata space* corresponding to each path or path equivalence class, since each path or path equivalence class may have different sets of active variables at a location with different value distributions. If there are infinitely many paths, then there are infinitely many subdata spaces; hence paths are grouped according to path equivalence classes to create finitely many subdata spaces. Figure 4.2 shows an example where the data space prior to location $x$ is made from two subdata spaces. Figure 2.4 shows an example of the value distributions at the data spaces of two locations in the path of some program. A data state that is created for performing propagation analysis or infection analysis by selecting values from the value distributions is termed a *sampled data state*. The variables essential in a sampled data state that must be assigned values are the active ones.

A *virus* is an incorrect value in a pairing at some data state where correctness is determined by an assertion for that location for that program. The term virus may seem inappropriate in this context, however there is a closer relationship between the virus termed here and the physical virus than between the popularized term virus, such as the Internet worm [4]. The Internet worm was bent on destruction; a biological virus does not necessarily do harm; neither does a virus in a data state. A data state may contain more than one virus. The number of viruses in data state $x$ of location $l$ is termed the degree of the virus and is notated as $D_l(x)$. This is referred to as the *error degree* of the data state. The means by which a data states becomes infected when determining $D_l(x)$ is arbitrary; whether from an actual fault or other method. It may also be the case that a fault at a location causes several viruses at that location’s data space. If a virus exists, the internal data state at that point is termed *infected*. If $D_l(x) = 0$, the data state is termed *clean*. A variable is termed *infected* if it contains a virus. A variable in a data state is termed *clean* if it is not infected.

A *semantic alternative* is a copy of the code at a location that has been syntactically altered with the additional restriction that it is semantically different, i.e., [original location] $\neq$ [altered location]. A *perturbation function* is a mathematical function that produces “altered” values for variables. In general, it uses the current value of a variable as input and produces an infected value as output.

The *execution rate* of a given fault is simply the probability that a random input (from the assumed input distribution) will arrive at the location. It is the following probability:

$$\Pr[B_l(x) \neq \emptyset] = \Pr[n \neq 0]$$

where $n$ is the number of arrivals at location $l$ on random input $x$. So this is just the probability that $n$ does not equal zero. This makes the execution rate a

---

5Figure 2.4 done by Christoph Michael.
function of the input distribution and the fault point.

Let \( f_i \) denote the function that is computed at the fault location \( l \) and \( f'_i \) denote the function that should be computed at the fault location. If for some \( y \in \mathcal{B}_l(x) \), \( f_i(y) \neq f'_i(y) \), it is said the fault at location \( l \) has infected \( A_{l,i}(x) \) for the \( i \) corresponding to \( y \). The infection rate of a fault at location \( l \) is the conditional probability that a succeeding data state will be infected given that the execution reaches location \( l \) for a random input \( x \). The infection rate is:

\[
Pr[\text{infected}(l, x) | \mathcal{B}_l(x) \neq \emptyset] \tag{2.2}
\]

where

\[
\text{infected}(l, x) = \begin{cases} 
\top & \text{if } \exists y \in \mathcal{B}_l(x) \; f_i(y) \neq f'_i(y) \\
\bot & \text{otherwise}
\end{cases}
\]

The infection rate is a function of the fault and the set of data states that can be present at the fault location.

The process of estimating this probability (equation 2.2) is a function of the fault inserted at the location, the value distributions in the preceding data space, and the method of selecting a data state for that location. The value produced is termed an infection estimate, and it estimates infection rates for a class of faults rather than a single fault.

The propagation rate of a fault at location \( l \) is the conditional probability that the program will fail, given that the fault at \( l \) has infected one of its successor data states. The propagation rate is:

\[
Pr[\text{program fails on input } x | \text{infected}(l, x)] \tag{2.3}
\]

The propagation rate of a fault is a function of the set of infected data states created by the fault and the succeeding locations. Propagation rate estimation for a location \( x \) is a function of the data states used, the method of infecting the data states, and the succeeding locations that the infected data state reaches. This value produced is termed a propagation estimate.

Let \( d_{sg} = \bigcup_{x} A_{l,i}(x) \) represent the data space succeeding location \( l \) over many input points \( x \), and let \( d_{sp} = \bigcup_{x} \mathcal{B}_l(x) \) denote the preceding data space of location \( l \) over many input points \( x \). Then \( d_{sg_{exit}} \) denotes the data space succeeding the exit location of the program and \( d_{sp_{exit}} \) denotes the data space preceding the exit location. Denote the set of inputs that are represented by clean data states at data space \( l \) as \( \{d_{sg} \text{ is clean}\} \), i.e., the set of input points that have passed through successor locations of location \( l \) and have managed not to have their corresponding data states infected. The set of input points that have
produced an infected data state in data space $dsg_l$ is denoted as \{dsg_l \text{ is infected}\}. Two different schemes are presented in this thesis for estimating the propagation rate: failure propagation estimation and viral propagation estimation. The failure propagation rate for location $l$, $F_l$, is the probability that an infected data state at location $l$ causes "differing output". Formally it is

$$F_l = \frac{\Pr\{\text{dsg is infected} \mid \text{dsg is infected}\}}{\Pr\{\text{dsg is infected}\}} =$$

The viral propagation rate for location $l$, $V_l$, is the conditional probability that given an infected data state occurs in the preceding data state of location $l$ on some iteration $i$, $B_{l,i}(x)$, the infection propagates to the succeeding data state of location $l$, $A_{l,i}(x)$. Formally it is

$$V_l = \frac{\Pr\{\text{dsg is infected} \mid \text{dsg is infected}\}}{\Pr\{\text{dsg is infected}\}} =$$

Two different scenarios that may occur to an infected data state once the data state becomes infected are defined in the thesis: type I cancellation and type II cancellation. Cancellation is said to have occurred at location $l$ on the $i^{th}$ iteration of location $l$ if

1. (type I): \exists \exists x D_l(A_{l,i}(x)) < D_l(B_{l,i}(x)), or
2. (type II): \exists \exists x D_l(A_{l,i}(x)) = D_l(B_{l,i}(x)), where the variable receiving the action at location $l$ is clean in $B_{l,i}(x)$ yet influenced at location $l$ by an infected variable in data space $B_{l,i}(x)$.

As an example, suppose every data state in $dsg_l$ and $dsg_l$ is infected; then the viral propagation estimate for location $l$ is 1.0. Now suppose that every data state in $dsg_l$ is infected, however not every data state in $dsg_l$ is infected; then the viral propagation estimate for location $l$ is $< 1.0$, hence type I cancellation occurred. Type I cancellation occurs when the code at a location removes the infection caused at another location, i.e., the successor location either partially or totally corrects the infection caused by the fault. A special case of type I cancellation occurs when

1. location $l$ is the first location of a branch, thus location $l$'s predecessor location is a conditional location, and
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2. on the branch where $l$ occurs, a particular variable or set of variables are no longer active (however they are active on a different branch stemming from $l$'s predecessor location).

As an example, suppose that for a conditional location there are two branches, and location $l$ is the first location on the first branch and location $l'$ is the first location on the second branch succeeding the conditional location. For this special case of type I cancellation,

$$\forall x \exists i \exists l \ D_{pred(l, i, x)}(A_{pred(l, i, x), i}(x)) > D_{i}(B_{i, i}(x)),$$

however

$$\forall x \exists i \exists l' D_{pred(l', i, x)}(A_{pred(l', i, x), i}(x)) = D_{i}(B_{i', i}(x)),$$

where $pred(l, i, x)$ denotes the predecessor location of location $l$ on input $x$ on the $i^{th}$ iteration of $l$.\textsuperscript{6} When considering type I cancellation in the thesis, this strange phenomenon of type I cancellation is not considered. Type II cancellation is also only defined in Chapter 2; it is not further discussed.

2.3 Conclusions

Chapter 2 has provided an overview of the notation and definitions of the thesis. Two of the basic probabilities which are central to the thesis are presented: the infection rate and the propagation rate. Appendix D contains an overview of the notation and symbols from this chapter and the remaining thesis for quick reference.

\textsuperscript{6}Similarly throughout the thesis, $succ(l, i, x)$ denotes the successor location of location $l$ on input $x$ on the $i^{th}$ iteration of $l$. 
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Fig. 2.4: Data space value distributions
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Chapter 3

Algorithms for Propagation and Infection

Propagation analysis and infection analysis perform both static and dynamic analysis on the input program. Once completed, the PIA methodology produces two sets of estimates:

1. estimates of probabilities for “if a fault occurs, will a variable or the program counter contain an incorrect value?” and
2. estimates of probabilities for “if an incorrect value occurs, will the program fail?”

These estimates of probabilities are related to the three conditions which are necessary and sufficient for a program to fail:

1. a fault must be reached during execution,
2. the computation at that point must be adversely affected, and
3. the adverse computation must cause incorrect output [6].

Propagation analysis [6] is the portion of PIA that attempts to quantify the answer to the second question above. By determining the impact of incorrect internal values on program output, propagation analysis estimates where faults may hide more easily. Propagation analysis estimates this probability by comparing outputs from perturbed computations versus non-perturbed computations of the same program being analyzed; propagation analysis therefore requires no oracle. With propagation estimates and knowledge of the input distribution, “guesses” of
where an erroneous internal data state can lie "silent" (without exposing itself) for periods of testing time or operational time are thus discovered.

Propagation analysis performs its task by studying the peculiarities of the code's structure while measuring the code's resistance to erroneous data states, i.e., how much can the variables' values diverge and still produce the same output. It simulates the impact that a fault from the set of potential faults may have on a data state; this is accomplished by changing the values of variables at locations in the program. There is no probability associated with whether it is likely that a particular variable might have an incorrect value at a particular location during propagation analysis; it is considered equally probable that any particular variable is incorrect at any location. For instance, if variable $z$ is defined at 100 preceding locations and variable $y$ is defined once, although it is more likely $z$ will be incorrect, no weights are attached in the methodology to enforce this intuition.

Infection analysis [6] is the portion of PIA that quantifies the answer to the first question; it is similar to propagation analysis in that it requires no oracle, and locates where faults may easily hide by determining which faults have low impacts on data states. Infection analysis is performed at each location $l$; it measures location $l$'s ability to contain a semantic alternative from a fault class $\mathcal{F}_i$ yet not produce a virus. Each element in $\mathcal{F}_i$ is viewed as equally probable; there are no weights associated with whether a semantic alternative is more or less likely than another semantic alternative.

A particular semantic alternative or erroneous data state may affect one program entirely different than another. In fact, the impact a semantic alternative or erroneous data state has when located at different places within the same program may greatly differ. It is the semantics of the succeeding and preceding locations reached combined with the input distribution that determine the impact of semantic alternatives and injected viruses on a program's behavior.

Sections 3.1, 3.2, and 3.3 present the algorithms for finding infection estimates, viral propagation estimates, and failure propagation estimates. Throughout this thesis, the term estimate is meant as a point estimator, $\bar{Y}$, of a some target parameter of interest. The point estimate that is used is the sample mean,

$$\bar{Y} = \frac{1}{n} \sum_{i=1}^{n} Y_i,$$

where there are $n$ samples and

$$Y_i = \begin{cases} 1 & \text{event of interest occurred} \\ 0 & \text{otherwise} \end{cases}$$
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[7].

3.1 Infection Estimation Implementation

The infection estimate for a location \( l \) is an estimate of the conditional probability that a fault (semantic alternative) existing at location \( l \) produces a virus in the succeeding data state of \( l \) given that the fault (semantic alternative) is reached. For every location in the input program, there is an infection rate for a particular fault at that location. Our estimate for the infection rate using Chapter 2's notation for a location \( l \) with input \( x \) where \( a \in F_l \) is:

\[
I_{l,a} = \Pr[\text{infected}(l, a, x) \mid \mathcal{B}_l(x) \neq \emptyset]
\]  

(3.1)

where

\[
\text{infected}(l, a, x) = \begin{cases} 
  T & \text{iff } \exists y \in \mathcal{B}_l(x) f_l(y) \neq f_a(y) \\
  F & \text{otherwise}
\end{cases}
\]

and \( f_a \) is the function computed by semantic alternative \( a \). The true infection rate for a particular known fault is found by equation 2.1 and is a function of the fault versus the correct location. The infection estimate is a function of a set of semantic alternatives versus the current location. This is the main difference between the infection rate and the infection estimate. The algorithm for the infection estimate is a function of a class of faults \( F_l \) since not every potential fault at a location can be tried.\(^{1}\) The algorithm for implementing equation 3.1 (as shown in Figure 3.1) is:

1. create a semantic alternative from \( F_l \) for location \( l \); call this semantic alternative \( a \),

2. set variable \( \text{count} \) to 0,

3. present the original code at \( l \) and the semantic alternative \( a \) with a data state from the preceding data space of \( l \), and execute both locations in parallel; set a time limit for termination of the semantic alternative, and if execution is not finished in that time interval, assume an infinite loop occurred,

4. compare the resulting data states of \( a \) and \( l \), and increment \( \text{count} \) when an infection occurs; repeat steps 3 and 4 \( n \) times,

\(^{1}\)The definition of \( F_l \) is detailed in Chapter 4.
5. divide count by n yielding an infection estimate for semantic alternative $a_i$, denoted as $I_{i,a}$.

6. perform the previous five steps on each element of $\mathcal{F}_i = \{a_1, a_2, \ldots\}$ creating infection estimates, $I_{i,a_1}, I_{i,a_2}, \ldots$ for location $l$.

7. several applications\(^3\) of PIA require the minimum infection estimate of a location; to find the minimum, select the lowest infection estimate as the overall infection estimate for location $l$:

$$\min_{a \in \mathcal{F}_i} \{I_{i,a}\} = \min_{a \in \mathcal{F}_i} \{\Pr[\text{infected}(l, a, x) | B(x) \neq \emptyset]\} \quad (3.2)$$

Omitted location faults have infection estimates close to 1.0 since most locations either have a computational effect or control flow effect. Faults of omitted locations should not affect the infection estimate selected by equation 3.2.

Infection analysis can be partially automated by a system that performs syntax mutation provided that the system produces semantic alternatives versus pure syntactic mutants. It is necessary to provide information about $\mathcal{F}_i$ to such a system so that the semantic alternatives represent $\mathcal{F}_i$ for that location. One example of a system that performs syntax mutation is Mothra [1, 5].

### 3.2 Propagation Estimation Implementation

PIA uses only failure propagation estimates. The algorithm for determining a failure propagation estimate is specific to a location; viral propagation estimates, however, are determined specific to a path. Both estimates are found in a similar manner: from execution-based data.

#### 3.2.1 Failure Propagation

The failure propagation estimate for a location is an estimate of the conditional probability of a pseudo-failure occurring given that a virus exists in the data state immediately following the location. A pseudo-failure occurs when output is

\[^2\text{The infection estimate is a point estimator which is the sample mean of the number of infections, however to determine the confidence intervals in the estimate, the confidence interval of the frequency distribution for 95\% confidence can be found with } p \pm w, \text{ where } w = 2 \sqrt{(p \cdot (1 - p)/n)} \text{ and } p = \text{count } / n \ [4].\]

\[^3\text{Detailed in Chapter 5.}\]
produced which is different than that which would have occurred had the virus not been injected.\textsuperscript{4} Pseudo-failure is determined by the input program, which may or may not be the correct program. For every location in the program, there is a failure propagation rate for a specific fault relative to the correct program as defined by equation 2.2. Our failure propagation estimate for location $l$ and input $x$ is defined by the following conditional probability:

$$F_{l,a} = \Pr[\text{pseudo-failure on input } x \mid \text{perturbed}(l, a, x)].$$

where

$$\text{perturbed}(l, a, x) = \begin{cases} T & \text{iff } a \in f_l(B_{l,1}(x)) \text{ and function } \text{perturb}(a)^3 \text{ has executed on input } x \\ F & \text{otherwise} \end{cases}$$

and where $A_l$ is the set of active variables at location $l$ regardless of the succeeding subpath. Once again, the propagation rate is a function of the correct program,

\textsuperscript{4}This was referred to as "differing output" in Chapter 2.
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whereas the failure propagation estimate is a function of the current program. One method for estimating the failure propagation estimate of a location \( l \) is:

1. Take the set \( A_l \) and select some active variable denoted as \( a \),

2. Set variable \( \text{count} \) to 0,

3. Sample from the distribution of values for \( a \) at \( l \) in \( A_{l,1}(x) \); it is necessary to sample for values of all active variables at that location so that there is a complete data state from which to start execution; repeat this step \( n \) times,

4. Alter the sampled value of \( a \) with a perturbation function (defined in Section 3.3), and execute the succeeding code on both the perturbed and original data states,

5. For each observed different outcome between the perturbed data state and the original data state, increment \( \text{count} \); increment \( \text{count} \) if an infinite loop occurs; repeat steps 3-5 \( n \) times,

6. Divide \( \text{count} \) by \( n \) yielding a failure propagation estimate, \( F_{l,a} \),

7. Repeat the previous six steps on each \( a_i \in A_l \), yielding many failure propagation estimates, \( F_{l,a_1}, F_{l,a_2}, \ldots \). Each active variable is chosen to account for the impacts of omitted location faults,

8. Several applications of PIA require the minimum failure propagation estimate of a location:

\[
\min_{a \in A_l} \{ F_{l,a} \} = \min_{a \in A_l} \{ \Pr[\text{pseudo-failure on input } x \mid \text{perturbed}(l, a, x)] \}. \tag{3.4}
\]

Failure propagation estimation may be automated in a similar manner as infection estimation. Currently, this estimation is being performed semi-automatically (in a combined manual/automated scheme). A large shell is built that holds multiple copies of the program, one copy for each location being analyzed. Perturbation function code is inserted at the proper place in each location, and the shell is executed. Output from the shell is a set of \( F_{l,a} \) probabilities for each location \( l \).

---

4 Defined in Section 3.3.

5 The failure propagation estimate is a point estimator which is the sample mean of the number of pseudo-failures, however to determine the confidence intervals in the estimate, the confidence interval of the frequency distribution for 95% confidence can be found with \( p \pm w \), where \( w = 2 \cdot \sqrt{(p \cdot (1-p))/n} \) and \( p = \text{count} / n \) [4].
Empirical evidence exists to support a simplification: shorten the third step of the algorithm by perturbing on the first iteration data state only.\(^6\) A program presented in Chapter 6 had failure propagation estimates determined in two manners:

1. as the algorithm specifies with perturbation only occurring in \(f_1(B_{i,1}(x))\), and
2. by repeatedly perturbing each data state \(f_1(B_{i,1}(x)), f_1(B_{i,2}(x)),...\)

It might be expected that as the perturbation parameters widened, failure propagation estimate values would increase. This did occur at two out of three locations with the above algorithm of determining failure propagation estimates as shown in Tables 6.4 and 6.5. However when the second scheme was applied, Table 3.1 shows that regardless of the perturbation function, identical estimates occurred. A more intuitive argument for perturbing on the first data state can be given by first answering a question: “when can a data state get infected?” Infection can occur on any iteration of the location, however there will be a first time that infection will occur. The earliest that infection can occur is on the first iteration, hence perturbation is performed on the first data state for this reason. On which iteration to perturb is a topic for further investigation.

3.2.2 Viral Propagation

The *viral propagation estimate* of location \(l\), on the \(i^{th}\) iteration of location \(l\), \(V_{i,i}\), is the probability that if a virus exists in \(B_{i,1}(x)\) for a randomly selected \(x\), then there is a virus in \(A_{i,i}(x)\) for some \(i\). Whether the error degree of the infected data state changes between data states is not considered (provided that the error degree

\(^6\)Detailed in Chapter 6.
is greater than or equal to one after executing location $l$ on the $i^{th}$ iteration).\footnote{Typically a location will either increase or decrease the error degree, however for a location to change the virus would require it to both clean the current infection in $B_{i,i}(x)$ and create a new infection in $A_{i,i}(x)$.} One algorithm for estimating $V_{i,i}$ at location $l$ is:

1. take a subset of data states that cause path $j$ to be reached; denote the set of inputs that created these data states as $\phi_j$,
2. let the subset of the input points represented by infected data states in $ds_\phi_i$ be denoted by the set $\{ds_\phi_i \text{ is infected}\}$,$^8$
3. execute location $l$ on each data state represented by an input point in $\{ds_\phi_i \text{ is infected}\}$,
4. then

$$V_{i,i} = \frac{|\{ds_\phi_i \text{ is infected}\}|}{|\{ds_\phi_i \text{ is infected}\}|}$$

which is the proportion of input points that managed to stay infected in the succeeding subdata space of location $l$ on the $i^{th}$ iteration of location $l$ on path $j$.

3.3 Perturbation Functions

Potential faults for a location are the set of faults that are considered to have a higher probability than some threshold of occurring. Since this set of faults will in general be unknown, in the ensuing discussion, consider the set of potential faults to be a set of “common faults.” For instance, at a location that increments a counter, a potential fault might be to omit the location; inserting a compiler at the location is a ridiculous fault. An infection interval is a distribution of the range of values that the set of potential faults at a location may map a variable’s value into. Infection intervals are represented by the left distributions in each of graphs shown in Figure 3.2 (in general the exact shape and orientation of this distribution will be unknown). The infection interval is a function of the preceding data space and the set of potential faults. Although the set of potential faults at a location may be infinite, limitations may be placed on this set by determining membership within the set according to impacts on values. The term infection interval is not related to the term infection rate; infection interval is introduced for convenience in the discussion in determining perturbation function parameters. Perturbation

\footnote{Chapter 5 explains how to determine $\{ds_\phi_i \text{ is infected}\}$.}
function parameters contain the information of the desired impact on a variable in a data state that is required in failure propagation estimation. The curves on the right of each graph in Figure 3.2 represent the distribution of values produced by particular perturbation parameters.

An infection interval’s length is the difference between the largest and smallest value in the infection interval. The infection interval’s distance is the linear distance along the abscissa-axis between the infection interval of potential faults and the distribution of values a perturbation function would map the same preceding data state into. If these ranges overlap the infection interval distance is zero. Figure 3.2(a) is an example where the distance is zero. Figure 3.2(b) is an example where the distance is not zero. Figure 3.2(c) shows an example where the two distributions are almost the same. A goal in finding perturbation function parameters is to cause as much overlapping between the curves in Figure 3.2 as possible. This assures impacts similar to those of potential faults.

Recall a perturbation function is the parameterized function that is used to infect data states during failure propagation analysis. Input to the function is the current value of the active variable being altered. Output is a new value in the range specified by the perturbation function parameters. Section 3.3 designs an algorithm for a perturbation function that produces altered values that mimic
the impacts on values that the set of potential faults would produce, i.e., an
infection interval distance of zero. Although the infection interval distance will
in general be unknown, there will occasionally be circumstances under which
a "better than random guess" as the perturbing distribution and perturbation
function parameters is possible. A function that produces random values based
upon some perturbing distribution is used during failure propagation analysis to
avoid the possibility of estimating failure propagation from "programmer" unlikely
faults. This is a major complaint against fault-seeding techniques.

As an example of a "better than random guess", a constant function such as
the following might be used during failure propagation analysis if it were known
that any fault placed at the location under analysis would produce one particular
value $z$ in the succeeding data state:

$$f(x) = \begin{cases} z & \text{for all } x \end{cases}$$

Such a perturbation function would be practical if it were known that a program­
mer was misinformed that a variable should be set to constant when it should be
set to constant + 1; such will be a rare event at best. This can be generalized to a
set of constants as well with the function

$$f(x) = \begin{cases} z & \text{for all } x, \text{ where } z \in \text{a set of constants} \end{cases}$$

This might occur in a compiler in the parse tables.

If the perturbation function were to produce the same output value as the input
value, no failure propagation is possible leaving the failure propagation estimate
biased. If the perturbation function always produced the original value the failure
propagation estimate would be zero. In general, the type of function used will
produce random values based upon the input value, a perturbing distribution,
and the perturbation function parameters. The perturbing distribution will in
general be a random distribution, and the perturbation function parameters are
the parameters to the perturbing distribution.

A twofold concern exists in determining a non-constant perturbation function:
first is determining the perturbing distribution; second is determining the param­
eters this function. The remainder of this section addresses a scheme for the latter
of these concerns under the assumption that the perturbing distribution is uni­
form. This scheme can be generalized to a non-uniform two parameter perturbing
distribution.

Possibilities for non-constant perturbing distributions include all of the con­
tinuous and discrete random distributions. The perturbation function
newvalue(x) := equilikely( trunc(oldvalue(x)*0.6), trunc(oldvalue(x)*1.40)) is an example of a discrete distribution that perturbs a value by substituting an equilikely random value on the interval of 40% more and 40% less than the original value. For this function, the infection interval length is trunc(oldvalue(x)*1.4) - trunc(oldvalue(x)*0.6) = trunc(oldvalue(x)*0.8). This function however leaves the possibility of returning newvalue(x) = oldvalue(x). The following code avoids this. Note two things about this fragment: if the value being perturbed is zero, either a random or random is returned, and if constant1 and constant2 are so close to 1.0 that the while loop does not normally exit, the loop is forced to halt after five iterations and either increase or decrease the input value by random. Note that the call to random is a call to the random number generator in [2] which generates a real value between 0.0 and 1.0.

function perturb(x: real): real;
var newvalue: real;
constant1: real;
constant2: real;
counter : integer;
begin
constant1 := (*0.0 < constant1 < 1.0*)
constant2 := (*constant2 > 1.0*)
newvalue := x;
if (x=0.0) then begin
  if random < 0.5 then
    newvalue:=random
  else
    newvalue:=-random
end
else
begin
  counter := 0
  while (newvalue = x) do begin
    newvalue:= uniform(x*constant1, x*constant2);
    counter := counter + 1;
    if (newvalue=x) and (counter=5) then begin
      if random < 0.5 then
        newvalue:=x-random
      else
        newvalue:=x+random
    end;
  end;
end;

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
The choice of a perturbation function is an important decision; one should have an idea of the length and location along the abscissa-axis of the infection interval before determining the perturbation function parameters. If the impacts of the potential faults are expected to make modest changes to the value, and each of these changes is likely, then \[\text{equi} \text{likely}(\text{trunc(oldvalue}(x)\cdot0.9), \text{trunc(oldvalue}(x)\cdot1.1))\] or \[\text{equi} \text{likely}(\text{trunc(oldvalue}(x)\cdot0.95), \text{trunc(oldvalue}(x)\cdot1.05))\] are reasonable choices since they have small infection interval lengths. The motivation in determining perturbation function parameters is that there is an assumption that a fault that produces a distribution of values that is linearly far from the infection interval along the abscissa-axis should be caught during developmental testing. This means that the greater the divergence in values from faults, the decrease in the chance of type I cancellation. If a fault maps values outside the range of the infection interval, the observed propagation rate should be greater than the propagation estimate. This notion requires additional research. If the analysis is performed with parameters that produce a smaller range of values, then a more conservative estimate of propagation results. Even if the fault causes a smaller range of values than anticipated, there is uniform sampling from the points which occur in the smaller interval.

A method of determining the perturbation function parameters for a two parameter perturbing distribution where the parameters define the upper and lower bound for the outputted value is:

1. make the assumption the infection interval has endpoint parameters \(a, b\), thus \([a, b]\) is the interval,
2. decrease this interval to \([a + c, b - c]\), where \(c > 0, c \ll b - a\), and the value for \(c\) is arbitrary,
3. pick the value \(a + c\) or a value near \(a + c\) and check it’s propagation; if it propagates, reset \(a\) to this value, and try the value \(b - c\) or a value near \(b - c\); if it propagates, reset \(b\) to this value, and try a value slightly greater than \(a + c\); if it propagates ignore it and try a value slightly less than \(b - c\); repeat many times in this step-wise manner until one of the following is true:

   (a) all values tried in \([a, a + c]\) and \([b, b - c]\) propagated, in which case the parameters \(a, b\) are chosen for the perturbation function,
(b) the first point \( s \in [a, a + c] \) did not propagate, hence the parameters are \( s, (b - (s - a)) \), or

(c) the first point \( s \in [b, b + c] \) did not propagate, hence the parameters are \( (a + (b - s)), s \).

It is unlikely that the set of potential faults will produce altered values that can be correlated with any distribution as implied in Figure 3.2. There could be many spikes along the abscissa-axis appearing as random "noise." The algorithm presented above can be adjusted if the potential faults distribution is known. However in general this is not known, therefore the uniform distribution is assumed. Another distribution worth noting for potential use as a perturbing distribution is the normal distribution, where the mean of the distribution is set at the original value. The normal distribution would be a reasonable perturbing distribution if the potential faults at the location are more likely to make small changes as opposed to large changes. The results of this thesis are found in Chapter 6 and used the uniform perturbing distribution. Additional studies on producing perturbation functions that mimic potential faults is an area for future research.

### 3.4 Conclusions

Infection rate, propagation rate, and execution rate are defined for a known fault at a specific location. The definitions from Chapter 2 are for known faults and the definitions provide a basis for understanding how specific faults are related to the failure rate. When testing begins, the faults are naturally not known, and propagation rates and infection rates cannot be directly measured. So Chapter 3 provides both a model and implementation for generalizing the definitions of infection rate and propagation rate to produce the infection estimate and propagation estimate. This generalization is performed by hypothesizing that a fault exists at a location and measuring the impact of the hypothesized fault [3]. Infection estimation performs this with semantic alternatives; viral propagation estimation performs this with semantic alternatives as well; and failure propagation estimation performs this generalization with perturbation functions. Research is continuing into designing perturbation functions, specifically how various perturbing distributions impact failure propagation analysis.

Chapter 3 has defined the model and implementation for the PIA methodology. Chapter 4 presents additional algorithms necessary for implementing the model.
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Chapter 4

Propagation and Infection Methodology

This chapter describes modifications to the algorithms of Chapter 3 for gaining efficiency and improved quality in the estimates. Figure 4.1\(^1\) shows the interaction between the main and auxiliary processes of the implementation discussed in this chapter.

Propagation and infection analysis may eventually be extended into a general purpose scheme for analyzing arbitrary programs, however the application of propagation and infection analysis has only been to programs written in Pascal and Fortran-77; thus claims about propagation and infection analysis's applicability to arbitrary languages are not made. PIA requirements on the input program are:

1. the program is written in a structured language \([10]\),\(^2\)

2. the program is closely correct; a program \(P\) is termed to be *closely correct* if and only if
   
   (a) \(P\) compiles,
   
   (b) testing schemes currently being applied are producing no failures (therefore it is assumed testing is to be halted),

\(^1\)In Figure 4.1, \(\text{process 1} \xrightarrow{a} \text{process 2}\) represents information \(a\) which is created in process 1 and passed to process 2. \(P\) is the original input program.

\(^2\)The Fortran-77 software considered in Chapter 6 is from the LIC experiment[14] and this software does not satisfy this criterion.
The first requirement exists in order to limit the types of paths through a program; this simplifies the path equivalence class definitions and the program flowgraph. The second requirement is needed because propagation and infection analysis is temporally expensive. The intuition behind requiring the closely correct criterion is to ensure that the program structure changes minimally as faults are removed; the four requirements are a stringent attempt to assure this. This means that propagation and infection analysis will not need to be reperformed which would be temporally expensive. Requirement 2(c) ensures that for most inputs \( x \), \([P](x) = [P_c](x)\). Requirement 2(d) ensures that those inputs \( y \) where \([P](y) \neq [P_c](y)\) have low probabilities of being picked. The third requirement exists to simplify sampling and storage of data states. It is not a theoretical limitation of propagation and infection analysis, it is a practical limitation; it exists to simplify the implementation of the process that produces data states. There does exist a propagation and infection analysis implementation scheme that can handle dynamic variables in the input program which will be explained in this chapter.

The use of the term “program” when discussing the application of propagation and infection analysis can also be interpreted as “module.” A module has an input distribution (from values of global variables and in parameters) and the global variables defined in the module combined with the out parameters are the module’s output. For some large software systems, there are modules whose integrity are far more critical than others. For such modules as well any other module, propagation and infection analysis may be individually applied.

The processes that this chapter discusses and are represented in Figure 4.1 are:

- Process Simplify
- Process Abstraction Analyzer
- Process Dataflow Analyzer

\[^{3} \lambda_P < 10^{-4} \text{ failures per execution is what was used for the experiments of Chapter 6. This value was determined arbitrarily.}\]
Sections 4.1, 4.2, 4.3, and 4.4 describe auxiliary processes that convert the input program and input distributions in a manner such that the main propagation and infection processes are more specific and more efficient. Sections 4.5 and 4.6 explain the propagation estimation process and infection estimation process. Section 4.7 describes the final output produced by the main processes. Section 4.8 explains how the final output described in Section 4.7 relates to the objective of the thesis set forth in Chapter 1.
4.1 Process Simplify

Process Simplify is an auxiliary process and is the first process of the methodology invoked. Process Simplify inputs the original program $P$ and produces a program $P'$ such that $[P'] = [P]$. This process performs two tasks. The first task takes arithmetic expressions in assignment statements of $P$ with $k$ operators ($k \geq 2$) termed compound expressions and produces functionally equivalent arithmetic expressions in $P'$ with $k$ expressions each with one operator. An arithmetic expression with one operator and two operands is termed a simple expression and is in the form $a \odot b$, where $\odot \in \{+, -, \ast, /\}$ and $a$ and $b$ are variables or constants. This task requires the introduction of additional local variables. The reduction to simple expressions follows the precedence of the original expression, so if $P$ contains a precedence fault, so will $P'$. The BNF grammar for arithmetic expressions whether simple or compound [13] is:

\[
\text{<arithmetic expression> ::= <term> | <arithmetic expression> + <term> | <arithmetic expression> - <term>}
\]

\[
\text{<term> ::= <factor> | <term> * <factor> | <term> / <factor>}
\]

\[
\text{<factor> ::= <variable> | <constant> | (<arithmetic expression>)}
\]

The second task inputs predicates from $P$ which are boolean combinations of arithmetic relational expressions. The logical operators and and or form boolean combinations. Each arithmetic relational expression contains a relational operator from $\{<, >, =, \neq, \leq, \geq\}$. Predicates in the form if (a) and (b) then and if (a) or (b) then are termed compound predicates [1]. Process Simplify converts compound predicates of this form to if (a) then begin if (b) then .... end and if (a) then ... else if (b) then .... respectively. These (a)s and (b)s are termed simple predicates [1] when they are in the form $x \odot y$, where $\odot \in \{<, >, =, \neq, \leq, \geq\}$ and $x, y$ are arithmetic expressions. Arithmetic expressions in simple predicates are currently not simplified in the methodology. Potentially it may be shown that simplifying arithmetic expressions within predicates handles a particular situation of which the author is currently unaware. An example of what this entails follows:

\[
\text{if ((a+b+c) > d) then}
\]

---

\footnote{This problem is partially solved by requiring that variables have associated units; the Integrated Verification and Testing System (IVTS) [2] is an environment requiring units for programs in the language Hal/S [5, 9].}
becomes:

\[ dd = a - b \]
\[ e = dd + c \]
\[ \text{if } ((e) > d) \text{ then} \]

Note that two additional local variables were created during simplification: \( dd \) and \( e \). The BNF grammar for compound and simple predicates is:

\[
\begin{align*}
\text{<simple predicate>} & ::= (<\text{arithmetic expression}> \text{ <relop> <arithmetic expression}> ) \\
& \quad \mid \text{not} (<\text{arithmetic expression}> \text{ <relop> <arithmetic expression}> ) \\
\text{<compound predicate>} & ::= (<\text{simple predicate}> \text{ <and/or> <simple predicate>}) \\
& \quad \mid \text{not} (<\text{simple predicate}> \text{ <and/or> <simple predicate>}) \\
\text{<and/or>} & ::= \text{and} \mid \text{or} \\
\text{<relop>} & ::= = \mid {\leq} \mid {\geq} \]
\]

Implementation of Process Simplify is not required in PIA. Conversion to simple expressions and simple predicates encourages isolation of locations where faults of low impact can more easily exist without being found. Remember that propagation and infection analysis is structure-oriented; the more the software structure is decomposed, the more precise the analysis. Process Simplify is one tool designed specifically for achieving this. By implementing Process Simplify, a perturbation function has fewer fault impacts to simulate than when applied to compound expressions.

### 4.1.1 Simple Expression Examples

This section presents two examples of the conversion from a compound expression to a simple expression. Observations during experimentation have shown that performing simplification increases the preciseness of the quantification of the failure propagation estimates strictly through increasing the number of estimates. An example demonstrating this is the following compound expression from [19]:

\[
t := 0.9 \ast (\text{sqr}(y+1.0)+1.0)\ast\exp(\text{em}\ast\text{glaxm}\ast\text{gammln}(\text{em}+1.0)\ast\text{glg})
\]

\(**** \text{data space} *****)\).
When failure propagation analysis is performed on the variable $t$ of this expression in the succeeding data space, it produced a high failure propagation estimate. When failure propagation analysis is applied to the local variables being defined for the equivalent simple expressions:

\[
\begin{align*}
\text{aa} & := \text{sqr}(y + 1.0); \\
(\text{**** intermediate data space ****}) \\
\text{bb} & := \text{aa} + 1.0; \\
(\text{**** intermediate data space ****}) \\
\text{cc} & := \text{em} + 1.0; \\
(\text{**** intermediate data space ****}) \\
\text{dd} & := \text{gammln}(\text{cc}); \\
(\text{**** intermediate data space ****}) \\
\text{ee} & := \text{em} \times \text{glalxm} - \text{dd} - \text{gig}; \\
(\text{**** intermediate data space ****}) \\
\text{ff} & := \text{bb} \times \exp(\text{ee}); \\
(\text{**** intermediate data space ****}) \\
\text{t} & := 0.9 \times \text{ff}; \\
(\text{**** data space ****})
\end{align*}
\]

it is discovered that one of the simple expressions produces a tiny failure propagation estimate (close to 0.00003). This small estimate was not discovered when the compound expression was analyzed for failure propagation.

Creation of more locations by Process Simplification adds additional data spaces in addition to new variables. Data spaces in $P'$ but not in $P$ are termed intermediate data spaces. Intermediate data spaces represent the state of the computation after the newly created locations are executed. Intermediate data spaces contain the state of the computation at the subexpression abstraction level. This example shows that the higher the granularity (meaning the lower the abstraction level analyzed), the more precise the estimates produced.

One last example of expression simplification is the arithmetic expression $x := (a \times b) \times \ln(23 / k)$ which has 4 operators. The simple expressions are:\(^5\)

\[
\begin{align*}
\text{vl} & := a \times b \\
(\text{**** intermediate data space ****})
\end{align*}
\]

---

\(^5\)The effects of the unary In operator are ignored; there is no need to assign a unary operator and its parameter to a newly created variable; all that is required is that the argument to a unary operator is a simple expression or variable.
v2 := \ln(23 / k)
(**** intermediate data space ****)
v3 := v1 * v2
(**** data space ****)

With intermediate data spaces, failure propagation analysis will simulate fault impacts in the succeeding data states of $a*b$, $\ln(23 / k)$, and $v1 * v2$ with three functions, instead of only simulating the fault impacts in $(a*b)\ln(23 / k)$ by one perturbation function.

### 4.1.2 Simple Predicate Examples

Since infection analysis of conditional locations needs semantic alternatives which impact the program counter, conversion to simple predicates helps ensure that complete infection analysis occurs particularly when infection analysis is performed manually. As the number of simple predicates in a compound predicate increases, the probability of forgetting to analyze a semantic alternative increases when done manually and without simplification. By creating more locations which require less analysis, this probability is hopefully reduced. If infection analysis is automated, simplification of conditional predicates is unnecessary.

When predicate simplification occurs, the algorithm for failure propagation in Chapter 3 changes slightly. Failure propagation analysis at predicate locations should be performed in the data space of the last simple predicate that replaced a compound predicate. Do not perform failure propagation analysis in intermediate data spaces created by predicate simplification.\(^6\) The reason for predicate simplification is improved infection analysis, not failure propagation analysis.

An example of conditional predicate simplification follows for both the if-then-else statement and the while-do statement. The compound predicate:

```plaintext
if (((a+b = c) and (d+e <= f) and (g=h)) or (a=d)) then
(**** data space ****)
xxx;
```

is simplified to:

\(^6\)Perturbing at an intermediate data space created by predicate simplification is equivalent to forcing a predicate to have side-effects which do not impact the program counter; this is unrealistic and does not occur; thus it is not performed.
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if (a + b = c) then begin
(* **** intermediate data space ****)
  if (d + e <= f) then begin
    (* **** intermediate data space ****)
      if (g = h) then
        (* **** data space ****)
          xxx;
      end;
  end
else
  if (a = d) then
    (* **** data space ****)
      xxx;
end;

Notice that within the predicate a + b = c there is no simplification applied to the expression a + b. Predicate simplification only applies to the logical operators, however to increase the granularity of the analysis this may be advisable.

As an example of the while-do statement, consider the following:

while (((a + b = c) and (d + e <= f) and (g = h))) do
(* **** data space ****)
  xxx;

This is simplified to:\(^7\)

100: if (a + b = c) then begin
(* **** intermediate data space ****)
  if (d + e <= f) then begin
    (* **** intermediate data space ****)
      if (g = h) then
        (* **** data space ****)
          xxx;
      goto 100;
end;

\(^7\)With the use of a goto; the usage of a goto is allowed because its inclusion does not alter the overall flowgraph structure. Note that the goto location created does not receive failure propagation analysis or infection analysis since it clearly is going to the correct location. If the goto transfers control to the wrong location on a particular iteration, that is because the predicate is wrong.
There is an implicit assumption in the implementation of Process Simplify that [original software] = [simplified software], i.e., the simplification process outputs functionally equivalent software. It should be clear that all the transformations described in this section are semantic-preserving.

### 4.2 Process Abstraction Analyzer

Process Abstraction Analyzer is a necessary auxiliary process that inputs $P'$ and outputs a program $P''$ with each level 1 location identified by a descriptor containing a unique location number. This process is trivial and can be performed manually or automatically.

### 4.3 Process Dataflow Analyzer

Process Dataflow Analyzer is a necessary auxiliary process that inputs $P''$ and outputs the set of active variables at each location regardless of the succeeding subpath. Hence, Process Dataflow Analyzer produces the active variables at each data space.\(^8\) For each data space in $P''$, Process Dataflow Analyzer internally produces the program dependence directed graph. The active variables are then determined from the reflexive transitive closure of the program dependence directed graph. This procedure is static. References to dataflow analysis include [7, 8, 6, 3].

### 4.4 Process Natural Data State Producer

Process Natural Data State Producer is a necessary auxiliary process for PIA. Infection and propagation estimates are functions of sampled data states; Process Natural Data State Producer is responsible for providing these sampled data states. Process Natural Data State Producer inputs $P''$ and the input distribution of $P$, and outputs the value distributions for each data space and intermediate data space of $P''$. Process Natural Data State Producer exists to ensure that

---

\(^8\)This process can determine the active variables at subdata spaces if augmented with the information about the path equivalence classes.
the sampled data states used during failure propagation and infection analysis resemble those that the program produces during execution.

The process of forming sampled data states should ensure that there exists an input point for the program that could have created that data state. For instance, if the predicate \((x_1 > 100 \iff x_2 > 500)\) is true at every data space in the program regardless of input, then the sampled data state \((x_1 = 200, x_2 = 20)\) should not be created. A sampled data state that is not producible from an input point is termed an \emph{artificial data state}; sampled data states meeting the requirement are termed \emph{natural data states}.

### 4.4.1 Trade-offs Between Artificial and Natural Sampled Data States

How important is it that sampled data states are not artificial? Can failure propagation or infection estimation be influenced by a particular sampled data state? Intuitively, an artificial data state could bias the failure propagation estimate since a program could exhibit more or fewer pseudo-failures from internal data states on which it was never intended to execute. An artificial data state could also bias an infection estimate for a particular semantic alternative. Artificial data states may adversely affect control flow during failure propagation analysis. This leads to Hypothesis 4.1:

**Hypothesis 4.1** Using natural data states as sampled data states rather than artificial data states may decrease the chance of biasing the estimating process.

The argument for Hypothesis 4.1 follows:

**Comment on Hypothesis 4.1** This comment on how artificial data states may bias analysis results is in two sections: one for how artificial data states may affect failure propagation analysis and one for how they may affect infection analysis. (1.) For a section of code \(f\) whose type I cancellation is being analyzed, if for every data state \(x\) regardless of whether artificial or natural, \([f](x)\) and \(f\) is a one-to-one mapping from its input domain to its output domain, then it does not matter during failure propagation analysis whether the data states are natural or artificial. However consider the one-dimensional input space for the subprogram \(f\) where

\[
[f](x) = \begin{cases} 
1 & \text{if } x > 0 \\
0 & \text{otherwise}
\end{cases}
\]
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and where all the natural data states prior to \( f \) correspond an input value greater than zero, and thus the one-dimensional artificial data states correspond to those values less than or equal to zero. If artificial data states are used in determining the failure propagation estimates of \( f \), then the estimates will be a function of \( [f](x) = 0 \) instead of \( [f](x) = 1 \). This certainly could bias the failure propagation estimate if different locations are involved in computing \( [f](x) = 0 \) versus computing \( [f](x) = 1 \). (II.) For infection analysis, suppose that at location \( l \),

\[
[l](x) = \begin{cases} 
1 & \text{if } x > 0 \\
0 & \text{otherwise}
\end{cases}
\]

and for a particular semantic alternative \( a \),

\[
[a](x) = \begin{cases} 
1 & \text{if } x > 10^6 \\
0 & \text{otherwise.}
\end{cases}
\]

Now suppose that for the one-dimensional data state space prior to location \( l \), the natural data states include those values less than zero and greater than \( 10^6 \). If the artificial data states are used which are in the range \([0...10^6]\), then infection estimates will be greater than zero when they should be zero.

Hypothesis 4.1 is a topic for future research. Natural data states are preferable since they are created from either known executions or some “higher” knowledge of either the program or the input distribution; propagation and infection analysis attempts to make an “expected” statement about “what might occur tomorrow” from “what has occurred today”. Using as much information known “today” about “what is expected to occur tomorrow” can only make the “what might occur tomorrow” statement better. Natural data states have the advantage in doing this. So the concern that exists in producing natural data states is ensuring that the values chosen in the sampled data state of a location are producible from an input point that reaches that location.

The algorithms presented in Section 4.4 for producing natural data states address this concern. A simple example demonstrating the need for natural data states is: if \( (a > 0) \) then \( b := b / a \). If no regard is made to the values \( a \) would normally have before the assignment statement, and values for \( a \) are randomly chosen, potentially \( a \) will be assigned a sampled value of zero. Run-time termination during Process Propagation Analyzer or Process Infection Analyzer will then occur forcing the process to be aborted. This may cause previous analysis prior to termination to be lost. A second example advocating Hypothesis 4.1 is more direct: suppose that a function is used which generates artificial data states at
some location. And suppose that these artificial data states frequently cause an infrequently executed branch to become a frequently executed branch during failure propagation analysis. Further suppose that this branch which is frequently traversed contains locations which cause frequent type I cancellation. Then failure propagation of the location under consideration will be underestimated.

A "mini" experiment was performed using a quadratic program which explores this question further. The program used for the experiment is Quadratic. The results are as follows: when natural data states were used, failure propagation estimates of 1.0 occurred 90% of the time, and failure propagation estimates between 0.6 and 0.7 occurred for the remaining 10% percent; however when artificial data states were used, failure propagation estimates were always 1.0. So in this "mini" experiment, artificial data states overestimated the failure propagation estimates made with natural data states.

---

9The experiment was performed on only one program due to the intuition that artificial data states bias estimates; this idea is purely intuitive, and by no means validated.
10Found in Chapter 6.
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4.4.2 Creation of Value Distributions at Data Spaces

This section describes the temporal and spatial requirements of three schemes of producing natural data states. Recall that a value distribution is a structure for storing data states at a data space. Figure 4.2 portrays the flow between two successive locations within a loop where \( \forall i \, \exists y \, \text{succ}(x-1, i, y) = x \). Figure 4.2 shows two path equivalence classes coming into these two locations, and the corresponding subdata spaces created by each path between two locations. The occurrence data state boxes in Figure 4.2 on the left for the first through \( j \)th iteration represent the sequence \([A_{x-1,1}(a), A_{x-1,2}(a), \ldots, A_{x-1,j}(a)]\) for some input \( a \). The occurrence boxes in Figure 4.2 on the right for the first through \( n \)th occurrence represent the sequence \([A_{x-1,1}(b), A_{x-1,2}(b), \ldots, A_{x-1,n}(b)]\) of data states for some input \( b \). Of the three methods for producing natural data states to be presented in Section 4.2, only one method produces value distributions. The second method produces symbolic expressions which can be used to generate natural data states and the third method creates natural data states from executing predecessor locations on an input point \([4]\). The implementation of the method chosen for creating natural data states depends upon the abstraction level the analyzing process requires. For example, the value distribution for a variable \( z \) at location \( k \) is effectively the result of overlaying the value distributions at each subdata space of location \( k \) that represents a path equivalence class on which variable \( z \) is active at location \( k \). Value distribution creation for data spaces requires less computation than for subdata spaces since it is not necessary to determine the proper subdata space that a data state belongs included in. The main difference between implementing value distribution creation at data spaces versus subdata spaces is that until determination is made as to which path equivalence class the data states correspond, all data states executed must be stored temporarily. Once the determination is complete, the appropriate subdata space value distribution is updated.

In Sections 4.4.2.1-4.4.2.3, three different schemes for creating natural data states are presented; these are referred to as Method I, Method II, and Method III; these are three implementations for Process Natural Data State Producer. Method I produces natural data states for a location by storing a symbolic expression for each active variable of each data space in terms of all computations of that variable prior to that location. This requires a set of expressions for each preceding subpath to the location. The set of expressions combined with the corresponding elements of the input domain, \( \phi \), for that subpath suffice in satisfying the natural data state criterion; these expressions are effectively symbolic execution expressions. Method II executes the program a large number of times and builds value distributions containing the data states created during execution. Method III requires no storage and effectively never builds value distributions. It simu-
lates both the creation of value distributions and sampling from them by being a "subprocess" that is inserted into the main PIA processes which require sampled data states. In effect, Method III generates natural data states as it needs them by executing all preceding locations to the location where natural data states are needed. The disadvantage of Method III is that a main process must re-execute enormous quantities of code.\textsuperscript{11}

The following discussion of these three schemes is presented for producing natural data states at the higher abstraction level which is the subdata space. This scheme is presented since this implementation is more complicated than an implementation at the data space abstraction level. Conversion to an equivalent algorithm for determining natural data states of a data space involves ignoring all references in the ensuing discussions to waiting until path determination is made.

4.4.2.1 The Algorithm for Method I

The algorithm for Method I is presented through example using the following code segment:

\begin{verbatim}
read(a) [1]
(**** data space 1 ****)
read(z) [2]
(**** data space 2 ****)
if a > 0 then [3]
(**** data space 3 ****)
a := a - z [4]
(**** data space 4 ****)
else
a := a + z [5]
(**** data space 5 ****)
a := sq(a) / z
(**** data space 6 ****)
\end{verbatim}

Assume at $d_{sg}$ variables $a$ and $z$ are active. The algorithm for Method I consists of storing two types of information: an expression for each active variables at each subdata space, and either expressions for what the initial input values are that cause a particular path equivalence class to be executed at each subdata space.

\textsuperscript{11}The use of a multi-processor machine can help with this problem. Any speed up will be a function of the number of processors.
or the actual input points of a particular path equivalence class at each subdata space. Initially, $\phi$ is divided into equivalence classes according to $PEC$; symbolic expressions are then constructed containing information about the computation that occurred to an active variable on a preceding subpath. For this example, at $dsg_8$, two expressions occur for $a$ at $dsg_6$: $(a + z)^2/z$ and $(a - z)^2/z$. At $dsg_9$ there exists two subsets of $\phi$: one containing values when $a > 0$; the other containing values when $a \leq 0$. With the partitioning of $\phi$ and the arithmetic symbolic expressions, values for $a$ and $z$ can be generated at $dsg_8$ that satisfy the natural criterion. For this example, Table 4.1 shows the information stored by Method I.\(^{12}\)

Partitioning $\phi$ according to the path equivalence classes may be partially determined by executing $P^n$ many times. Putting every element of $\phi$ in its proper partition would require executing $P^n$ on every element in $\phi$ which may be intractable. Determination of the path equivalence class for a particular input point is performed as follows: execute $P^n$ with proper instrumentation to tell when a location is reached; then pattern match the output string against the known regular expressions of $PEC$ to determine the exact path equivalence class. Then add the input point to the correct partition of $\phi$.

Method I can be automated to generate the symbolic expressions provided it has three parameters: $\phi$, the path equivalence classes, and $P^n$. By backtracking through previous expressions and substituting these expressions into references

\(^{12}\)"$a = \text{input}$" in Table 4.1 and Table 4.2 denotes that variable $a$ has not been changed since being inputed.

---

**Table 4.1: Method I example**

<table>
<thead>
<tr>
<th>data space or subdata space</th>
<th>active variable in expression form</th>
<th>input condition</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$a = \text{input}$</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>$a = \text{input}$ $z = \text{input}$</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>$a = \text{input}$ $z = \text{input}$</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>$a = a - z$ $z = \text{input}$</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>$a = a + z$ $z = \text{input}$</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>$a = (a + z)^2/z$ $z = \text{input}$</td>
<td>$a \leq 0$</td>
</tr>
<tr>
<td></td>
<td>$a = (a - z)^2/z$ $z = \text{input}$</td>
<td>$a &gt; 0$</td>
</tr>
</tbody>
</table>
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---

<table>
<thead>
<tr>
<th>data space or subdata space</th>
<th>active variable in expression form</th>
<th>input condition</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>( a = \text{input}, \ pc = 2 )</td>
<td>( \neg a )</td>
</tr>
<tr>
<td>2</td>
<td>( a = \text{input}, \ pc = 4 )</td>
<td>( a &gt; 5 )</td>
</tr>
<tr>
<td></td>
<td>( a = \text{input}, a = \text{input} + 1, a = \text{input} + 2, \ldots )</td>
<td>( a &lt; 5 )</td>
</tr>
<tr>
<td></td>
<td>( pc = { 3 \quad a &lt; 5 )</td>
<td></td>
</tr>
<tr>
<td></td>
<td>\quad 4 \quad a &gt; 5 } )</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>( a = \text{input} + 1, a = \text{input} + 2, \ldots \pc = 2 )</td>
<td>( a &lt; 5 )</td>
</tr>
</tbody>
</table>

Table 4.2: Method I loop example

in the current expression, previous computations affecting a variable are stored. Loops in the input program make Method I more difficult, since at each location within a loop a separate expression is needed for each potential previous execution. In order to make this feasible, there must be a method for collapsing the potentially infinite number of expressions a loop creates. In the case of loops, it will be necessary to have an identification for the expression representing the expression for the first time at the subdata space. Table 4.2 shows the information necessary for the following indefinite loop.

\[
\begin{align*}
\text{read}(a) [1] \\
(*\text{♦}\text{♦} \text{ data space 1 } *\text{♦}\text{♦}) \\
\text{while} \ (a < 5) \ \text{do} \ [2] \\
(*\text{♦}\text{♦} \text{ data space 2 } *\text{♦}\text{♦}) \\
\quad a := a + 1 [3] \\
(*\text{♦}\text{♦} \text{ data space 3 } *\text{♦}\text{♦}) \\
\ldots \ldots [4]
\end{align*}
\]

A mean-value analysis of the spatial requirements for Method I is now given; the temporal requirements are ignored to generate the expressions and to generate the partitions of \( \phi \). The assumption is made that the space required to identify expressions for the first time through a location is negligible. Let \( t = |T| + |TS| \), \( \mu_t \) = the mean number of locations per path equivalence class, \( \mu_j \) = the mean number of times through a loop, \( \mu_r \) = the mean number of locations which may

---

\(^{13}\)This is for the subdata space corresponding to the path equivalence class for never executing the loop body.

\(^{14}\)This is for the subdata space corresponding to the path equivalence class for executing the loop body at least once.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
be repeated on a path equivalence class, and \( \mu_a \) = the mean number of active variables per location.

Then \( \mu_t - \mu_r \) is the mean number of locations on a path equivalence class which are never repeated. For these non-repeated locations, \((\mu_t - \mu_r)\mu_a\) represents the number of expressions needed for one location for one path equivalence class; then for all path equivalence classes just multiply this expressions by \( t \) giving: 
\[
t(\mu_t - \mu_r)\mu_a\text{ expressions needed for all path equivalence classes for all non-repeated locations.}
\]
Similarly, for locations that are repeated, the mean-value of the number of required expressions is \( t\mu_r\mu_a\mu_j \). So the mean number of expressions required in storage for creating natural data states is \( \Theta(t(\mu_t - \mu_r)\mu_a + t\mu_r\mu_a\mu_j) \). If the mean amount of space required to store one expression is \( s \), then the space order of Method I is \( \Theta(st(\mu_t - \mu_r)\mu_a + st\mu_r\mu_a\mu_j) \). As a rough estimate, if the following assignments are made: \( t = 500 \), \( \mu_t = 100 \), \( \mu_j = 10 \), \( \mu_r = 10 \), \( \mu_a = 50 \), and \( s = 1 \) kilo-byte, this example requires 4.864 giga-bytes. If the amount of computational time required to solve one expression is symbolically represented by \( \lambda \), then the mean amount of time required to get a natural data state is \( \Theta(\mu_a\lambda) \). In summation, Method I is a high-overhead scheme which is not advised.

### 4.4.2.2 The Algorithm for Method II

Method II is a dynamic scheme that requires executing \( P'' \) many times. It is performed by augmenting \( P'' \) with both a procedure to announce that a location has been reached and a procedure to store data states observed during an execution. Method II is the only one of the three methods that actually builds value distributions.

Before execution of the Method II implementation of Process Natural Data State Producer can begin, \( P'' \) is instrumented with “write” statements to print out a message as each location has been reached. This produces a long message that is matched against the list of regular expressions representing the path equivalence classes of \( P'' \). In addition to the “write” statements, \( P'' \) is augmented with an algorithm to temporarily store the data states from the execution until pattern matching is complete; then the data state is entered into the value distribution of the correct subdata space.

The algorithm for the Method II implementation is described through the

---

16Note that \( \mu_j \) accounts for cases such as nesting of loops within loops since it represents the average number of times a repeated location is repeated.

17The space needed to store the equivalence classes of \( \phi \) is considered negligible.

18\( \lambda \) includes the time to obtain element of \( \phi \) and the time to solve the expression.
following example. Let \( u \) be the number of statically declared variables in \( P'' \). Let \( z \) be the maximum number of active variables at any location in \( P'' \), and let \( y \) be the maximum number of active variables for any path equivalence class of \( P'' \).\(^{19}\) So then \( z \leq y \leq u \). The output from Process Dataflow Analyzer and Process Abstraction Analyzer\(^{20}\) contains enough information to determine the variables in the subdata spaces. Now suppose \( P'' \) has three path equivalence classes, \( i, j, \) and \( k \), and that each path equivalence class has location \( x \) represented in its regular expression. Let \( A_i = \{a_{i1}, a_{i2}, a_{i3}, \ldots\} \) represent the set of active variables at data space \( x \) on path equivalence class \( i \), let \( A_j = \{a_{j1}, a_{j2}, a_{j3}, \ldots\} \) represent the set of active variables at data space \( x \) on path equivalence class \( j \), and let \( A_k = \{a_{k1}, a_{k2}, a_{k3}, \ldots\} \) represent the set of active variables at data space \( x \) on path equivalence class \( k \). And let \( A_i, A_j, \) and \( A_k \) represent all subdata spaces at data space \( x \). Then \( A_i \cup A_j \cup A_k \) is the set of all active variables at data space \( x \).

Execution of \( P'' \) reaches a given location and yields a natural data state for that location for a particular path equivalence class. At this point, the identification of the path equivalence class to which the data states belongs has not occurred, so the data state may not be included into the value distribution for any subdata space. What is known is that there are \( u \) variables for the program. So for each data space along the trip there is an \( u \)-tuple of values, where any uninitialized or dead variable may be considered zero, or assigned a value representing a dead status.

For each naturally occurring data state occurring during execution, Method II stores one \( u \)-tuple of values of a node in a dynamically allocated linked list. This produces a list of natural data states for each execution. The size of a list node must be large enough to hold \( u \) values and an identification number of the data space it represents. Since all variables in \( P'' \) are static, the node size can be determined from dataflow analysis; the node size may be an array of length \( u \). As a data space is reached in \( P'' \), a new record is added to the list to hold the values of that data state.

A question arises when a loop is encountered as to how to store the data states from the many iterations; many natural data states may be produced at a single location. Should all iteration occurrences of natural data states be recorded into the same subdata space from a particular execution? As a motivational answer, suppose there exists a program where \( 20\% \) of the executions execute a particular location \( 10^6 \) times, and on \( 80\% \) of the executions the location is executed once. If all occurrences of natural data states at a location are entered into one value

\(^{19}\)A variable is active for a path equivalence class if and only if it is active at some location on that path equivalence class. Then the active variables for a path equivalence class is just the union of each set of variables of each location in the path equivalence class.

\(^{20}\)Assuming production of the path equivalence classes of \( P'' \).
distribution, the value distribution will be biased. Since the failure propagation algorithm perturbs on \( f_i(B_{s_i}(x)) \), then the storage must contain enough information such that the data states encountered on the first execution of a location are differentiable from the succeeding data states of the location. The answer is to have a separate value distribution for the data states of the first iteration, and one value distribution for all succeeding data states of the location, similar to the Method I scheme of having a separate symbolic expression for each iteration of the loop. The failure propagation algorithm only perturbs the first natural data state at a location, so sampling only occurs from the value distribution representing the first occurrence natural data states. Infection analysis samples uniformly across all data states regardless of the iteration; however, sampling within a value distribution may not be uniform; it is according to the distribution.

At the end of an execution of \( P'' \), Method II produces a data object similar to Figure 4.3 (a). Pattern matching can be done on the output string produced by the “write” statements. In Figure 4.3 (a), each node can be thought of as representing a sequence of data states similar to \([A_{i,1}(b), A_{\text{succ}(1,1,b)}, \ldots, A_{\text{exit}\_\text{location},1}(b)]\) for some input \( b \). Once comparison is made as to which path equivalence class was executed, the values included in the \( u \)-tuple belonging to dead variables are discarded (shown in Figure 4.3 (b) by the darkened spaces). Each record which was a \( u \)-tuple is now converted to a \( z \)-tuple. Then the values in the list can be added to the value distributions in the corresponding subdata spaces. The linked list is then deleted.

The method of storing data states in the value distribution is arbitrary; decision of the type of structure to use must be made. Two schemes are presented: encoding a data state to a single value for placement into a histogram\(^{21}\), and storage of a node in the execution derived linked list in a value distribution linked list.\(^{22}\) It is necessary that the \( z \)-tuple of values stored in a record in the linked list remains stored together in the value distributions.

The execution derived linked list may be stored in a different linked list, i.e., take the nodes from the linked list and place them in another linked list. So the value distributions at a subdata space will be contained in a linked list; in fact, two linked lists for each subdata space. One for the first occurrence data

\(^{21}\)One expensive and infeasible method that accomplishes this is Gödel encoding [18]. It is solely mentioned for explanatory purposes. The values in the \( z \)-tuple are encoded into a single value that is placed in a histogram. A histogram is the structure used for storing the value distributions. The histogram contains the frequency counts of particular natural data states. For encoding, there must be consistent ordering of the variables within a subdata space. The infeasibility of Gödel encoding stems from it producing a value that exceeds most integer limits.

\(^{22}\)Neither scheme is advised. This is an area for future research.
states, and one for the remaining occurrence data states. Each node in the value distribution linked list should hold both the values and a frequency count of the number of times that particular data state combination occurred. Although it seems improbable that any particular data state occurs noticeably more frequently, especially as the number of active variables increases, [14] gives an interesting example showing that from $2^{15}$ possible data states, only 20 occurred out of a sample space size of $10^6$.

To implement this scheme, create a pointer for each type of occurrence at a subdata space, and initialize these to nil. Each time a data state not previously calculated during execution is discovered at a data space, create a new node in the list corresponding to its values with a frequency count of one. If the data state being added already exists, find the node for that data state in the list and increment its frequency count. Nodes with higher frequency counts can be moved to the head so that when sampling occurs later, values with highest probability can be found easily. This scheme saves in the overhead of an encoding/decoding scheme, however as the size of the list grows, the cost of searching during insertion grows. Also, the spatial requirements of storing all of the lists is prohibitive. For
spatial reasons, this scheme is considered infeasible.

Again a mean-value analysis is given of the spatial requirements for Method II assuming encoding. Again, let \( t = |T| + |TS| \), \( \mu_t \) is the mean number of locations per path equivalence class, \( \mu_r \) the mean number of locations in a loop on a path equivalence class, and \( \mu_a \) the mean number of active variables per location. Then the mean number of value distributions is the same as the number of expressions for Method I: \( \Theta(t(\mu_t - \mu_r)\mu_a + 2t\mu_r\mu_a) \).

If values are assumed to be stored in a histogram, the mean number of bins per distribution is \( \Theta(t(\mu_t - \mu_r)\mu_a + 8\mu_t\mu_r\mu_a) \) bytes. To get a feeling for this, assign values as follows: \( t = 500 \), \( \mu_t = 100 \), \( \mu_j = 10 \), \( \mu_r = 10 \), \( \mu_a = 50 \), and \( \mu_b = 100 \). This example requires 0.218 giga-bytes, a savings over Method I. The temporal requirements to get a natural data state from Method II ignoring the time involved in executing \( P^n \) many times and storing the natural data states is a function of the search and retrieve time in a value distribution. If constant search and retrieve time, \( \sigma \), is assumed, then the mean time to get one complete natural data state is \( \Theta(\sigma\mu_a) \). The mean-value analysis of Method II using the linked list still has \( \Theta(t(\mu_t - \mu_r)\mu_a + 2t\mu_r\mu_a) \) value distributions, which means \( \Theta(t(\mu_t - \mu_r)\mu_a + 2t\mu_r\mu_a) \) linked lists. The overhead in maintaining a list is high and not recommended.

Recapping, the algorithm needed for producing value distributions of natural data states at the subdata space abstraction level of Method II are:

1. Declare an empty linked list to exist with the size of each node large enough to hold all statically declared variables
2. Select an input point,
3. As each location is reached, create a new node in the list and store all values known in it,
4. At the end of an execution pattern match on the output string and determine the path equivalence class taken,
5. Delete all values in the linked list that do not correspond to the active variables of that path equivalence class,
6. Place the remaining values from each node into the value distribution scheme chosen,
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7. Delete the linked list and repeat the process.

In summation, Method II is also a high overhead scheme. However when a realistic algorithm of storing n-tuples of values is found, Method II will be practical. This is an area for further study.

4.4.2.3 The Algorithm for Method III

Method III is a scheme which is temporally expensive yet has minimal spatial requirements. This algorithm is in general preferred, and if the program contains dynamic variables, it is the only one of the three algorithms that can be easily implemented to handle them. The algorithm is simple enough to be included into the steps of the main processes. Sections 4.5 and 4.6 show how to incorporate Method III into Process Propagation Analyzer and Process Infection Analyzer. The algorithm not only produces natural data states; it also automatically samples the data state it most recently created. So in effect Method III handles production and sampling of natural data states simultaneously. The algorithm follows:

1. set count1 to zero,
2. take \( P'' \) and insert the necessary code to perform the algorithms of Process Propagation Analyzer or Process Infection Analyzer at the location,
3. select an input point and execute the augmented \( P'' \),
4. if this input point causes the location under analysis to be reached, increment count1,
5. execute \( P'' \) until \( \text{count1} = n \),
6. when \( \text{count1} = n \), divide count by \( \text{count1} \) yielding an infection estimate for this alternative,\(^{24}\)
7. the previous six steps have produced an infection or propagation estimate; now repeat this process according to the algorithms of Chapter 3 for each semantic alternative or active variable.

---

\(^{24}\)The infection estimate is a point estimator which is the sample mean of the number of infections, however to determine the confidence intervals in the estimate, the confidence interval of the frequency distribution for 95% confidence can be found with \( p \pm w \), where \( w = 2 \cdot \sqrt{p \cdot (1-p) / n} \) and \( p = \text{count} / n \) \([11]\).
Unfortunately, this scheme requires the repeated execution of locations to produce natural data states. It may also cause performing executions that may not reach the desired location if \( \phi \) is not previously partitioned. Choi et al. [12] present a scheme for using a hypercube for scheduling mutants during mutation analysis. A similar scheme may also be applied to the Method III implementation of Process Natural Data State Producer in order to save re-executing locations.

The temporal mean-value analysis of the seven step sequential algorithm above is as follows: let \( \mu_e \) = the mean amount of time to execute a location, \( \mu_l \) = the mean number of executions of the program before an execution where the location being analyzed is reached, \( \mu_k \) = the mean number of locations per execution, and \( \mu_p \) = the mean number of locations executed before this location. Then the mean amount of time to get one natural data state using Method II is \( \Theta(\mu_e\mu_l\mu_k + \mu_p\mu_e) = \Theta(\mu_e(\mu_l\mu_k + \mu_p)) \). The spatial requirement for Method III is negligible.

### 4.4.3 Sampling from Value Distributions for Methods I and II

The method of sampling data states depends upon whether the value distributions or symbolic expressions are for data spaces or subdata spaces, and whether the process for failure propagation or infection analysis is requesting the states. Section 4.4.3 only applies to the value distributions and symbolic expressions created by Methods I and II.

#### 4.4.3.1 Method I Sampling

In the implementation of Method I, the symbolic expressions are at the subdata space abstraction level. The following algorithm for getting from symbolic expressions to natural data states is presented through example.

Suppose that the frequency with which path equivalence class \( p \) is executed, \( E_p \), is known for each path equivalence class going through some location \( x \), and suppose sampling of data states is at location \( x \) for either failure propagation analysis or infection analysis. And suppose that \( n \) sampled data states are needed for analysis at data space \( x \) and that data space \( x \) has \( k \) subdata spaces (so there are \( k \) path equivalence elements that have location \( x \) in their regular expressions). For failure propagation analysis at location \( x \), generate

\[
    n \cdot E_p \quad \text{where} \quad 1 \leq p \leq k
\]
natural data states from the first occurrence symbolic expressions and first occurrence input conditions for this path equivalence class in each subdata space \( p \) of data space \( x \). Denote \( \mu_{x,p} \) to be the mean number of expressions per active variable through location \( x \) regardless of iteration occurrence for an element of path equivalence class \( p \). For infection analysis, generate

\[
n \cdot \frac{E_p}{1} \cdot \frac{1}{\mu_{x,p}}
\]

natural data states uniformly from the first occurrence expressions and the input conditions for this path equivalence class in subdata space \( p \) at location \( x \). A proportion of data states representing the first iteration is chosen separately from the other iteration occurrence data states to reflect the proportion of each that will be seen in the dynamic environment of the program. This is automatically handled by Method III. After these are generated, then generate

\[
n \cdot \frac{E_p}{1} \cdot (1 - \frac{1}{\mu_{x,p}})
\]

natural data states by uniformly selecting expressions from the non-first occurrence expressions with the input conditions for this path equivalence class in subdata space \( p \) at location \( x \).\(^25\)

4.4.3.2 Method II Sampling

If the value distributions are for data spaces, then sample according to the distribution of the value distribution and according to the process's algorithm.\(^26\) If the value distributions are for subdata spaces, the ensuing discussion explains how to sample across subdata space value distributions.

As an example, suppose that the frequency with which path equivalence class \( p \) is executed, \( E_p \), is known for each path equivalence class going through some location \( x \), and suppose sampling of data states is at location \( x \) for either failure propagation analysis or infection analysis. And suppose that \( n \) sampled data states are needed for analysis at data space \( x \) and that data space \( x \) has \( k \) subdata spaces. For failure propagation analysis at location \( x \), sample

\[
n \cdot E_p \quad \text{where} \quad 1 \leq p \leq k
\]

\(^{25}\)If this location is not in a loop, there are only first occurrence expressions.

\(^{26}\)Recall that infection analysis uses different data states for repeated locations than does failure propagation analysis.
natural data states from the first occurrence value distribution in each subdata space \( p \) of data space \( x \). Denote \( \mu_{x,p} \) to be the mean number of times through location \( x \) for an element of path equivalence class \( p \). For infection analysis, sample

\[
\frac{n \cdot E_p}{1} \cdot \frac{1}{\mu_{x,p}}
\]

natural data states uniformly from the first occurrence value distribution in subdata space \( p \) at location \( x \). Then sample

\[
\frac{n \cdot E_p}{1} \cdot (1 - \frac{1}{\mu_{x,p}})
\]

natural data states uniformly from the non-first occurrence value distribution in subdata space \( p \) at location \( x \).

A problem occurs during sampling in Method II if a location was never reached during value distribution creation; the value distributions for the corresponding data space are empty. If a large number of program executions occurred during value distribution creation, either

1. the location is infeasible,
2. the location is feasible but rarely executed.

Unfortunately, case (1) can not be distinguished from case (2). So the best that can occur will be to either

1. re-execute \( P'' \) until this location starts executing; modify the value distribution creation routine to only store value distributions for this location, or
2. create artificial data states.

If (1) is attempted, and after a set time limit the location is still not reached, then artificial data states will need to be created.

### 4.5 Process Propagation Analyzer

Process Propagation Analyzer is a main process that performs the failure propagation algorithm. Input to this process is \( P'' \) and the natural data states from
Process Natural Data State Producer. Output from Process Propagation Analyzer is a program which when executed produces a failure propagation estimate for each active variable at each location in $P''$. The following pseudo-code shows a shell of the program outputted by Process Propagation Analyzer. This pseudo-code shell uses Method III value distribution creation and sampling.

```plaintext
procedure execute_unperturbed_code(input)
    location_1
    location_2
    ...
    location_n

procedure execute_perturbed_code_loc_1_active_variable_1(input)
    ...

procedure execute_perturbed_code_loc_1_active_variable_x(input)
    {assuming x active variables @location 1}

procedure execute_perturbed_code_loc_2_active_variable_1(input)
    ...

procedure execute_perturbed_code_loc_2_active_variable_z(input)
    {assuming z active variables @location 2}

procedure execute_perturbed_code_loc_n_active_variable_1(input)
procedure execute_perturbed_code_loc_n_active_variable_2(input)
procedure execute_perturbed_code_loc_n_active_variable_k(input)
    {assuming k active variables @location n}

begin
    location_1
    location_2
    ...
    location_n
    arrived@location[n,k] := true
    if not(already_perturbed[n,k]) then
        begin
            perturb(data state@n active variable k)
            already_perturbed[n,k] := true
        end;
    ...
```
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begin main
{set count and problem arrays to zero}
for x := 1 to N { N is number of program locations }
  get input
  call execute_unperturbed_code(input)
for i := 1 to m { m is number of perturbations to occur
  for one active variable
    for one data state }
  for each active variable k ∈ A_i;
    arrived@location[i,k] := false
    already_perturbed[i,k] := false
    call execute_perturbed_code_loc[i, active_variable, k](input)
    if arrived@location[i,k] then
      count[i,k] ++
    if arrived@location[i,k] and (output(execute_unperturbed_code) <>
    (output(execute_perturbed_code_loc[i, active_variable, k])) then
      problem[i,k] ++
  for i := 1 to m
    for each active variable k ∈ A_i;
    writeln('prop. est. for location i active var. k = ', problem[i,k]
         / count[i,k])
    {assuming count[i,k] <> 0}
end main

It is now shown that the pseudo-code shell is equivalent to:

\[ F_{i,a} = \text{Pr}[\text{pseudo-failure on input } x \mid \text{perturbed}(l, a, x)] \]

where

\[ \text{perturbed}(l, a, x) = \begin{cases} 1 & \text{if } a \in f_l(\mathcal{B}_1(x)) \text{ and function } \text{perturb}(a)^3 \text{ has executed} \\ 0 & \text{otherwise} \end{cases} \]
Satisfaction of \( \text{"perturbed}(l, a, x) = T \text{ iff } a \in f_i(B_{l,1}(x)) \) and function \text{perturb}(a) \) has executed on input \( x \) occurs with the following code segment:

```plaintext
location.l
arrived@location[l,a] := true
if not(already_perturbed[l,a]) then
  begin
    perturb(data state@l active variable a)
    already.perturbed[l,a] := true
  end;
```

where \((\text{already.perturbed}[l,a])\) is set to false before call execute_perturbed_code.loc.l_active_variable.k(input) \) is called to assure perturbation only on the first data state.

The total number of pseudo-failures is found by:

```plaintext
if arrived@location[l,a] and (output(execute.unperturbed.code) <> (output(execute.perturbed.code.loc.l_active_variable.a)) then
  problem[l,a] ++
```

The total number of perturbations occurring on the first occurrence data state for location \( l \) and active variable \( a \) is found by:

```plaintext
if arrived@location[l,a] then
  count[l,a] ++
```

So the point estimator which is the failure propagation estimate is:

\[
\Pr[\text{pseudo-failure on input } x \mid \text{perturbed}(l, a, x)] = \frac{\text{problem}[l,a]}{\text{count}[l,a]}
\]

The \( O \)-notation for this implementation of the algorithm for a program of \( m \) locations in straight-line is as follows [15]: Suppose that \( n \) data states are to be used at each location, and that there are \( \mu \) active variables on average at each location. Then this implementation has order \( O(n \mu m^2 + n \mu) \), hence it is quadratic in the number of locations executed, excluding the locations to perform the perturbations.\(^{27}\)

\(^{27}\) \( n \mu \) is the number of locations executed from the non-perturbed copy.
4.6 Process Infection Analyzer

Process Infection Analyzer is a main process which performs the algorithm for finding infection estimates. Input to this process is $P''$ and the natural data states from Process Natural Data State Producer. Output from this process is a program which when executed produces an infection estimate for each location in $P''$ and each semantic alternative. The following pseudo-code shows a shell of the program that this process outputs. This shell uses Method III value distribution creation and sampling.

It should be noted that the technology involved in Process Infection Analyzer is in most part the same as mutation testing\textsuperscript{28}[16, 17]. The difference is in the data collected. In mutation testing, the input points are evaluated. In infection analysis, the location with the semantic alternative is evaluated.

```
procedure execute_locations(input)
begin
    times@location[1] +-+
    if ((data state after location_1) <>
        (data state after semantic_alternative_1(location_1)) then
        counter_1[1] +-+
        :
        :
        :
    if ((data state after location_1) <>
        (data state after semantic_alternative_k(location_1)) then
        counter_1[k] +-+
    location_1
    :
    :
    location_2
    :
    :
    times@location[n] +-+
    if ((data state after location_n) <>
        (data state after semantic_alternative_1(location_n)) then
```

\textsuperscript{28}Mutation testing is a way of determining test data adequacy by seeing if the test data catches faults injected into the code.
counter_n[1] ++
:
:
:
if ((data state after location_n) <> (data state after semantic_alternative_k(location_n))) then
  counter_n[k] ++
location_n
end begin main
for k := 1 to number_of_semantic_alternatives@location_i
  counter_i[k] := 0
for i := 1 to n {n is number of locations }
  times@location[i] := 0
for z := 1 to N {N is number of inputs for confidence interval }
  get input
call execute_locations(input)
for i := 1 to n
  for k := 1 to number_of_semantic_alternatives@location_i
    writeln('inf. est. for ', counter_i[k]/times@location_i)
    {assuming times@location_i <> 0}
end main

It is now shown that the pseudo-code shell is equivalent to:

\[ I_{i,a} = \Pr[\text{infected}'(l, a, x) | \mathcal{B}_l(x) \neq \emptyset] \]

where

\[ \text{infected}'(l, a, x) = \begin{cases} 
T & \text{iff } \exists y \in \mathcal{B}_l(x) f_l(y) \neq f_a(y) \\
F & \text{otherwise} 
\end{cases} \]

To verify that \( \mathcal{B}_l(x) \neq \emptyset \),

\[ \text{times@location}[i] ++ \]

is used so then the point estimator is a function of the number of arrivals at location \( l \). Satisfaction of \( \text{infected}'(l, a, x) = T \text{ iff } \exists y \in \mathcal{B}_l(x) f_l(y) \neq f_a(y) \) occurs with
if ((data state after location_1) $\not\red{=} (data state after semantic_alternative_a(location_1))$
then
  counter_1[a] ++.

So then the point estimator for the infection estimate for location $l$ and
semantic alternative $a$ is:

$$\Pr[\text{infected}(l, a, x) \mid \mathcal{B}_l(x) \neq \emptyset] = \frac{\text{counter}_l[a]}{\text{times}_l[\text{loc}_l]}$$

The $O$-notation for this implementation of the algorithm for a program of $m$
locations in straight-line is as follows: Suppose that $n$ data states are to be used
at each location, and that there are $\mu$ semantic alternatives on average at each
location. Then this implementation has order $O(n\mu m)$, hence it is linear in the
number of locations executed.

Using an idea from Choi et al. [12], the above sequential algorithm could
parallelized as follows: assign one processor to execute the location as it currently
stands. So it is essentially performing two roles: as the keeper of the correct
result for each location, and as the natural data state producer. For each location
under analysis, assign each semantic alternative to a different processor. Thus
each processor with a semantic alternative gets two messages from the processor
with the correct location: the first contains the input natural data state to use,
and the second is the output data state from the original location. The semantic
alternative processors can then determine if an infection occurs and keep a record
of the number of infections. The program under analysis can be stepped through
in such a manner to greatly decrease the time to perform infection analysis. Any
speed up achieved, however, will decrease the order of the implementation to no
less than $O((n\mu m)/p)$, where $p$ is the number of processors. An analytical scheme
for expression infection estimation is presented at the end of Section 4.6.

Process Infection Analyzer requires a sub-process to produce the semantic
alternatives for each location; Section 4.6.1 explains what semantic alternatives
should be produced. There are two types of infection analysis performed: one for
boolean predicates and one for arithmetic expressions. Different rules are invoked
for producing semantic alternatives depending on the location type.
<table>
<thead>
<tr>
<th>semantic alt.</th>
<th>semantic alternative description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>( a - b )</td>
</tr>
<tr>
<td>2.</td>
<td>( a + b )</td>
</tr>
<tr>
<td>3.</td>
<td>( a/b )</td>
</tr>
<tr>
<td>4.</td>
<td>( b_1 + b ) over all active variables for ( b_1 ) at location of ( a + b )</td>
</tr>
<tr>
<td>5.</td>
<td>( a + a_1 ) over all active variables for ( a_1 ) at location of ( a + b )</td>
</tr>
<tr>
<td>6.</td>
<td>const + b</td>
</tr>
<tr>
<td>7.</td>
<td>( a + \text{const} )</td>
</tr>
<tr>
<td>8.</td>
<td>((\text{const}<em>k \cdot a^n + \text{const}</em>{k-1} \cdot a^{n-1} + \ldots + \text{const}_0) + b) where (-\infty &lt; \text{const}<em>k, \text{const}</em>{k-1}, \ldots, \text{const}_0 &lt; \infty)</td>
</tr>
<tr>
<td>9.</td>
<td>((a + (\text{const}<em>k \cdot b^n + \text{const}</em>{k-1} \cdot b^{n-1} + \ldots + \text{const}_0)) + b) where (-\infty &lt; \text{const}<em>k, \text{const}</em>{k-1}, \ldots, \text{const}_0 &lt; \infty)</td>
</tr>
</tbody>
</table>

Table 4.3: Semantic Alternatives for the expression \((a + b)\)

### 4.6.1 Expression Infection Analysis

Expression infection analysis finds an infection estimate for an assignment statement in \(P^e\) in simple expression form. For expressions, class \(\mathcal{F}\) is limited to the following fault types, all of which are single changes to a location:

1. a wrong variable substitution,
2. a variable substituted for a constant,
3. a constant substituted for a variable,
4. expression omission,
5. a variable that should have been replaced by a polynomial of degree \(k\),
6. and a wrong operator.

The breadth of the type of faults defined in \(\mathcal{F}\) determines the power of Process Infection Analyzer.

These six fault types are the ones that this thesis considers; other applications or external knowledge of the developmental environment may require changes in \(\mathcal{F}\). As an example of \(\mathcal{F}\) applied to the arithmetic expression \(a + b\), the set of semantic alternatives derived from \(\mathcal{F}\) are in Table 4.3.\(^{29}\) Similar tables can be derived for simple expressions with other operators.

---

\(^{29}\)The range on the values to be substituted as constants for fault 6 and fault 7 is limited to the discrete values for variable "a" which have the highest probabilities of occurring in the value distribution preceding the location.
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4.6.2 Predicate Infection Analysis

Predicate infection analysis is performed on each predicate. The fault classes in $\mathcal{F}$ for predicate infection analysis are:

1. substituting a wrong variable,
2. exchanging \texttt{and} and \texttt{or}, and
3. substituting a wrong equality/inequality operator.

For loops, exchanging equality/inequality operators can quickly cause infinite loops, so care must be taken to minimize the potential. Therefore a time limit is placed in step 3 of the infection algorithm. Even though a particular semantic alternative may be in the class $\mathcal{F}$, if it is predetermined that termination does not occur when the semantic alternative is substituted, then the semantic alternative should be skipped. The intent of infection analysis is to mimic "common" faults. Any fault causing an infinite loop should not be considered "common" by the closely correct criterion, unless it is at a rarely executed location. Notice again that the class of faults defined for predicate infection analysis represent single changes to a location, not multiple changes. This definition of $\mathcal{F}$, again, is subject to change under various conditions. Such conditions are expected due to strange software phenomenon however these conditions are currently not known.

As an example of predicate infection analysis, for the predicate $((a < b) \text{ and } (c))$, where $a$ and $b$ have numeric values and $c$ has a boolean value, the semantic alternatives are given in Table 4.4. Most of the semantic alternatives result in high infection estimates. The semantic alternatives which may produce lower estimates are 1, 6, 7, and 8. The viruses that are produced from predicate faults are in the program counter. Such faults cause a wrong path to be taken. The notion of taking a wrong path yet producing the correct result is termed coincidental correctness [1]. A missing path can be partially detected by failure propagation analysis.30

4.6.2.1 Analytical Expression Infection Analysis

This section explains an alternative scheme for determining the expression infection estimates for the nine semantic alternatives of Table 4.3. For the first semantic

---

30Partial detection can be expanded to near total detection if propagation analysis is performed on every declared variable at each location. The reason total detection is not possible is because the effect of the missing path my be to some variable which has not yet been declared.
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<table>
<thead>
<tr>
<th>Fault</th>
<th>Fault Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>((a &lt; b)) and (c)</td>
</tr>
<tr>
<td>2.</td>
<td>((a \geq b)) and (c)</td>
</tr>
<tr>
<td>3.</td>
<td>((a &gt; b)) and (c)</td>
</tr>
<tr>
<td>4.</td>
<td>((a = b)) and (c)</td>
</tr>
<tr>
<td>5.</td>
<td>((a \neq b)) and (c)</td>
</tr>
<tr>
<td>6.</td>
<td>(((b_1 &lt; b)) and (c)) over all declared active boolean variables (b_1)</td>
</tr>
<tr>
<td>7.</td>
<td>(((a &lt; b_1)) and (c)) over all declared active boolean variables (b_1)</td>
</tr>
<tr>
<td>8.</td>
<td>((a &lt; b)) or (c)</td>
</tr>
</tbody>
</table>

Table 4.4: Semantic Alternatives for the predicate \((a < b)\) and \(c\)

alternative of Table 4.3, the infection estimate is \(1 - Pr[a + b = a - b]\). The probability \(Pr[a + b = a - b]\) can be solved for all \((a,b)\) pairs using a scheme such as the Mathematica \cite{19} Solve directive. Solve produces the \((a,b)\) pairs where \(a + b = a - b\). After these pairs are found, determine the frequency of each pairs occurrence in the data space value distributions preceding the location; this then is \(Pr[a + b = a - b]\). Only when \(b = 0\) does \(Pr[a + b = a - b]\), hence \(Pr[a + b = a - b] = Pr[b = 0]\). If in the preceding data space to the expression there exists a high preponderance of zeros in \(b\)'s value distribution, then \(Pr[a + b = a - b]\) is high causing a low infection estimate. Similar tactics also yield infection estimates for semantic alternatives 2 and 3 of Table 4.3.

For semantic alternatives 4 and 5, the infection estimate is high unless \(b_1\) and \(a\) have identical values in the preceding data state, i.e., data states \((a,b)\) such as \((1,1), (2,2), (3,3), \ldots\). Infection estimates for semantic alternatives 4 and 5 are found by \(1 - Pr[b_1 = a\) in the preceding data state]. To estimate \(Pr[b_1 = a\) in the preceding data state], sample the natural data states and find the frequency of \((x,x)\) value pairs in the value distribution. One minus this frequency is the infection estimate.

The infection estimate for semantic alternative 6 is \(1 - Pr[a = constant]\). \(Pr[a = constant]\) is found by finding the point or points (if there are several) with the highest relative frequency in the value distribution for \(a\). Subtract this highest relative frequency for this bin from 1.0 yielding the minimum probability that this semantic alternative causes infection; this is the minimum infection estimate. Similar tactics also yield an infection estimate for semantic alternative 7.

Finding infection estimates for semantic alternatives 8 and 9 is more difficult. When a polynomial of degree \(k\) replaces a variable, an explosion in the actual number of semantic alternatives each semantic alternative expression represents occurs due to values the constants can be assigned\((-\infty < const_0, const_1, \ldots, const_k < \infty)\).
If the degree of the substituted polynomial is limited to 1, then only semantic alternatives of the form \((\text{const}_1 \cdot a + \text{const}_0)\) need be considered for semantic alternative 8, and \((\text{const}_1 \cdot b + \text{const}_0)\) for semantic alternative 9. The expression \((\text{const}_1 \cdot b + \text{const}_0 = b)\) is true iff

\[
b = \frac{\text{const}_0}{(1 - \text{const}_1)}
\]

The truth of this equation is a function of \(b\), \(\text{const}_1\), and \(\text{const}_0\). In general, replacing a variable by a polynomial should produce an infection estimate of approximately 1.0, however the analysis should still occur if polynomial substitutions are considered as potential faults.\(^{31}\) If consideration is limited at the three dimensional value space for the two constants \(\text{const}_0, \text{const}_1\) over \(-\infty\) to \(\infty\), and at the highest frequency values of \(b\) which are shown in Figure 4.4, it becomes likely that the number of times that the predicate is true is exceedingly small; hence infection always occurs.\(^{32}\) Infection for semantic alternatives 8 and 9, where the degree of the replacing polynomial is 1, is then

\[
1 - \Pr\left[\frac{\text{number of times predicate is true}}{\text{size of 3-D space}}\right]
\]

which is shown in Figure 4.4;

\[
\Pr\left[\frac{\text{number of times predicate is true}}{\text{size of 3-D space}}\right]
\]

is the proportion of dark points in the darkened box relative to the total space of points in the box. If we consider the case of a polynomial of degree \(x\) with \(x\) solutions, then the probability of no infection occurring is just

\[
\Pr\left[\frac{x}{(2 \cdot \text{maxint})^x}\right]
\]

which is infinitesimally small. Note that the total number of values for \(b\) is not infinite in Figure 4.4; consideration only occurs for values of \(b\) that are more likely, hence the tick marks in Figure 4.4 represent the more likely values of \(b\). These values can be found in the value distribution at \(d_{s_{a+b}}\).

\(^{31}\) Particularly low order polynomials.

\(^{32}\) Actually, \([-\text{maxint}..\text{maxint}]\) is the range for \(\text{const}_1\) and \(\text{const}_0\).
4.7 Infection Analysis Output and Failure Propagation Analysis Output

Propagation and infection analysis produces a large number of infection and failure propagation estimates for each location. The output from Process Propagation Analyzer and Process Infection Analyzer is similar to that shown in Table 4.5.

For certain applications, more information is needed than that shown in Table 4.5. Almost all of the estimates are lost when only the minimum estimate is provided. Saving each estimate for each semantic alternative and each active variable requires a large amount of space. The template in Table 4.6 shows complete propagation and infection analysis results.
4.8 Relating Propagation and Infection Estimates to the Thesis Objective

Propagation and infection estimates relate directly to the thesis goal: "determining where a fault can easily hide." A location which has small propagation and infection estimates is a location which may easily hide a fault. It also is the case that a location which is rarely executed, may easily hide a fault. So formally, for a location \( I \),

\[
\exists k \ F_{i,a_k} \approx 0.0 \vee \exists k \ I_{i,a_k} \approx 0.0 \vee E_i \approx 0.0 \implies
\]

location \( I \) can easily hide a fault \hspace{1cm} (4.1)

Similarly,

\[
\neg \exists k \ F_{i,a_k} \approx 0.0 \land \neg \exists k \ I_{i,a_k} \approx 0.0 \land \neg(E_i \approx 0.0) \implies
\]

location \( I \) can not easily hide a fault \hspace{1cm} (4.2)

Many locations may satisfy equation 4.1. To determine those locations which can more easily hide a fault than others relative to \( \Delta \) even if they both satisfy equation 4.1, define a parameter \( \zeta_I \) as the ability of a location to hide a fault. The larger \( \zeta_I \), the greater this ability. Thus:

\[
\zeta_I = w_1 \cdot \sum_k f(k, F_{i,a_1,\ldots}) + w_2 \cdot \sum_k i(k, I_{i,a_1,\ldots}) + w_3 \cdot e(I)
\]

(4.3)

where

\[
f(k, F_{i,a_1,\ldots}) = \begin{cases} 1 & F_{i,a_k} \approx 0.0 \\ 0 & \text{otherwise} \end{cases}
\]

(4.4)

\( \approx 0.0 \) denotes on the order of \( 10^{-4} \) which was determined arbitrarily; \( E_i \) denotes the execution rate of location \( I \).
and

\[
i(k, I_{l,a1}, \ldots) = \begin{cases} 
1 & I_{l,a} \approx 0.0 \\
0 & \text{otherwise} 
\end{cases}
\]  

and

\[
e(l) = \begin{cases} 
1 & E_l \approx 0.0 \\
0 & \text{otherwise} 
\end{cases}
\]

and \( w_1, w_2, w_3 \) are weights associated with the importance of the three estimates. It is currently unclear which of these three sets of information is more important, hence \( w_1, w_2, \) and \( w_3 \) are left as parameters. It is also not clear whether a linear combination of \( f, i, \) and \( e \) is appropriate, versus an exponential combination or some other function. Clearly, the size of \( |A_l| \) and \( \mathcal{F}_l \) must play a role in \( w_1 \) and \( w_2 \).

### 4.9 Conclusions

This chapter details the main and auxiliary processes of PIA as well as alternative schemes for performing them. As more precise or computationally cheaper algorithms are found, the requirements on the state of the input program given in the introductory paragraphs of this chapter may be relaxed. It appears, although, that the closely correct criterion will always in some form exist however its definition may be relaxed. If in the future it becomes temporally trivial to perform propagation and infection analysis, then the closely correct criterion may be discarded. This currently appears unlikely.

A brief summary of the requirements of the processes presented in this chapter follows:

**Process Simplify** is invoked for creating more refined estimates of failure propagation at the subexpression level. It exists for better quality in the failure propagation estimate. If implemented, it can be performed manually and this process is neither spatially nor temporally expensive.

**Process Abstraction Analyzer** isolates the locations that the methodology will be applied to. This process is trivial; it can be performed manually and is trivial.

**Process Dataflow Analyzer** produces the set of active variables at each location that the failure propagation algorithm will be applied to. This process can be performed manually for small programs to determine which variables
are active; this process is trivial for straight-line programs; dataflow algorithms can be applied for automating the process. This process is neither spatially nor temporally expensive.

**Process Natural Data State Producer** produces the natural data states that the failure propagation implementation and infection implementation need. This process can be incorporated into Process Propagation Analyzer and Process Infection Analyzer as shown in the pseudo-code shells; this makes this process temporally expensive; otherwise if a storage method is chosen it is spatially prohibitive.\(^{34}\)

**Process Propagation Analyzer** produces the failure propagation estimates. When performed computationally, it is temporally expensive, however not overwhelmingly so; Process Propagation Analyzer builds the pseudo-code shell. It is quadratic in the number of locations executed assuming Method III value distribution creation. The main temporal requirements are in executing the shell, not creating it. This process has minimal spatial needs. Automating the creation of the pseudo-code shell is recommended, however this can be performed manually.

**Process Infection Analyzer** produces the infection estimates. This process will almost certainly be the hardest process to implement, since it requires many semantic alternatives for each location. This process is not spatially intensive, however it is temporally expensive in terms of creating the pseudo-code shell. It is linear in the number of locations executed assuming Method III value distribution creation. Creation of this shell will have the highest temporal costs, however dynamic temporal costs will not be as overwhelming. Automating the creation of this pseudo-code shell is recommended. No tool currently exists to perform the automation.

---

\(^{34}\)Using a multi-processor machine with Method III natural data state production appears to be a practical approach to the space and timing problems of propagation and infection analysis. Any gains in performance, however, will be directly tied to the number of processors, hence the decrease in costs is linearly proportional to the number of processors.
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Chapter 5

Propagation and Infection Applications

Chapter 5 introduces application area models for propagation and infection analysis. The quantification of where a fault can easily hide may be used in probable correctness, software reliability, software testing, program debugging, and testing complexity. Research disciplines concerned with software quality can most likely either directly or indirectly benefit from propagation and infection analysis.

Section 5.1 introduces additional definitions and algorithms for the application area models of Chapter 5. Section 5.2 describes additional processes and mentions processes already introduced in Chapter 4 which need enhancements for these application models. The remaining sections of Chapter 5 are strictly devoted to the models.

5.1 Terminology and Definitions

Section 5.1 introduces three new entities: the latent failure rate, execution estimate, and dispersion histogram. The latent failure rate estimates the minimum failure probability of some entity at a particular abstraction level, the execution estimate is the probability of reaching an entity at some abstraction level (typically at path levels), and the dispersion histogram reveals which input points are believed to be more likely to reveal faults.
5.1.1 Latent Failure Rate

Section 5.1.1 introduces a method of estimating what the minimum failure rate will be for a program fragment depending upon the abstraction level. This section introduces a structure-based method of estimating the minimum failure rate. A black-box model for estimating the minimum failure rate of a program is to use the observed number of failures per number of executions. Another black-box scheme for estimating the minimum failure probability is Bayesian estimation [24]. The maximum failure rate of a fault in a program is 1.0. For several applications it is more useful to determine what the minimum impact on the failure rate will be for “any” fault. It, however, is not possible to make such a grandiose statement; limitations must to be placed on the interpretation of “any”.

In order to measure this minimum failure probability, the conditions necessary for a program to fail are again reviewed. A fault must be reached, an infection must occur, and the infection must propagate. When these three occur, failure results, and the product of the frequency with which these three occur is the failure rate. The definitions from Chapter 2 for execution rate, propagation rate, and infection rate, combined with the assumption that location $x$ has the only fault in program $P$ can be related to the observed failure rate by:

$$\lambda_P = \text{execution rate} \cdot \text{infection rate} \cdot \text{propagation rate}$$  \hspace{1cm} (5.1)

$$= \Pr[\mathcal{B}_z(y) \neq \emptyset] \cdot \\
\Pr[\text{infected}(x, y) | \mathcal{B}_z(y) \neq \emptyset] \cdot \\
\Pr[\text{program fails on input } y | \text{infected}(x, y)]$$  \hspace{1cm} (5.2)

Equation 5.2 is specific to one particular fault. If there are other faults in program $P$, this equation may be incorrect. So an attempt to produce a formula for the minimum failure probability should probably contain as parameters the infection estimates, propagation estimates, and execution rates.

The latent failure rate is the term used for the quantification of this minimum impact; the latent failure rate of a location $l$ is defined as the probability that if a fault exists at location $l$, and location $l$ is reached, failure occurs. In the formulae presented in Section 5.1.1 for measuring the latent failure rate, the execution rate is omitted. This separates the potential of a failure occurring from the potential of a particular abstraction level member from being executed. This ensures that low execution rates will not overshadow the cancellation occurring when infection does not occur and propagation does not occur.

As previously mentioned, restrictions are placed upon the interpretation of “any”. The restriction placed on “any” will be the alternative class $\Delta$. Define the
alternative class, \( \Delta \), to be the class of impacts on the computation of the program which is defined by

1. \( \mathcal{F} \),
2. the perturbation function parameters, and
3. the perturbing distribution.

Hence formulae for measuring the minimum failure probability at a location \( I \) which represents the minimum probability of both infection and propagation occurring at a location is a function of \( \Delta \) and is conditioned on reaching \( I \).

The dependence of the latent failure rate on the propagation estimate should be clear. However the inclusion of the infection estimate in the latent failure rate may not be clear. It may seem defendable to assume that the infection estimate will be large. There are, however, faults that affect very few input points. As an example, replace \( b := b \mod 1000000 \) with \( b \mod 1000001 \), where the distribution of values of \( b \) is in the range \([0..1000000]\). For values of \( b \) less than 1000000 no infection occurs. Another example is the replacement of \( a := (a \times 100) \) with \( \text{if } a \neq 1 \text{ then } a := (a \times 100) \text{ else } a := (a \times 10) \). In this example, only one value for \( a \) causes an infection. Hence the infection estimate plays an important role in representing faults which rarely infect. Ignoring the infection estimate may produce a drastically over-estimated latent failure rate.

Section 5.1.1 provides formulae for estimating the latent failure rate. A latent failure rate can be found for each level of abstraction. The distinguishing characteristic among the various methods of measuring a latent failure rate is how conservative an estimate the scheme produces, where scheme "A" is said to be more conservative than scheme "B" if for all latent failure rates scheme "A" produces, the estimates are lower than for scheme "B" for the same input parameters.

5.1.1.1 Latent Failure Rate Measurement Assuming Independence

The first attempt at quantifying the minimum failure probability is a direct result of equation 5.2. Equations 5.3 - 5.5 assume independence between input points which propagate and infect, i.e., it is independent whether points which propagate also infect. So the latent failure rate for a location \( I \) assuming independence is:

\[
\text{If}_{rI} = \min_k [I_{i,a_k}] \cdot \min_z [F_{i,a_z}] \tag{5.3}
\]
Equation 5.3 can be generalized to a path equivalence class \( l \) with:

\[
If_{rl} = \min_{i,j} \min_k \left[ I_{i,a_k} \cdot \min_z \left[ F_{i,a_z} \right] \right]
\]  

(5.4)

where locations \( i \) and \( j \) are on path equivalence class \( l \). Notice that equation 5.4 has no requirement that location \( j \) is a successor location of location \( i \). Since it is typical to think of infection occurring before propagation, equation 5.4 is a bit peculiar. Hence equation 5.5 takes this into account producing a less conservative measurement:

\[
If_{rl} = \min_{i,j} \min_k \left[ \min \left[ I_{i,a_k} \right] \cdot \min_z \left[ F_{i,a_z} \right] \right] \quad \text{where} \ i \ \text{precedes} \ j
\]  

(5.5)

### 5.1.1.2 Latent Failure Rate Measurement Assuming Non-Independence

Section 5.1.1.2 describes a more conservative approach than presented by equations 5.3 - 5.5. It does not assume that those points which infect will propagate. It considers a class of input points referred to as non-propagators. A non-propagator is an input point which will cause an infection but will not propagate. Equations 5.6 - 5.8 subtract the proportion of non-propagators from the infection estimate, leaving an estimate of the proportion of the input points that will infect and propagate. This non-independence approach is more conservative than the independence approach; applications will later be mentioned which rely on having the most conservative estimate of the minimum failure probability. This is crucial for these applications.

The latent failure rate for a location \( l \) assuming non-independence is measured by:

\[
If_{rl} = \min_k \left[ I_{i,a_k} \right] - (1 - \min_z \left[ F_{i,a_z} \right])
\]  

(5.6)

Equation 5.6 effectively removes the proportion of input points which for at least one perturbed active variable did not propagate. Equation 5.6 can be generalized to a path equivalence class. The “most conservative” measure of the latent failure rate for a path equivalence class \( l \) is given by:

\[
If_{rl} = \min_{i,j} \min_k \left[ I_{i,a_k} \right] - (1 - \min_z \left[ F_{i,a_z} \right])
\]  

(5.7)

where \( i \) and \( j \) are locations represented in path equivalence class \( l \). If the same requirement from equation 5.5 is made for equation 5.7, the latent failure rate measure becomes:

\[
If_{rl} = \min_{i,j} \min_k \left[ I_{i,a_k} \right] - (1 - \min_z \left[ F_{i,a_z} \right]) \quad \text{where} \ i \ \text{precedes} \ j
\]  

(5.8)
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Equation 5.7 uses the lowest failure propagation estimate for any location \( i \) in path equivalence class \( x \) and the lowest infection estimate for any location \( j \) in \( I \). Equation 5.8 does also provided that location \( i \) precedes location \( j \).

Both equations 5.6, 5.7, and 5.8 inherit the potential for producing negative latent failure rates. This is due to the subtraction of the percentage of “nonpropagators”. Although a latent failure rate estimate which is less than or equal to zero is useless as a probability, it contains useful information. A non-positive latent failure rate says that the abstraction level location \( I \) may potentially (worst case) always produce the correct output even when there is a fault in a location on it.

Experimental results have shown that \( \min_k [I_{j,a_k}] \) and \( \min_z [F_{i,a_z}] \) values are in the majority of cases usually between 0.1 and 1.0.\(^1\) Figure 5.1 and Figure 5.2 illustrate the difference which occurs between a positive and non-positive latent failure rate in equations 5.6 - 5.8. In Figure 5.1, the infection probability is 0.5, whereas the propagation probability is 0.05; this example produces a latent failure rate of -0.45. Notice in Figure 5.1 that the proportion of “infectors” (black); hence a negative latent failure rate. can easily be placed into the proportion of nonpropagators (white). So in the worst case, those points which propagate are those which do not infect. Figure 5.2 is the reverse scenario where there are points that both infect and propagate. Here the latent failure rate is 0.2.

\(^1\)Detailed in the tables in Chapter 6.
5.1.1.3 Latent Failure Rate Measure for an Entire Program

The latent failure rate may be determined for the highest abstraction level, an entire program at the source level. The latent failure rate measure for an entire program $P$ is:

$$lfr_P = \min_{i \in PSC} \{lfr_i\} \quad (5.9)$$

This is the minimum latent failure rate estimate over all path equivalence classes; equation 5.9 depends on measurement scheme of the latent failure rate chosen at the path levels.

5.1.1.4 The Hierarchical Method for Measuring the Latent Failure Rate

Equations 5.4 - 5.5 and 5.7 - 5.8 give a rough and conservative estimate of the latent failure rate for a path equivalence class. All equations presented thus far are a function of $\Delta$. Potentially a path equivalence class will have a location on it that yields a tiny ($< 0.01$) infection estimate. If this occurs, the latent failure rate produced by equations 5.7 - 5.9 will almost certainly be negative. So for paths of many unique locations, a less conservative scheme for determining the latent failure rate may be needed.

The hierarchical method presented in this section for finding a path’s latent failure rate introduces, in general, a less conservative model than the prior schemes of measurement. The hierarchical model is a function of $F$ and the hierarchical model does not produce negative latent failure rates. Equations 5.5 and 5.8 attempted to tighten up (make less conservative) the latent failure rate estimates by imposing a restriction that the infection used came from a location that precedes the location where the failure propagation estimate occurred. The hierarchical method takes this idea one step further by imposing the restriction that the infections used at a particular location come from actual faults at predecessor locations. The hierarchical method implementation of measuring the latent failure rate is not a function of $\Delta$. This is the main motivation for this measurement scheme. This model is strictly a function of semantic alternatives, both in their ability to infect and in the ability of the infections to propagate. This model alleviates concern that the measurement of the latent failure rate is a function of perturbation functions that simulate the effects of potential faults, since in general this set of faults is unknown.

The hierarchical method finds the latent failure rate for a path or subpath, not for a path equivalence class. The hierarchical method can, however, be adapted
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...to a path equivalence class by making assumptions about the number of loop iterations. In the hierarchical method, latent failure rates are a function of viral propagation estimates, whereas equations 5.4 - 5.5 and 5.7 - 5.8 use failure propagation estimates. And recall that viral propagation estimates are a function of the semantic alternatives of \( F \), not perturbation functions. Hence the main motivation mentioned in the previous paragraph is satisfied.

The hierarchical method suffers from the inability to properly handle path equivalence classes because it requires knowledge of every location executed and the order in which each location is executed; recall path equivalence classes are generalizations of potentially infinite sets of paths. Since the latent failure rate produced by the hierarchical method is specific to a path or subpath, it is necessary to have a unique viral propagation estimate and infection estimate for each location on the path or subpath as a function of the input space partition of the path.

Consider a program \( P \) with 2 locations in sequence; \( l_1; l_2 \). The latent failure rate according to equation 5.7 is:

\[
\text{lfr}_P = \min[I_{l_1} - (1 - F_{l_1}), I_{l_1} - (1 - F_{l_2}), I_{l_2} - (1 - F_{l_1}), I_{l_2} - (1 - F_{l_2})]
\]

where \( I_{l_i} = \min_{x}[I_{l_i,x}] \) and \( F_{l_i} = \min_{x}[F_{l_i,x}] \). For a simple program like \( P \), equations 5.4 - 5.5 and 5.7 - 5.8 may produce an accurate enough estimate of the true minimal failure probability relative to \( \Delta \) or it may be negative. But for complex paths, equations 5.4 - 5.5 and 5.7 - 5.8 may produce too conservative of a latent failure rate.

This condition is evident in equations 5.7 and 5.4 which do not place constraints on the relationship between locations \( i \) and \( j \). Equation 5.5 and equation 5.8, which do place these constraints, produce a latent failure rate for a path equivalence class with an infection estimate from one location and potentially a failure propagation estimate from another. Although peculiar, this is more conservative. A scheme to avoid this in the latent failure for an entire program is:

\[
\text{lfr}_P = \min_i[\min_k[I_{l_i,a_k}] - (1 - \min_z[F_{l_i,a_z}])]
\]

Equation 5.10 is still peculiar since it forces an infection to occur at a location with no regard for whether that infection has any potential of occurring at that location whatsoever. In effect, these equations force the latent failure rate to be

---

2In the case of a trip set, there is the additional problem of a condition in a loop; an assumption will have to be made concerning which branch is taken on which iteration in order to generalize the hierarchical model to a trip set.
produced from estimates which force data states to be infected in a manner such that no fault could have ever caused that infection due to the use of a perturbation function.

The hierarchical method avoids this problem through viral propagation estimates. The hierarchical method requires that the infected data state that the viral propagation process uses be an infected data state that was created by the infection analysis process. There is the requirement that the original data states, $d_{s_{1}}$, used by the infection process are for the path that the hierarchical method is being applied to.

The hierarchical method algorithm is defined for a block of successive locations, where successive is interpreted dynamically rather than statically. Let the input to program $P$ be denoted by the data space $d_{s_{P}}$, and assume this data space is clean, so $\forall x \; D_{\text{pred}}(1,x)(x) = 0$, hence $V_{1,1} = 0.0$. Note that $d_{s_{P}}$ might not represent the complete input set if location 1 is repeated. Denote the set of inputs that are represented by clean data states at data space $l$ on a particular iteration of location $l$ as $\{d_{s_{l}} \text{ is clean}\}$, i.e., the set of input points that have passed through the predecessor locations of location $l$ and have managed not to have their corresponding data states infected by the semantic alternatives that produced the minimum proportion of infections. The set of input points that have produced an infected data state in data space $d_{s_{l}}$ on a particular iteration of location $l$ is denoted as $\{d_{s_{l}} \text{ is infected}\}$. The set of inputs contained in $\{d_{s_{l}} \text{ is infected}\}$ represents the set of inputs that became infected by the semantic alternative that created the minimum infection estimate of location 1 on a particular iteration of location 1. The probability that $\{d_{s_{l}} \text{ is infected}\} \neq \emptyset$ is found by summing

$$\Pr[\{d_{s_{l}} \text{ is infected}\} \mid \{d_{s_{P}} \text{ is clean}\}] \approx \min_{a \in \mathcal{A}_{1}} \{I_{1,a}\}$$

and

$$\Pr[\{d_{s_{l}} \text{ is infected}\} \mid \{d_{s_{l}} \text{ is infected}\}] = \frac{\Pr[\{d_{s_{l}} \text{ is infected}\} \cap \{d_{s_{l}} \text{ is infected}\}]}{\Pr[\{d_{s_{l}} \text{ is infected}\}]}.$$

In this case, the second element summed is 0.0 on the first iteration of location 1 since $V_{1,1} = 0.0$. Note that

$$\Pr[\{d_{s_{z}} \text{ is clean}\}] = 1 - \Pr[\{d_{s_{z}} \text{ is infected}\}] \quad (5.11)$$

The sets $\{d_{s_{z}} \text{ is clean}\}$ and $\{d_{s_{z}} \text{ is infected}\}$ are mutually exclusive for a particular iteration of location $z$, and their union is the sample space of input data states to the path. Returning to the example of successive locations $l_{1}; l_{2}$ which
are not repeated,

\[
\{dsg_{\ell_1} \text{ is infected} \} = (\{dsg_{\ell_1} \text{ is clean} \} \cup \{dsg_{\ell_1} \text{ is infected} \}) \cap \{dsg_{\ell_1} \text{ is infected} \}
\]

\[
= (\{dsg_{\ell_1} \text{ is clean} \} \cap \{dsg_{\ell_1} \text{ is infected} \}) \cup (\{dsg_{\ell_1} \text{ is infected} \} \cap \{dsg_{\ell_1} \text{ is infected} \})
\]

where \{dsg_{\ell_1} \text{ is clean} \} \cap \{dsg_{\ell_1} \text{ is infected} \} and \{dsg_{\ell_1} \text{ is infected} \} \cap \{dsg_{\ell_1} \text{ is infected} \} are mutually exclusive. So

\[
\Pr\{\{dsg_{\ell_1} \text{ is infected} \} \} = \Pr\{\{dsg_{\ell_1} \text{ is clean} \} \cap \{dsg_{\ell_1} \text{ is infected} \} \} + \Pr\{\{dsg_{\ell_1} \text{ is infected} \} \cap \{dsg_{\ell_1} \text{ is infected} \} \}
\]

\[
= \Pr\{\{dsg_{\ell_1} \text{ is clean} \} \} \cdot \Pr\{\{dsg_{\ell_1} \text{ is infected} \} | \{dsg_{\ell_1} \text{ is clean} \} \} + \Pr\{\{dsg_{\ell_1} \text{ is infected} \} \} \cdot \Pr\{\{dsg_{\ell_1} \text{ is infected} \} | \{dsg_{\ell_1} \text{ is infected} \} \}
\]

\[
\approx \Pr\{\{dsg_{\ell_1} \text{ is clean} \} \} \cdot \min_{a \in \mathcal{A}_{\ell_1}} \{I_{\ell_1,a} \} + \Pr\{\{dsg_{\ell_1} \text{ is infected} \} \} \cdot V_{\ell_1,1}
\]

Similarly,

\[
\Pr\{\{dsg_{\ell_2} \text{ is infected} \} | \{dsg_{\ell_1} \text{ is clean} \} \} \approx \min_{a \in \mathcal{A}_{\ell_2}} \{I_{\ell_2,a} \}
\]

\[
\frac{\Pr\{\{dsg_{\ell_2} \text{ is infected} \} | \{dsg_{\ell_1} \text{ is infected} \} \}}{\Pr\{\{dsg_{\ell_1} \text{ is infected} \} \}} = \frac{\Pr\{\{dsg_{\ell_2} \text{ is infected} \} \cap \{dsg_{\ell_1} \text{ is infected} \} \}}{\Pr\{\{dsg_{\ell_1} \text{ is infected} \} \}}
\]

and

\[
l_{f_{\ell_1,\ell_2}} = \Pr\{\{dsg_{\ell_2} \text{ is infected} \} \}
\]

\[
\approx \Pr\{\{dsg_{\ell_1} \text{ is clean} \} \} \cdot \min_{a \in \mathcal{A}_{\ell_2}} \{I_{\ell_2,a} \} + \Pr\{\{dsg_{\ell_1} \text{ is infected} \} \} \cdot V_{\ell_2,1}.
\]

The equation for \(l_{f_{\ell_1,\ell_2}}\) can be generalized to a path of \(x\) dynamically executed locations in sequence. For any sequence of level 1 locations, the latent failure rate from location 1 through the predecessor locations (determined dynamically) of location \(x\) on the \(i^{th}\) iteration of location \(x\) is defined recursively in terms of its predecessors by the following equations:

\[
\Pr\{\{dsg_{x} \text{ is infected} \} | \{dsg_{z} \text{ is clean} \} \} \approx \min_{a \in \mathcal{A}_{x}} \{I_{x,a} \} \quad (5.12)
\]
Pr\[\{ds_{g} \text{ is clean} | \{ds_{p} \text{ is infected}\}\} \approx 1 - V_{x,i} \] (5.13)

\[ Pr\[\{ds_{g} \text{ is infected} | \{ds_{p} \text{ is infected}\}\} = \frac{Pr\[\{ds_{g} \text{ is infected}\} \cap \{ds_{p} \text{ is infected}\}\]}{Pr\[\{ds_{p} \text{ is infected}\}\]} \] (5.14)

\[ Pr\[\{ds_{g} \text{ is infected} | \{ds_{p} \text{ is infected}\}\} \approx V_{x,i} \] (5.15)

\[ ifr_{x} = Pr\[\{ds_{g} \text{ is infected}\}\] \approx Pr\[\{ds_{p} \text{ is clean}\} \cdot \min_{a \in F_{x}} \{I_{x,a}\} + Pr\[\{ds_{p} \text{ is infected}\} \cdot V_{x,i} \] (5.16)

for the \(i^{th}\) iteration of location \(x\).

\[ Pr\[\{ds_{g_{1}} \text{ is infected}\}\] \approx \min_{a \in F_{1}} \{I_{1,a}\} \text{ since } Pr\[\{ds_{p_{1}} \text{ is infected}\}\] = 0 \] (5.17)

Notice that equation 5.16 is the latent failure rate for a section of successive locations that ends on the \(i^{th}\) iteration of location \(x\); \(x\) is the last location on either a path or subpath, not a path equivalence class \(x\). So in equation 5.16, when \(x\) is the exit node of a program, 5.16 represents the latent failure rate of a path. Equation 5.16 takes into account type I cancellation between locations with the term \(V_{x,i}\).

**Observation 5.1:** Equation 5.16 produces the most conservative latent failure rate estimate relative to \(F\) if and only if the viral propagation estimates are constant. The following example shows a situation where choosing the minimum infection estimate produces a larger latent failure rate at a successor location than choosing the maximal infection estimate would. Suppose that \(\{ds_{p_{1}} \text{ is infected}\} = a, \{ds_{p_{1}} \text{ is clean}\} = b, \text{ and let } |a| = c\) for the \(i^{th}\) execution of location \(l\) on input \(x\). Now let \(|\{ds_{p_{\text{succ}(l,i,x)} \text{ is infected}\}| = d, \text{ where succ}(l,i,x)\) is the successor location of location \(l\) on the \(i^{th}\) iteration of location \(l\) on some input \(x\), suppose that \(d > c\), and suppose the semantic alternative causing the maximum infection estimate is used when determining how many elements of \(b\) were moved into \(\{ds_{p_{\text{succ}(l,i,x)} \text{ is infected}\}\}\). And let \(|\{ds_{p_{\text{succ}(l,i,x)} \text{ is infected}\}| = e\) if the minimal infection esti-
mate from a semantic alternative of $F_l$ had been chosen when determining $\{d_{syucc(l,i,x)} \text{ is infected}\}$ instead of the maximal one. Thus $e < d$. Suppose also that the set created by the intersection of the set $e$ represents with the set $d$ represents is the empty set. Now suppose at location $succ(l,i,x)$ type I cancellation occurs strictly to those infected data states created by the input points in the intersection of the set $b$ represents with the set $d$ represents, however no type I cancellation occurs at location $succ(l,i,x)$ to the data states created by the input points in set of the intersection between the set $e$ represents with the set $b$ represents. If the effects of $I_{succ(l,i,x)}$ are ignored in determining $If_{succ(l,i,x)}$ using the hierarchical method, then

$$\begin{align*}
\left[ \frac{\{d_{syucc(l,i,x)} \text{ is infected}\}}{\{d_{syucc(l,i,x)} \text{ is infected}\} \cup \{d_{syucc(l,i,x)} \text{ is clean}\}} \right]_{\text{max}} <
\left[ \frac{\{d_{syucc(l,i,x)} \text{ is infected}\}}{\{d_{syucc(l,i,x)} \text{ is infected}\} \cup \{d_{syucc(l,i,x)} \text{ is clean}\}} \right]_{\text{min}},
\end{align*}$$

where $[\cdot]_{\text{max}}$ represents some quantity using the maximal infection estimate at location $l$, and where $[\cdot]_{\text{min}}$ represents some quantity using the minimal infection estimate at location $l$. Unless the viral propagation rate is constant, a situation may occur where choosing the minimal infection estimate as shown in equation 5.27 may result in a greater latent failure rate than choosing a larger infection estimate for equation 5.27. To guarantee getting the lowest latent failure rate relative to $F$, it is necessary to perform the combinatorially explosive action of unioning the set $\{d_{syucc(l,i,x)} \text{ is infected}\}$ for each semantic alternative at location $l$ with the set $\{d_{syucc(l,i,x)} \text{ is infected}\}$ for each semantic alternative at location $succ(l,i,x)$. As an example, suppose that at location $l$ three semantic alternatives were tried, producing the three infected sets: $\{a,b\}, \{c,d\}, \{a,b,c\}$ and suppose that the set of inputs still representing clean data states after executing location $l$ has the elements $\{f,g,h,k\}$. And suppose that after location $succ(l,i,x)$, where two semantic alternatives were tried, two new infected sets occur: $\{g\}$ and $\{h,k\}$ from $\{f,g,h,k\}$. To determine which semantic alternative to use as the semantic alternative at locations $l$ and $succ(l,i,x)$ for some $i$ and $x$, the sets $\{a,b,g\}, \{c,d,g\}, \{a,b,c,g\}, \{a,b,h,k\}, \{c,d,h,k\}$, and $\{a,b,c,h,k\}$ would need to be used during viral propagation analysis at location $succ(succ(l,i,x),i,x)$. This determines determine which semantic alternatives at locations $l$ and $succ(l,i,x)$ to claim as being the most conservative (in effect the semantic alternative that leaves the least elements in $\{d_{syucc(succ(l,i,x),i,x)} \text{ is infected}\}$). This situation becomes intractable after
only a few locations.

The distinguishing characteristic between failure propagation and viral propagation is that viral propagation estimates are not a function of a perturbation function as are failure propagation estimates. Formally,

\[
\{dsg_i \text{ is infected}\} = \{x \mid x \in \{dsg_i \text{ is clean}\} \land \forall a, a' \in F_i \land \Pr[\text{infected}(l, a, x) \mid B_l(x) \neq \emptyset] < \Pr[\text{infected}(l, a', x) \mid B_l(x) \neq \emptyset]\} \quad (5.18)
\]

Equation 5.18 gives the definition for the first set of data states that starts driving equation 5.16 since \(\{dsg_i \text{ is infected}\} = \emptyset\) on the first iteration. With equation 5.18 and the fact that \(\{dsg_i \text{ is infected}\} = \{dsg_i \text{ is clean}\}\), the hierarchical model is complete. Equation 5.18 can be generalized yielding:

\[
\{dsg_i \text{ is infected}\} = \{x \mid x \in \{dsg_i \text{ is clean}\} \land \forall a, a' \in F_i \land \Pr[\text{infected}(l, a, x) \mid B_l(x) \neq \emptyset] < \Pr[\text{infected}(l, a', x) \mid B_l(x) \neq \emptyset]\} \cup \\
\{x \mid x \in \{dsg_i \text{ is infected}\} \land A_l(x) \text{ is infected}\} \quad (5.19)
\]

for \(l > 1\). Figure 5.3 gives an example of how the hierarchical method works. Initially, there is a state with ten clean data states and no infected data states. After executing location 1, which has a minimum infection estimate of 0.3, three of the data states have been lost into the right-most container for holding infected data states. After execution of location 2, another data state (really only half of a data state) is lost. After executing location 3, the low propagation rate effectively makes three of the infected data states become clean, hence they are moved back into the container for clean data states. This process continues through each succeeding location. The proportion of infected data states after execution of the exit node is the latent failure rate.

### 5.1.2 Software Faultprints

A software faultprint is a program characterization that parallels the notion of a human “fingerprint.” It is believed (however not proven) that other than the code itself, a particular software faultprint of a program uniquely identifies the code it was created for, i.e., there is a one-to-one mapping from a program to a software faultprint relative to a particular input distribution. A software faultprint is a two part structure: the first half of a software faultprint is the information in Table 4.8; the second half of a software faultprint contains a dispersion histogram and an execution estimate for each path equivalence class as shown in Table 5.1.

The dispersion histogram reveals which input points are more likely to reveal
faults. This is determined from previous empirical data, specifically the information produced during Process Propagation Analyzer. Process Propagation Analyzer, depending on the implementation of value distribution creation scheme, unfortunately discards the input point that created a particular data state. This input point is needed for creating the dispersion histogram. The dispersion histogram is the structure that records those input points which created data states that when perturbed caused pseudo-failure. The algorithm for building the histogram can be inserted directly into the algorithm of Process Propagation Analyzer. The abscissa-axis of the histogram represents bins of partitions of input points, and the ordinate-axis is the relative frequency of a point from that bin revealing a fault. An alternate scheme for representing the dispersion histogram is for the ordinate-axis to represent the number of pseudo-failures that points chosen from a bin have previously revealed.

The execution estimate for a path equivalence class $x$ is the proportion of inputs that cause a class $x$ to be executed. It is a function of the input distribution used.
5.1.2.1 Execution Estimate

The execution estimate, \( E_x \), for path equivalence class \( x \) of program \( P' \) is the probability of executing path equivalence class \( x \) with random inputs from a specific distribution. The distribution chosen is the distribution used to create the natural data states used for propagation and infection analysis. Let \( T = \{t_1, \ldots, t_n\} \) and \( TS = \{ts_1, \ldots, ts_k\} \). If \( |T| = n \) and \( TS = \emptyset \),

\[
\sum_{i=1}^{n} E_{t_i} = 1.0. \quad (5.20)
\]

An algorithm for estimating \( E_x \) is:

1. set array `counter_array` to zeroes, where the size of `counter_array` = \( |T| + |TS| \), with each `counter_array` element representing an element in \( |T| + |TS| \),
2. instrument \( P' \) with “write” statements that signal that a particular location was reached; this is similar to the algorithm for finding Method II value distributions,
3. execute \( P' \) many times on input points,
4. feed the output to a pattern matcher with the regular expressions of the path equivalence classes; call the regular expression that matches the string \( \alpha \),
5. increment the corresponding `counter_array[\alpha]`.
6. divide each element of `counter_array[\alpha]` by the number of times step 3 is performed.\(^3\)

\(^3\)The execution estimate is a point estimator which is the sample mean of the number of times the path equivalence class is executed, however to determine the confidence interval of the
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The input distribution used is the same distribution as that for value distribution creation. If the run-time distribution is unknown, sampling is done from the uniform distribution. If $|TS| = k$ and $|T| = n$,

$$\sum_{i=1}^{n} E_{ti} + \sum_{i=1}^{k} E_{tsi} = 1.0$$  \hspace{1cm} (5.21)

by definition of $TS$ and $T$.

**Execution estimates between versions**

It is desirable that execution estimates change minimally between versions. This is difficult to assure when the locations which uniquely define paths change. The necessity of execution estimates changing minimally in the software faultprint is not as crucial as for failure propagation or infection estimates in terms of computational costs. This is because $n$ program executions of $P''$ are made during determination of the execution estimates, whereas potentially $n$ partial executions of $P''$ are made for only one semantic alternative or one perturbed active variable (assuming Method III natural data state creation). Similarity of execution estimates between successive versions becomes a hard condition to assure when:

1. there is a control flow fault, or
2. there is missing code.

Many of the faults found late in the software development phase are "missing path" faults. This fault class may add additional path equivalence classes to the software faultprint; the new classes should have minimal execution estimates by the closely correct assumption. In fact, certain omitted location faults may not affect faultprint structure; it may occur that the set of path equivalence classes has elements already representing the altered paths that result as missing locations are added.

5.1.2.2 Dispersion Histogram

The *dispersion histogram* is the least important element in the software faultprint; it exists solely for efficiency in application models. It differs from the other

---

execution estimate, the confidence interval of the frequency distribution for 95% confidence can be found with $p \pm w$, where $w = 2 \cdot \sqrt{p \cdot (1 - p) / n}$ and $p$ is the number of times that location was executed divided by the number of executions, $n$. For $n = 10,000$, accuracy is approximately $\pm 0.01$ [17].
elements of the faultprint; it is not a statistic; not a measurable entity; it is a summary of empirical data. The intuition behind the dispersion histogram centers around the hypothesis:

**Hypothesis 5.1** There exists some input point \( a \) that more likely exposes a fault than input point \( b \).

Suppose it is decided to test a path equivalence class \( i \) by uniformly picking \( n \) points in \( \phi_i \). If it were known that a particular subset of \( \phi_i, \phi_{i_a} \), created data states that substantially disclosed more pseudo-failures during failure propagation analysis than did the remaining elements of \( \phi_i \), then emphasizing sampling in \( \phi_{i_a} \) during testing could be a better sampling strategy. In fact, using elements from \( \phi_{i_a} \) may enable using fewer tests to achieve the same conclusions than if sampling is over all of \( \phi_i \).

The development of a dispersion histogram involves building a histogram for each path equivalence class. For a path equivalence class \( i \), \( \phi_i \) is divided into bins along the abscissa-axis. It is assumed for simplicity in the discussion that each path equivalence class has one input value; \( n \)-dimension input variables are ignored. The dispersion histogram contains the same problem as Method II value distribution creation; storing \( n \)-dimensional values. The ordinate-axis of a dispersion histogram is either the probability density of a point from that bin revealing a fault or the number of pseudo-failures experienced from points in this bin. The first type is termed a **density dispersion histogram**, and the second type is termed a **failure dispersion histogram**. The density dispersion histogram’s ordinate-axis is bounded between 0.0 and 1.0; the ordinate-axis is bounded by 0 and \( \infty \) (actually maxint) for the failure dispersion histogram. The abscissa-axis is bounded by the largest and smallest value in \( \phi_i \). The density dispersion histogram may be derived from the failure dispersion histogram by dividing each bin’s value by the product of the total number of perturbations per location and the number of locations on the path equivalence class. Note that the creation of the histogram for each path equivalence class does not require an oracle, and during tallying of the frequency count for a bin, it is assumed that each bin received equal sampling with respect to the width of the bin in Process Propagation Analyzer. The **width** of a bin is the cardinality of the set of input points which it represents, and the width of each bin is assumed to be the same size. Without equal sampling during histogram creation, the histogram is biased.

For simplicity, the issue is finessed of how to partition the input space of a path equivalence class by advocating placing adjacent elements along the abscissa-axis into bins. An example showing when this is a bad strategy follows: suppose there is a fault such that the program produces the correct output when the input is
even, and fails when the input is odd. The “adjacent” binning strategy will not take the even-odd discontinuity into account, and it will produce a histogram with bins of similar frequency counts. It is not the intent of this thesis to explore the continuity decision. It however is a question that should be addressed if at all possible to maximize the information available from failure propagation analysis.\footnote{Hints for building both discrete and continuous histograms are found in [17].}

Let $h_i$ denote the failure dispersion histogram for the $i$th path equivalence class. And let $b$ represent the number of bins and let $z$ represent the width of a bin.\footnote{Assume that there is a bin for each element of $\phi_i$, thus no outliers, i.e., each point corresponds to a specific bin.} The greater the number of bins, the greater the amount of information given; the fewer the number of bins, the lesser the amount of information contained in the histogram. Too few bins is effectively the same as not having the histogram.

Building the dispersion histogram need not be an isolated task. If it is known for each data state used during failure propagation analysis whether a pseudo-failure occurred and which input created that data state, then the frequency count for the bin in $h_i$ corresponding to that input point can be incremented. The current scheme by which failure propagation estimates are determined is to sample from the value distributions available for a location and execute until termination. The problem is that the particular input point that yielded that sampled data state is not known; it was not stored in either the value distribution creation algorithms of Method I or II. An algorithm which determines failure propagation estimates and builds the failure dispersion histogram simultaneously is:

1. Use value distribution creation Method III, therefore the input value corresponding to a particular data state can be easily stored,
2. Sample a point from $\phi_i$, determine the corresponding path equivalence class that it corresponds to, $i$,
3. For each location on the path equivalence class, perform failure propagation analysis on this element of $\phi_i$ for each active variable,
4. Each time a pseudo-failure occurs for this element of $\phi_i$ at a perturbed location on path equivalence class $i$ during failure propagation analysis, increment the counter representing the bin this input is from; for example, if there are 100 locations and 5 active variables per location, then potentially a pseudo-failure may occur 500 times for just one particular input point, so the frequency count of the bin representing the input point would be increased by 500,
5. Perform the previous 3 steps for \( n \) elements of \( \phi_i \), until there is a histogram for each path equivalence class \( i \); the larger \( n \), the more information in \( h_i \).

It is not shown in this thesis that the results do not change between successive versions of a program for the dispersion histograms.\(^6\)

5.1.2.3 Impact of Discovering Faults on the Software Faultprint

Measurement of a particular fault's impact on a program is difficult. Different fault classes will impact the faultprint structure and faultprint contents differently. The impact is a function of where in the program the fault occurs. The faultprint structure refers to the path equivalence classes and locations; faultprint contents refers to the internal information the software faultprint contains. This information includes the path equivalence class regular expressions, execution estimates, failure propagation estimates, infection estimates, and the dispersion histogram. Omitted location faults may potentially change the structure of the faultprint once discovered, however under the closely correct assumption such faults should be of small fault size since current testing is not finding them. Different types of faults will affect the faultprint differently; thus a distinction between computational faults and control flow faults is made. Computational faults which have no effect on control flow do not affect the faultprint structure however execution estimates may change. A location \( l \) contains a computational fault if the output location \( z \) is data dependent on location \( l \). Control flow faults may change the structure of the software faultprint and thus the execution estimates. A location \( l \) contains a control flow fault if the output location \( z \) is control dependent on location \( l \). Programs with control flow faults or computational faults of small size can be analyzed with propagation and infection analysis without substantial changes to the faultprint between successive versions. There are faults which are classified as both computational fault and control fault. Such faults when removed will have an unpredictable affect on the software faultprint, which will depend on the program, the fault, the input distribution, and the location within the program.

5.2 Auxiliary Application Processes

This section describes four additional auxiliary processes. Process Dispersion Histogram Producer produces dispersion histograms for path equivalence classes.

---

\(^6\)Chapter 6 shows failure propagation estimate similarities between versions, this observation will hold for dispersion histograms as well.
Process Execution Analyzer produces execution estimates for path equivalence classes. Process Abstraction Analyzer identifies the regular expressions according to the definitions of the path equivalence classes. Process Viral Propagation Analyzer produces viral propagation estimates for specific paths. Figure 5.4 shows the interaction of these processes with the processes for PIA.\textsuperscript{7}

\subsection{5.2.1 Process Abstraction Analyzer\textsuperscript{'}

This process performs the exact task as Process Abstraction Analyzer, however it performs the additional task of producing the path equivalence classes. Input to Process Abstraction Analyzer\textsuperscript{'} is \(P'\) and the definitions for the path equivalence classes. The dotted line between processes means the processes may be combined into one, done separately, or concurrently.

\textsuperscript{7}The dotted line between processes means the processes may be combined into one, done separately, or concurrently.
classes.

5.2.2 Process Dispersion Histogram Producer

Process Dispersion Histogram Producer performs the algorithm given in Section 5.1.2.2; Process Dispersion Histogram Producer takes $P''$ as input, the regular expressions of the path equivalence classes from Process Abstraction Analyzer', and either the value distributions from Process Natural Data State Producer or $\phi$. If the value distributions are supplied, there must be a way to backtrack to find the input point that created a particular data state. Output from this process is a dispersion histogram for each element in $PEC$.

5.2.3 Process Execution Analyzer

Process Execution Analyzer performs the algorithm in Section 5.1.2.1; Process Execution Analyzer has as input $P''$, the regular expressions of the path equivalence classes, and $\phi$. This process produces an estimate of the frequency that a particular path equivalence class is executed for each path equivalence class.

5.2.4 Process Viral Propagation Analyzer

This process performs the algorithm for determining viral propagation estimates. Viral propagation estimates are a function of a path, so input to Process Viral Propagation Analyzer is $P''$ and the set of input points specific to the path. Output from this process is a viral propagation estimate, $V_{x,i}$, for the $i^{th}$ iteration of each location $x$ for some path.

5.3 Applications

In Section 5.3, six applications of propagation and infection analysis are enumerated and explained: Section 5.3.1 describes the model for probable correctness; Section 5.3.2 describes software reliability; Section 5.3.3 describes ultra-reliability; Section 5.3.4 discusses a software testing strategy; Section 5.3.5 explains debugging; and Section 5.3.6 describes a testing complexity metric.
5.3.1 Probable Correctness

It is important to relate the specification to reliability, since a specification alone can determine correctness for any input/output pair. The type of correctness defined in Chapter 2 is functional correctness. Correctness may also be deduced using valid rules of inference applied to axioms. This is termed axiomatic correctness, where the semantics of each language construct are used in constructing the proof. Hoare [5] terms the initial predicate of the construct or program a precondition, the final predicate a postcondition, and uses the notation $P \{Q\} R$ to say that if $P$ is originally true, that after execution of construct $Q$, $R$ is also true. For instance, given the statement $a := a - 1$ with the initial assertion $\{a > b, b = 5\}$, the assertion $a \geq 5$ and $b = 5$ is made afterwards. Typically assertions are made after particular variables are assigned values at reachable locations in the program. The assertions usually do not specify values for the variables, but assert relationships among variables.

This method has several deficiencies as noted by Hoare [5]. First, if the programming language allows side-effects, the proof system must show their absence in each execution. Secondly, termination must be shown in any proof scheme, and in order to prove this, knowledge of implementation-dependent features may be required. Hence it is more common to discuss partial correctness, which says that "if the program halts, it is correct". Another problem is determining whether the proof is correct or not, which may be difficult.

Since in general proofs of correctness are unavailable, Hamlet [4, 22] proposes the notion of "probable correctness." Probable correctness [4, 22] attempts to predict from a successful test of the program whether there are no faults in the program. This is different than software reliability, which attempts to predict the probability or frequency with which the program will fail, or the mean time until the next failure, or even the number of remaining faults[10, 1, 15, 20]. Probable correctness is in some sense the degenerate case of software reliability, because it is the probability of non failures, a mean time until the next failure of $\infty$, and zero remaining faults.

Valiant [23] produces a model that can be used in probable correctness. Given a space with $X$ types of objects, sample $n$ objects independently, and suppose that not all of the object types appear. If there exists a probability $p$, it can be used to determine a value $n$ that guarantees that the probability of these so far unseen objects occupying less than $p$ of the total space is at least $1 - p$. [23]. Valiant [23] produces a model that can be used for determining probable correctness. Given a space with $X$ types of objects, sample $n$ objects independently, and suppose that not all of the object types appear. If there exists a probability $p$, it can be used
to determine a value \( n \) that guarantees that the probability of these so far unseen objects occupying less than \( p \) of the total space is at least \( 1 - p \). [23]. Valiant's argument [23, 22] can be summarized as follows. Assume a urn has two types of balls: black and white. The number of balls in the urn may or may not be infinite, however sampling from the urn is with replacement, so effectively the number of balls is infinite. Let \( p \) represent the unknown proportion of black balls in the urn, and let the discrete random variable \( X \) represent the number of black balls that will be drawn with replacement in a sample size of \( n \). Then the associated binomial probability density function of \( X \) is:

\[
\Pr[X = x] = \binom{n}{x} p^x (1 - p)^{n-x}
\]

where the possible values of \( X \) are \( x = 0, 1, 2, ..., n \). If drawing a white ball is viewed as a program success and drawing a black ball as a program success, the probability of no failures occurring in \( n \) executions is:

\[
\Pr[X = 0] = (1 - p)^n
\]

and so the probability of at least one failure occurring in \( n \) executions is:

\[
\Pr[X > 0] = 1 - (1 - p)^n \tag{5.22}
\]

Drawing from the urn can be viewed as a hypothesis test as follows: let the null hypothesis \( H_0 \) be that the proportion of black balls in the urn is \( = 0 \), and let the alternative hypothesis \( H_a \) be that the proportion of black balls in the urn is \( > 0 \). The test is to draw \( n \) balls; if no black balls are drawn, the conclusion is that \( H_0 \) is true; if one or more black balls is drawn, the conclusion is that \( H_0 \) is false.

<table>
<thead>
<tr>
<th>( H_0 ) is true</th>
<th>( H_0 ) is false</th>
</tr>
</thead>
<tbody>
<tr>
<td>o.k.</td>
<td>type II error</td>
</tr>
<tr>
<td>type I error</td>
<td>o.k.</td>
</tr>
</tbody>
</table>

The type I error is the conditional probability:

\[
\alpha = \Pr[\text{type I error}] = \Pr[\text{reject } H_0 \mid H_0 \text{ is true}] = 0.
\]

The type II error (the "serious" error) is the conditional probability:

\[
\beta = \Pr[\text{type II error}] = \Pr[\text{accept } H_0 \mid H_0 \text{ is false}] = (1 - p)^n
\]
Then $1 - \beta = 1 - (1 - p)^n$ is the probability of no type II error, i.e., $1 - \beta$ is the confidence that there are no black balls in the urn. Figure 5.5\textsuperscript{8} is a graph of the various confidences provided for two parameters: $n$ and $p$.

5.3.1.1 Applying Dispersion Histograms and Latent Failure Rates to Probable Correctness

From equation 5.22 and [25],

$$1 - [1 - lfr_i]^{N_i} = \alpha_i$$

is defined as the probability of at least one failure while executing path equivalence class $i$ in $N_i$ executions of path equivalence class $i$. Then

$$N_i = \left[ \frac{\ln(1 - \alpha_i)}{\ln(1 - lfr_i)} \right]$$

is the number of points that execute path equivalence class $i$ which must be chosen for a $\alpha_i$ confidence that path equivalence class $i$ is correct.

It is assumed in equation 5.23 that the points are chosen uniformly from $\phi_i$,

\textsuperscript{8}Confidences in order from point (0,0): 0.01, 0.0001, 0.000001, 0.00000001, 0.000000001.
and that the distribution of $N_i$ is the distribution used for finding $I\alpha r_i$. From the dispersion histogram, knowledge exists as to which points in $\phi_i$ that are more likely to reveal a fault. So if these points exist and emphasis is placed on sampling from them, this should allow for a decreased sample size than $N_i$ with equivalent confidence in the assertion that path equivalence class $i$ is correct.

Let $p$ represent the probability of some event occurring on the first trial. The probability of the event occurring on the first or second attempt is $p + p(1 - p)$. The probability of it occurring on the first, second, or third attempts is $p + p(1 - p) + p(1 - p)^2$ and so on. Now reinterpret $p$ to represent the probability of an event occurring from one of the lower frequency count bins in the histogram, and let $w$ represent the probability of the event occurring from the highest frequency count bin. A value of $z$ is desired such that

$$\left(\frac{p}{1} + p(1 - p) + p(1 - p)^2 \ldots \right) = w.$$

Let $m$ represent the bin in failure dispersion histogram $h_i$ denoted by $h_i[m]$ with the greatest frequency count, and let $f$ be the subset of $\phi_i$ that bin $m$ represents; $f$ is the set of input points believed to most likely reveal a fault. Let $n = \sum_{v=1}^{b} h_i[v]$, let $a_k$ denote the number of points that if chosen from a bin $k$, where $k \neq m$, will equal the probability of finding a fault with one point from $m$; let $c_k$ represent the number of points that would have been chosen from bin $k$ but are now substituted by points from bin $m$, and let $\{p_1, p_2, \ldots\}$ be a set of temporary variables used for holding probabilities needed for determining $a_k$. So for any bin $k$, the probability of the first randomly chosen point from that bin revealing a fault is:

$$p_1 = \frac{h_i[k]}{n}.$$  \hspace{1cm} (5.25)

The probability that the $j^{th}$ randomly chosen point from the $k^{th}$ bin will reveal a fault is now defined. This is the probability of the event occurring ($p_1$) multiplied by the probability of it not occurring on the previous $j - 1$ iterations. This

---

9 Another implicit assumption is $N_i > b$, otherwise the following algorithm can not be applied.

10 If there are $x$ bins that have the same maximum count, consider them as one bin with $f$ equal to the union of the subsets of $\phi_i$ that those $x$ bins represent; and let the width of the new bin equal $\frac{1}{x} f$; however for simplicity assume there is one maximum bin.

11 $a_k$ should be smallest value that satisfies the inequality 5.28.
probability is:
\[ p_j = \frac{h_i[k]}{n} (1 - \frac{h_i[k]}{n})^{j-1} \quad \text{for } j \geq 2 \]  
(5.26)

Then the probability that the event will occur on either the first or the second or the third time, etc., is the sum of these \( p_j \). Equation 5.27 gives the number of draws, \( a_k \), from the \( k^{th} \) bin that are probabilistically equivalent to one draw of revealing a fault from bin \( m \). \( a_k \) should be the smallest value such that equation 5.27 is true.

\[ \frac{h_i[m]}{n} \leq \sum_{j=1}^{a_k} p_j \]  
(5.27)

If \( a_k \) is small, then potentially no savings in the number of points needed from bin \( k \) can be achieved. However if \( a_k \) is large, then the savings from bin \( k \) is denoted by \( c_k \). Safety is provided by at least sampling one point from bin \( k \) regardless of \( a_k \), so one point is subtracted from the gross savings (assuming there is a savings).

\[ c_k = \begin{cases} 
& \left[ (1 - \frac{1}{a_k}) \cdot \left( \frac{N_i}{n} \right) \right] \\
& \left[ (1 - \frac{1}{a_k}) \cdot \left( \frac{N_i}{n} \right) \right] - 1 \\
\end{cases} \quad \text{if } \left[ (1 - \frac{1}{a_k}) \cdot \left( \frac{N_i}{n} \right) \right] = 0 \\
\left[ (1 - \frac{1}{a_k}) \cdot \left( \frac{N_i}{n} \right) \right] - 1 \quad \text{otherwise} \]  
(5.28)

The total savings is just the sum of the \( c_k \)'s over all bins except bin \( m \).

\[ \gamma = \sum_{\{k|1 \leq k \leq b, k \neq m\}} c_k \]  
(5.29)

So the new sample size, \( \hat{N}_i \), is:

\[ \hat{N}_i = \left[ \frac{\ln(1 - \alpha_t)}{\ln(1 - lfr_i)} \right] - \gamma. \]  
(5.30)

\( \hat{N}_i \) represents the new estimate of the number of points needed for confidence \( \alpha_t \) when sampling is done across \( h_i \). \( \gamma \) represents the savings in the number of samples necessary for \( \alpha_t \). When choosing where in \( h_i \) to sample the \( \hat{N}_i \) points, the following scheme is used:

1. Sample one point from every bin whose frequency count is < \( h_i[m] \); denote the number of bins meeting this requirement by \( \mu \),

2. Sample \( \hat{N}_i - \mu \) points from bin \( m \).

Sampling from those bins with relative frequencies are less than \( \frac{h_i[m]}{n} \) is a precautionary measure to assure that at least one point is executed from each bin regardless of the bin's relative frequency. This is intuitive. It is possible that for
an arbitrary fault, the information suggested in the histogram does not hold; if true and only bin $m$ is sampled from, then false conclusions could result. Equation 5.28 takes into account that $\mu$ points are chosen from bins with lesser relative frequencies than $h_i[m]$. Notice that when \[ (1 - \frac{1}{a_k}) \cdot \left( \frac{N_i}{b} \right) = 0, \] no elements from bin $k$ are ignored. But when \[ (1 - \frac{1}{a_k}) \cdot \left( \frac{N_i}{b} \right) > 0, \] points can mathematically be ignored, however a point from each of the $\mu$ bins is tried, hence \[ [(1 - \frac{1}{a_k}) \cdot \left( \frac{N_i}{b} \right)] \] is decreased by one.

The algorithm for implementing equation 5.29 is:

\[
i := 1 \\
p := h_i[k]/n \\
\text{while } p < h_i[m]/n \text{ do} \\
\quad p := p + h_i[k]/n(1 - h_i[k]/n)^{i-1} \\
\quad i := i + 1 \\
\quad \gamma_i := ((1 - (1/i)) \cdot (N_i/b)) - 1
\]

As an example, let $h_i$ be a 4 bin density dispersion histogram with relative frequencies $h_i[1] = 0.05, h_i[2] = 0.05, h_i[3] = 0.6, h_i[4] = 0.3, z = 1000$, and $N = 400$. Sample 100 points from bin 3. From bins 1, 2, and 4 sample one point each. Then from bin 3 pick 46 more points, for a total sampling of 149 points. A savings of 251 points to achieve an equivalent confidence that the program is correct is substantial since the points used in determining the correctness require an oracle. Input points requiring an oracle are expensive and a reduction in the number is welcome.

A minor problem occurs if $N_i < b$.\textsuperscript{12} Since $\hat{N}_i \leq N_i$ is desired, if $N_i < b$, then $\hat{N}_i < b$. One solution is to consolidate bins and decrease $b$ until $N_i \geq b$, however this decreases the information contained in the bins and this is a bad alternative. The best sampling strategy appears to be:

- Sample one point from each of the $N_i$ bins that have the largest density

Intuitively, it is safer to ignore the $\gamma$ savings in points and attempt to sample over as many bins as possible.

\textsuperscript{12}This is probably an unrealistic case.
5.3.2 Software Reliability

An overview of software reliability terminology and models is found in \([10, 1, 15, 20]\). Most of these are black-box models. This section introduces a white-box method of applying propagation and infection analysis to software reliability.

5.3.2.1 Applying Latent Failure Rates in a Software Reliability Model

The software reliability equations presented in this section are conservative. They are designed to underestimate the true reliability with high assurance that the estimate is conservative. Equation 5.31 sums the execution probabilities of all path equivalence classes whose latent failure rates are substantially larger than the observed failure rate. So this equation and the remaining equations for software reliability require an oracle. With this, the reliability estimate for program \(P\) using the software faultprint is:

\[
R_P = \sum_{\{x \in \text{PEC}\} \cap \{E_x \cdot Ifr_t \geq \lambda_P\}} E_x
\]

Equation 5.31 is a direct result of Hypothesis 5.2:

**Hypothesis 5.2:** If there exists an \(E_t \cdot Ifr_t < \lambda_P\) or \(E_t \cdot Ifr_t \approx \lambda_P\), then the path equivalence class \(t\) may contain the fault causing \(\lambda_P\); however, if \(E_t \cdot Ifr_t \geq \lambda_P\), then path equivalence class \(t\) is almost certainly not responsible for \(\lambda_P\).

Equation 5.31 is conservative because it excludes path equivalence classes with low latent failure rates even though these path equivalence classes may be correct. An alternative to this is to take the information produced in the probable correctness model. Let \(\alpha_x\) represent the confidence that path equivalence class \(x\) is correct, i.e., path equivalence class \(x\) has been tested a particular number of times and no failures were observed. Then

\[
R_P = \sum_{x \in \text{PEC}} E_x
\]

with a confidence in the reliability estimate of at least \(\min_x \{\alpha_x\}\). Equation 5.32 has the possibility of producing an assertion of 100% reliability with a tiny confidence in this assertion. An alternative to equation 5.32 that ignores path equivalence classes which have not shown substantial confidence in the probable cor-
rectness model is:

\[ R_P = \sum_{x \in PEC} \sum_{\alpha_x \approx 1.0} E_x \tag{5.33} \]

Equation 5.33 limits the path equivalence classes that are included in the summation by requiring that the confidence in the assertion that path equivalence class \( x \) is correct be high (by forcing \( \alpha_x \approx 1.0 \)). Equation 5.33 produces the reverse problem of equation 5.32; a high confidence in a potentially low reliability estimate.

None of these software reliability equations produced are considered as "good." They are included as introductory schemes for applying propagation and infection analysis's results to an important field.

### 5.3.3 Ultra-Reliability

A program \( P \) is said to be ultra-reliable if it satisfies:

\[ \lambda_P \approx 10^{-x}. \]

Equations 5.31 - 5.33 do not produce as accurate a value as \((1 - 10^{-x})\) for large \( x \), however propagation and infection analysis should not be overlooked as a tool in ultra-reliability. A scheme for applying propagation and infection analysis to ultra-reliability validation is to take the information in Table 4.8 and isolate those locations with tiny infection and failure propagation estimates, particularly those which are less than \(10^{-6}\). These estimates indicate locations which can hide faults that conventional testing may not isolate. Execution estimates at the location abstraction level also may be used during ultra-reliability validation in a similar manner. With this information, these locations can be formally proven or tested in isolation.

### 5.3.4 Software Testing

**Dynamic testing** plays a significant role in many software reliability models, because without testing, a program's failure rate could not be determined. Branch, statement, path analysis, error-based, boundary-value, domain, and mutation

---

\(^{13}\) The units are quantified as \(10^{-x}\) as the probability of failure per 10 hours, thus if the program executes \(10^6\) times per hour, then to be certified as ultra-reliable, \( P \) must be shown to have a failure probability of \(10^{-x-5}\).
testing are examples of software testing strategies; all have limitations. *Statement testing* is achieved when every statement is executed at least once; *branch testing* requires that each branch be executed at least once. *Mutation testing* [21] is a strategy which evaluates the test cases, by taking a program $P$ and producing $n$ versions (mutants) of $P$, $[p_1, p_2, ... p_n]$, that are syntactically different from $P$. If the test cases differentiate the mutants from $P$, then it is assumed that if the actual program works with those test cases, the program is good. Mutation testing assumes the "competent programmer hypothesis" which states that a competent programmer produces code that is close to being correct; where close means with a few syntax changes it should be correct. It also assumes that faults that interact can be caught with test data that reveals single faults, i.e., fault coupling is ignored. *Error-based testing* attempts to define certain classes of errors and the subdomain of the input space which should reveal any error of that class if that error type exists in the program [16]. Morell [14] proves properties about error-based strategies concerning certain errors that can and cannot be eliminated using error-based testing. Since error-based testing restricts the class of computable functions, it is limited as well. *Fault-seeding* is an error-based technique used to estimate both the number of faults remaining as well as their type. Faults are seeded and the "seeded" version is then run. Based upon the number of faults discovered, an estimate of the number of remaining faults is made [11]. The drawback is that if the seeded faults are not representative of the inherent faults, the estimate is invalid. *Domain testing* is another error-based testing strategy which partitions the input domain according to the program's paths. Each partition is termed a path domain, and faults which cause an input to be in the wrong path domain is a domain error. Domain testing attempts to discover faults by using test data that limits the range of undetected faults [2].

*Special-value testing* selects test data based upon special properties of the function being computed. For instance, for trigonometric functions, inputs such as $0$ and $2\pi$ would be selected. *Path analysis* [8] attempts to select points which cause certain paths to be executed; however it is an unsolvable problem to determine for an arbitrary location in a program if there exists an input point which reaches that location. To see this, consider the exit point of the program as the location, and it is desired to know if the exit location can be reached by any input point. If the feasibility problem can be solved, then so can the *Halting* problem. But the *Halting* problem is not solvable, hence neither is the feasibility problem. Path analysis is also intractable whenever a program has an indefinite loop due to infinitely many paths.

Statement testing is a widely used measure of test coverage [6], however a very important class of errors cannot be detected, namely incorrect flow of control [9]
as shown in Figure 5.6. Statement testing is subsumed by branch testing; it may leave branches untested. Branch testing would catch this error that statement testing missed. Mutation testing is impractical because of the infinite number of alternatives possible, and only a handful can be used in trying to evaluate the coverage of the test cases. Criticism has arisen as to whether the mutant programs actually correspond to reasonable faults. But what is a reasonable fault? Must it be a fault that a human would interject, not a machine, or would it be better to define a mutated fault as equivalent to a "real" fault if the probability of catching the mutated fault is the same as the probability of catching the real fault. In [25], the notion of stratified fault seeding is presented, where faults may be seeded with varying degrees on the reliability impact, thus the argument as to whether these faults are realistic is unnecessary.

So which testing strategy is best? It seems clear that testing with only one strategy probably does not produce results as good as using a combination of strategies that take into account peculiarities of the code and the specification [7]. Testing theories consider ideal testing scenarios versus what is physically possible. Howden [8] defines a reliable testing strategy as one which reveals a fault whenever one exists, which in general is impossible, due to the large number (often infinite) of inputs required to show correctness (100% reliability). As pointed out by Huang
[9], for a program with two 32-bit integers, there are $2^{64}$ possible combinations, and if each combination requires a millisecond, it takes 50 billion years to test all combinations. Goodenough and Gerhart [3] define an ideal test as one which succeeds only when the program is correct. They define a data selection criterion $C$ as reliable if it is necessary to test only one element of a particular input partition, and valid if the criterion does not forbid the picking of a test case that produces failure. For them, a reliable test set is one in which every element in a partition either fails or succeeds.

A comprehensive synopsis on software testing techniques is provided in [13]. Further discussion of existent testing techniques is curtailed. Section 5.3.4.1 shows a scheme for applying propagation and infection analysis to software testing.

### 5.3.4.1 Applying Software Faultprints to Software Testing

The execution estimates, infection estimates, and failure propagation estimates from the software faultprint can guide software testing. Although nothing absolute can be said about the degree of testing required from propagation and infection analysis's output (other than that stated in equation 5.23,\(^1\)) it is clear that that for two distinct path equivalence classes $x,y$, if

$$E_x \cdot lfr_x \ll E_y \cdot lfr_y,$$

then path equivalence class $x$ should receive either more testing than path equivalence class $y$ or possibly testing from $h_x[m]$. If $lfr_x \leq lfr_y$ or $lfr_x \approx lfr_y$ then testing is a function of $E_x$ and $E_y$.\(^2\)

If testing is at the location abstraction level, then for two distinct locations $i$ and $j$, if

$$E_i \cdot lfr_i \ll E_j \cdot lfr_j,$$

where $E_i$ is the proportion of times location $i$ is reached per $n$ program executions, then location $i$ should either receive more testing than location $j$ or possibly verification. Once again, for similar values of $lfr_i$ and $lfr_j$, determine execution estimates at the location abstraction level to determine if either location is executed more frequently. This is a reasonable scheme to determine if a location

---

\(^{14}\)See Section 5.3.6.

\(^{15}\)The execution probability has been separated out from the latent failure rate in the application models as often as possible because input distributions are volatile and may change and it is desired that the results are not held "hostage" by such occurrences. In this case, more testing is warranted of path equivalence class $x$ if $E_x > E_y$ since their latent failure rates are approximately the same and $E_x$ is more frequently traversed.
should receive special consideration. If $\zeta_x$ is large, then location $x$ may require a
more formal approach than testing; possibly a correctness proof.

5.3.5 Debugging

Debugging has one goal: to find and correct faults. In general, there are three
methods to debugging: backtracking, brute force, and cause elimination [18].
Brute force is commonly used; it takes the attitude of letting the computer do
the work by either injecting "write" statements or invoking run-time traces [18].
Cause elimination is performed by organizing data that is related to the error
occurrence. Then a cause hypothesis is devised, and the data is used to either
prove or disprove the hypothesis [18]. Backtracking starts at the location where
the trouble began, and the code is analyzed backwards through the sequence of
executed locations. For large programs this may be unbearable.

Automatic debugging tools are available. These include debugging compil­
ers, automatic test case generators, and dynamic debugging tracers [18]. All of
these methods either require a specification or someone who can watch a trace or
memory dump to see what is happening.

Debugging is a two step process: locating the fault first, and then correcting it.
Debugging using propagation and infection analysis aids more in the first of these
two steps than in the second. A person familiar with the system will still have
to perform the second step; propagation and infection analysis has no knowledge
about the specification, however propagation and infection analysis gives an indica­
tion of what fault class might be causing the failure rate and at what location.
Propagation and infection analysis's usefulness is in quickly narrowing the number
of locations that will have to be checked manually. To perform debugging using
propagation and infection analysis, no knowledge of the code or specification is
required. For debugging to succeed, it is assumed that the faults are single faults,
not distributed faults. To perform debugging, four parameters are necessary:

1. the failure rate of the program $P$, $\lambda_P$,  
2. the input distribution, $\phi$, causing $\lambda_P$,  
3. the complete results from propagation and infection analysis shown in Table
   4.8.  
4. the execution estimate of each location $z$, $E_z$, relative to the input distribu-
   tion.
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The first of two algorithms to perform debugging using propagation and infection analysis is:

1. to determine if a location \( z \) is a suspect, where a suspect is defined as a location that is thought to be contributing to the current failure rate, take each \( F_{z,a_j}, I_{z,a_k} \) pair, get the product, then multiply this product by \( E_z \), and compare this new product to \( \lambda_P \). If

\[
\exists k \exists j \quad E_z \cdot I_{z,a_k} \cdot F_{z,a_j} \geq \lambda_P, \quad (5.35)
\]

then an incorrect active variable \( a_j \) and semantic alternative \( a_k \) at location \( z \) is not further considered as potentially causing \( \lambda_P \); So in effect, a matrix of values occurs when the cross product of the infection estimates and the failure propagation estimates is performed. Ignore the pairs satisfying inequality 5.3; they are not suspects,

2. If any \( F_{z,a_j}, I_{z,a_k} \) pair such that \( \exists k \exists j \quad E_z \cdot I_{z,a_k} \cdot F_{z,a_j} \leq \lambda_P \) is considered suspicious, thus location \( z \) is a suspect. If every \( F_{z,a_j}, I_{z,a_k} \) pair at location \( z \) is not suspicious, then location \( z \) is not a suspect.

3. those \( F_{z,a_j}, I_{z,a_k} \) pairs where \( \exists k \exists j \quad E_z \cdot I_{z,a_k} \cdot F_{z,a_j} \geq \lambda_P \) can not be ignored; by the single fault assumption, there may be several \( I_{z,a_k} \cdot F_{z,a_j} \) summing up to \( \approx \lambda_P \). The set of combinations where

\[
\exists k_1 \exists j_1 \quad E_{l_1} \cdot I_{l_1,a_{k_1}} \cdot F_{l_1,a_{j_1}} + \ldots + \exists k_n \exists j_n \quad E_p \cdot I_{p,a_{k_n}} \cdot F_{p,a_{j_n}} \approx \lambda_P \quad (5.36)
\]

is true therefore forces locations \( l_1, \ldots, p \) to be considered as suspects.

4. the set of locations having at least one \( F_{z,a_j}, I_{z,a_k} \) pair considered as suspicious is the set of suspects; this is the set from which either static or dynamic analysis of the code can begin.

These rules ignore the case where \( \exists k \exists j \quad E_z \cdot I_{z,a_k} \cdot F_{z,a_j} > \lambda_P \) yet not \( \exists k \exists j \quad E_z \cdot I_{z,a_k} \cdot F_{z,a_j} \geq \lambda_P \). It is difficult to decide what constitutes \( \geq \) versus \( > \). If enough executions were used for both \( \lambda_P \) and the estimates, then any difference between \( E_z \cdot I_{z,a_k} \cdot F_{z,a_j} \) and \( \lambda_P \) greater than 0.05 should qualify as \( \geq \); any difference less than 0.05 and greater than 0.02 may be considered \( > \); any difference less than 0.02 may be considered as \( \approx \).\(^{16}\)

The equations given in this debugging algorithm assume independence between the infection estimate and the failure propagation estimate. The identical

\(^{16}\)The values 0.05 and 0.02 are arbitrary.
situation arose in the discussion of determining the latent failure rate. In general, this assumption appears to be valid. However it can be shown that there are cases for which this assumption does not hold. This assumption can allow for the mis-classification of locations; it may cause locations to be ignored during debugging due to the product of the infection, propagation, and execution estimates being larger than $\lambda_p$. In the worst case, input points which readily infect at a location through any semantic alternatives do not readily propagate for many active variable perturbations; for this phenomenon, subtraction of the proportion of “nonpropagating” points occurs when the latent failure rates are determined in equations 5.6 - 5.8 and equation 5.10; this leaves the potential of producing a negative result. Since

$$\forall F_{z,a_j} \forall I_{z,a_k} (F_{z,a_j} \cdot I_{z,a_k}) \geq (I_{z,a_k} - (1 - F_{z,a_j})) \quad 0.0 \leq F_{z,a_j}, I_{z,a_k} \leq 1.0,$$

the second debugging algorithm accounts for the non-independence that is ignored by the first algorithm. In general, the second debugging algorithm creates many more suspects than the first algorithm, however this algorithm is less likely to ignore locations where a large amount of type I cancellation occurs in their successor locations.

The independence phenomenon creates difficulty in applying propagation and infection analysis as a debugging tool. By using the first algorithm, potential mis-classification of locations as not being suspects may occur. However acknowledgement that the independence assumption is rarely invalid but not completely invalid increases the number of locations classified as suspects, potentially to the point of saying every location is a suspect, which defeats the algorithm’s purpose.

Regardless, the second debugging algorithm becomes:

1. to determine if a location $z$ is a suspect, take each $F_{z,a_j}, I_{z,a_k}$ pair, get the latent failure rate, then multiply this product by $E_z$, and compare this product to $\lambda_p$. If

$$\exists k \exists j \quad E_z \cdot (I_{z,a_k} - (1 - F_{z,a_j})) \gg \lambda_p, \quad (5.37)$$

then an incorrect active variable $a_j$ and semantic alternative $a_k$ at location $z$ is not further considered as potentially causing $\lambda_p$; ignore the pairs satisfying

\[17\text{From the tables in Chapter 6.}\]

\[7\text{This modification will potentially increase the number of suspect locations when the propagation estimates are small; if the propagation estimates are large, then this modification should have a minor effect. If the independence assumption between the infection estimates and propagation estimates is deemed valid, then the first algorithm should be applied.}\]
inequality 6; they are not suspects,

2. If any $F_{x,a_j}, I_{x,a_k}$ pair such that $\exists k \exists j \exists E_z \cdot (I_{x,a_k} - (1 - F_{x,a_j})) \approx \lambda_P$ is considered suspicious, thus location $z$ is a suspect. If every $F_{x,a_j}, I_{x,a_k}$ pair at location $z$ is not suspicious, then location $z$ is not a suspect.

3. those $F_{x,a_j}, I_{x,a_k}$ pairs where $\exists k \exists j \exists E_z \cdot (I_{x,a_k} - (1 - F_{x,a_j})) \ll \lambda_P$ can not be ignored; by the single fault assumption, there may be several $(I_{x,a_k} - (1 - F_{x,a_j}))$ summing up to $\approx \lambda_P$. The set of combinations where

$$\exists k_1 \exists j_1 E_l \cdot (I_{l,a_{k_1}} - (1 - F_{l,a_j})) + \ldots + \exists k_n \exists j_n E_p \cdot (I_{p,a_{k_n}} - (1 - F_{p,a_{j_n}})) \approx \lambda_P$$

(5.38)

is true therefore forces locations $l, \ldots, p$ to be considered as suspects.

4. the set of locations having at least one $F_{x,a_j}, I_{x,a_k}$ pair considered as suspicious is the set of suspects; this is the set from which either static or dynamic analysis of the code can begin.

Enormous efficiency may be gained in both algorithms by keeping statistics on the most recently executed path or set of paths. This information immediately reduces the number of locations whose estimates are used in the previous rules.

The limitations to the proposed debugging algorithms are:

1. distributed faults,

2. if the fault is caused by a fault class not represented by the set of semantic alternatives,

3. if the perturbation function does not adequately represent the impacts of the potential faults, and

4. the size of $\lambda_P$; although locations have been successfully debugged producing a failure rate on the order of $10^{-6}$, it may be that the best that is achievable with propagation and infection analysis is on the order of $10^{-7}$; the lower bound limitations on $\lambda_P$ using propagation and infection analysis are yet undetermined.

Limitations (2) and (3) can be minimized in strength by increasing the scope of $\mathcal{F}$ and the potential faults represented by the perturbation function presented to $A$ at a location. To minimize (1), a re-definition of what constitutes of location is required; this is a complex problem which is currently under investigation. The fourth limitation is speculative.
5.3.6 Testing Complexity

Halstead has developed one of the best known studies of software complexity [18]. Halstead uses a set of measures attained after the code is generated. These include the number of distinct operators, number of distinct operands, total number of operator occurrences, and total number of operand occurrences [18]. With these measures, Halstead develops equations for overall program length, program volume, and a measure of software complexity. The McCabe complexity measure is another well-known complexity measure developed from the control flowgraph of the program. McCabe defines a complexity measure based upon the cyclical complexity of a graph [18].

In general, the more complex software, the harder it will be to test. Propagation and infection analysis can be used for a testing complexity metric, $T$, which describes the complexity involved in testing a program by producing the number of executions required to achieve a certain confidence in the assertion that the program is correct. $T$ is a function of $\Delta$ and $PEC$. $T$ is:

$$T = \sum_{x \in \{PEC\}} \left\lfloor \frac{\ln(1 - \alpha)}{\ln(1 - lfr_x)} \right\rfloor.$$  \hspace{1cm} (5.39)

As an example using equation 5.39, consider a program $P$ with four path equivalence classes $i$, $j$, $k$, and $l$, where $lfr_i = 0.01$, $lfr_j = 0.02$, $lfr_k = 0.009$, $lfr_l = 0.5$, and $\alpha = 0.999$. Then $T \approx 1.8 \times 10^3$. Now consider a program $K$ with one path equivalence class, and a latent failure rate of 0.00001. Then $T \approx 6.9 \times 10^5$. Although $P$ has more equivalence classes, it requires fewer test points since it exhibits a lesser tendency to hide faults. Program $K$, however, easily hides faults, therefore is harder for testers, and thus has a higher $T$.

The metric in equation 5.39 refutes the notion that more locations mean higher testing complexity. This metric instead considers complexity to be relative to the minimum latent failure rate over the set of path equivalence classes. For non-positive latent failure rates, the corresponding path equivalence classes are ignored, and equation 5.39 must ignore path equivalence classes with these latent failure rates. This causes an "incomplete" complexity metric; investigation is continuing into other complexity metric models for path equivalence classes having non-positive latent failure rates that can be incorporated in equation 5.39. Once clear solution is to assume independence between the infection estimate and the propagation estimate, assuring a zero or greater latent failure rate. Experiments using propagation and infection analysis for debugging[12] have shown that in general the independence assumption between propagation and infection estimates
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holds. In fact, it may be extremely rare for the non-independence phenomenon to occur.

5.4 Conclusions

A new program characterization termed a software faultprint is introduced in Chapter 5. The algorithms for auxiliary processes for building the software faultprint are detailed. Chapter 5 has introduced application areas where software faultprints may be useful. This chapter has shown potential schemes for using the faultprint contents towards these applications. A summary of additional study needed on these areas follows:

**Probable Correctness** This model attempts to predict from a sequence of successful executions whether the next execution will be successful. This model's value is directly related to the measurement scheme of the minimum failure probability. For the minimum probability, the latent failure rate is used which is dependent on \( \Delta \). Potentially, strict black-box testing is a better method for this estimate,

**Software Reliability** is the probability of failure-free operation of a computer program for a specified time in a specified environment. This thesis software reliability model, as well as all software reliability models, suffers from dependence on the input distribution. Time is ignored in this model, and reliability is per execution rather than per unit time. If the input distribution changes drastically, then the propagation and infection estimates are less meaningful, and may cause this model to be useless unless propagation and infection analysis is re-performed.

**Ultra-reliability** is the measurement of extremely high software reliability. This application is only mentioned because of propagation and infection analysis's ability to find locations that can have tiny impacts on the failure rate. These locations are a software tester's nightmare if ultra-reliable software is desired.

**Software Testing** This application is intuitive; empirical evidence is needed to determine the relationship between interfailure times for specific faults and the latent failure rates of the locations containing those fault.

**Debugging** is the application of determining where a particular fault is when failure is observed. This model is demonstrated in Chapter 6. The question persists as to whether infection and failure propagation estimates can be considered as independent.
Testing Complexity Metric is an application for determining how hard a particular program will be to test. This model suggests that the complexity of code is a function of how easily it is to hide faults, instead of some empirical characteristic such as the number of lines or modules. It is intuitive, however, that there may be a relationship between length of the program and \( T \).

Admittedly, the emphasis of the thesis has been in producing the software faultprint, not in applications of it. Hence the models presented are elementary and have not been substantiated through practice; they are included as potential foundations for additional work.

There are potentially other application areas not mentioned. An example is computer security. If a program has the ability to access information such as its value distributions during execution, then it could "self-test" the data states it was generating. If it detected a data state or series of data states not previously encountered, it could produce warnings about its output. This could be useful in the case of current operating system viruses. [19] gives evidence that for certain types of programs, the number of different data states produce in the operating environment is actually small. If true, the information could be used in this manner. To achieve such, research is needed into Method II value distribution creation; a realistic scheme for storing internal data states could make this a viable model for fighting "computer viruses".
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Chapter 6

Empirical Results

Chapter 6 shows that the particular implementation of the propagation and infection analysis model defined in Chapters 2 and 3 produces the results for which the model was designed. The experimental results of Chapter 6 have been produced from “real-world” software with both artificially implanted faults and actual faults. The results are produced without an oracle, however there must exist a failure rate.

Chapter 6 is organized as follows: Section 6.1 informally shows that the class of faults, $\mathcal{F}$, described in Chapter 4 has enough breadth to include a small portion of the well-published set of faults in the “Common Blunders” chapter of [10]. Section 6.1 shows that the decision of the class of faults in $\mathcal{F}$ was not entirely arbitrary; there are common faults which it will catch. Section 6.2 shows that propagation and infection analysis has enough resolution in its point estimators to accurately quantify the impacts that a location has on the failure rate in order to use propagation and infection analysis as a debugging tool. Section 6.2 details several “blind” experiments of propagation and infection analysis being successfully applied to debugging.\footnote{Debugging was chosen for substantiating the thesis since debugging is the easiest means for showing that an incorrect program’s behavior with a fault was mirrored by propagation and infection estimates.} Section 6.3 shows the similarity between the failure propagation estimates and infection estimates of successive versions of a program. This provides clues as to when propagation and infection analysis may begin during software development without the penalty of needing to reperform propagation and infection analysis.
CHAPTER 6. EMPIRICAL RESULTS

<table>
<thead>
<tr>
<th>number</th>
<th>page</th>
<th>fault description</th>
<th>correction</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>77</td>
<td>failure to initialize variable</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>78</td>
<td>(term &lt; e)</td>
<td>(abs(term) &lt; e)</td>
</tr>
<tr>
<td>3</td>
<td>78</td>
<td>-(1)^2</td>
<td>(−(−1)^2)</td>
</tr>
<tr>
<td>4</td>
<td>79</td>
<td>failure to initialize variable</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>79</td>
<td>type problem</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>80</td>
<td>label at wrong location</td>
<td>num(i)= 0</td>
</tr>
<tr>
<td>7</td>
<td>80</td>
<td>num= 0</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>81</td>
<td>incorrect use of Fortran data construct</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>82</td>
<td>if ctr &gt; 45</td>
<td>if ctr &gt; 46</td>
</tr>
<tr>
<td>10</td>
<td>82</td>
<td>ctr = 0</td>
<td>ctr = 1</td>
</tr>
<tr>
<td>11</td>
<td>84</td>
<td>&gt;</td>
<td>&gt;</td>
</tr>
<tr>
<td>12</td>
<td>85</td>
<td>if b+c&lt;m goto L20</td>
<td>if b+c&lt;0.005 goto L10</td>
</tr>
<tr>
<td>13</td>
<td>87</td>
<td>xlow, xhigh</td>
<td>x(low), x(high)</td>
</tr>
<tr>
<td>14</td>
<td>87</td>
<td>infinite loop</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>87</td>
<td></td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>90</td>
<td>marks(i)-1/10 + 1</td>
<td>(marks(i)-1)/10 + 1</td>
</tr>
<tr>
<td>17</td>
<td>90</td>
<td>sumeq - (sumx^2/an)/an - 1</td>
<td>(sumeq - (sumx^2/an))/(an - 1)</td>
</tr>
<tr>
<td>18</td>
<td>91-93</td>
<td>floating point hardware problem</td>
<td></td>
</tr>
</tbody>
</table>

Table 6.1: Faults of "Common Blunders"

6.1 $\mathcal{F}$ Versus "Common Blunders"

This section looks at the faults contained in the "Common Blunders" chapter in [10]; the faults contained are listed in Table 6.1 according to the page number, the fault, and in some instances the correct code. Section 6.1 gives an idea of the fault types that infection analysis simulates and the fault types which it does not. There are several faults in the "Common Blunders" chapter that are out of the scope of the thesis. For those faults which are in the "Common Blunders" chapter which are not handled by infection analysis, alternate techniques for detection of their presence are mentioned.

Seven of the eighteen published faults are not applicable to propagation and infection analysis: faults 8 and 17 are language problems, 13, 7, and 5 are compilation faults, fault 14 is an infinite loop, and fault 6 is a label in the wrong location. Faults 1 and 4 can be caught using dataflow analysis [5, 6, 4, 2] since this is a reference before definition problem. Faults 2 and 3 are not defined in $\mathcal{F}$; they require a more complex class of faults for both expression and predicate infection analysis. One problem with infection analysis, specifically $\mathcal{F}$, is faults such as 16 and 17 which are precedence faults; precedence faults are not included in $\mathcal{F}$. Process Simplify produces simple expressions with the incorrect precedence. Methods for handling precedent faults include requiring that each declared variable have a unit associated with it. An example is the expression \(a \times b \times (c + d)\).
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If $a$ has units $m/s^2$, $b$ has units $s$, $c$ has units $s$, and $d$ has units $m$, then this fault can not occur since $c$ and $d$ do not have the same units.  

Faults 9 and 10 together form a distributed fault. $\mathcal{F}$ is limited to single location faults; distributed faults are not considered during infection analysis due to the combinatorial problem of how to combine single locations into a distributed location. If failure propagation analysis perturbed combinations of active variables instead of single active variables in a single data state, distributed faults’ impacts could be partially simulated. For example, in a four single location sequence, there are ten location combinations for creating a distributed fault: (1,2), (2,3), (3,4), (1,3), (1,4), (2,4), (1,2,3), (1,2,4), (2,3,4), (1,2,3,4).

Fault 11 is included in $\mathcal{F}$. More fault classes can be included in the infection analysis process by redefining $\mathcal{F}$. An explosion into the number of semantic alternatives results. One such modification to $\mathcal{F}$ might be to include compound faults such as fault 3 (this is two faults: $0 + (-1^*)$) into the definition of $\mathcal{F}$. Infection analysis estimates are a function of the semantic alternatives from $\mathcal{F}$, so it is important to include as many “potential” faults as is computationally feasible. If the semantic alternative class is small, the question might arise as to whether the class of faults is too restrictive, i.e., is there a class of frequently occurring faults with low infection estimates not represented in $\mathcal{F}$? In this example, several compound faults are found in the code segments from “Common Blunders” which are not represented in $\mathcal{F}$. $\mathcal{F}$ remains a parameter in infection analysis implementation and by increasing the breadth of $\mathcal{F}$, this infection analysis implementation becomes more meaningful.

6.2 Experiments for Validating the PIA Model and Implementation

This section contains experimental results that indicate that the propagation and infection analysis model and implementation are a plausible method for isolating locations that contain faults of specific impacts on the program output behavior. Each of the three programs used had a failure rate of less than $10^{-4}$ (requirement 2(d) of the definition of closely correct). Better yet, these propagation and infection analysis estimates closely mimic the observed behavior of the code. Three experiments were performed. Most of the experiments of this thesis were executed

\footnote{This problem is partially solved by requiring that variables have associated units; the Integrated Verification and Testing System (IVTS)\cite{1} is an environment requiring units for programs in the language is Hal/S\cite{3, 8}.}
on a SUN 3/50.\textsuperscript{3}

Two participants were used in Experiments I and II, one participant to set up the experiment and one participant to perform it. Throughout Chapter 6, the person who set up the experiment is referred to as participant A, the other person is referred to as participant B. Note that these were "blind" experiments, meaning that participant A who inserted a fault never revealed to participant B where the fault was; only the locations for participant B to perform the analysis at. It was participant B's responsibility to apply propagation and infection analysis and attempt to determine where the fault occurred from the propagation and infection analysis estimates and the supplied failure rate.

### 6.2.1 Experiment I

The first program is found in Appendix C and is taken from [12]. A fault was placed into the \texttt{sqr} call in the statement

\[
t := 0.9(1.0+sqr(y))*exp(em*glaxm-gammln(em+1.0)-g/1);
\]

producing

\[
t := 0.9(1.0+sqr(y))*exp(em*glaxm-gammln(em+1.0)-g/1);
\]

by participant A. The failure rate observed by participant A from this fault is 2.0\times10^{-6}. Participant B performed failure propagation analysis on this non-simplified expression and received a high failure propagation estimate. Hence participant A could not locate the fault from the failure propagation analysis on the complex expression. The complex expression was then broken up by participant A for participant B into the following simple expressions:

\begin{verbatim}
aa := sqr(y+1.0); {1} 
bb := aa + 1.0; {2} 
cc := em + 1.0; {3} 
dd := gammln(cc); {4} 
e := em*glaxm-dd-g/1; {5} 
ff := bb * exp(ee); {6}
\end{verbatim}

\textsuperscript{3}SUN 3/50 is a trademark of Sun Microsystems.
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<table>
<thead>
<tr>
<th>location</th>
<th>propagation estimate</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>7.584e-01</td>
</tr>
<tr>
<td>2</td>
<td>3.9831e-01</td>
</tr>
<tr>
<td>3</td>
<td>8.5781e-01</td>
</tr>
<tr>
<td>4</td>
<td>8.529e-01</td>
</tr>
<tr>
<td>5</td>
<td>1.3581e-01</td>
</tr>
<tr>
<td>6</td>
<td>3.9687e-01</td>
</tr>
</tbody>
</table>

Table 6.2: Failure propagation estimates for poidev using uniform(12, 13) for inputs

<table>
<thead>
<tr>
<th>location</th>
<th>propagation estimate</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3.0e-05</td>
</tr>
<tr>
<td>2</td>
<td>3.8917e-01</td>
</tr>
<tr>
<td>3</td>
<td>8.732e-01</td>
</tr>
<tr>
<td>4</td>
<td>8.7613e-01</td>
</tr>
<tr>
<td>5</td>
<td>6.176*02</td>
</tr>
<tr>
<td>6</td>
<td>3.9027e-01</td>
</tr>
</tbody>
</table>

Table 6.3: Failure propagation estimates for poidev using uniform(12, 10^6) for inputs

\[ t := 0.9 * ff; \{7\} \]

Participant B is given the observed failure rate, the entire program with the simple expressions, the input distribution producing the 2.0 * 10^-6 failure rate, and a list of locations where the fault was potentially residing. In the experiment, participant B is told the fault is in one of the first six simple locations created from the complex expression, and that the input distribution is uniform (13.0, 1000000.0).

The failure propagation estimates participant B produced when he limited the input distribution to uniform(12.0, 13.0) are found in Table 6.2. These estimates were obtained from only perturbing the active variable receiving the action at that location; this reduction in the amount of perturbation analysis also applies to the estimates found in Table 6.3 which participant B produced from an input distribution of uniform(12.0, 1000000.0). From these failure propagation estimates, participant A postulates that location 1 contains the fault, which indeed it did. Hence participant B was able to accurately and positively identify the subexpression in the expression causing the observed failure rate. No infection analysis is performed and the experiment was halted; this experiment had shown two abilities of failure propagation analysis:
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Table 6.4: Failure propagation estimates for qcksrt using perturb(0.95, 1.05,x)

<table>
<thead>
<tr>
<th>location</th>
<th>propagation estimate</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.2818</td>
</tr>
<tr>
<td>2</td>
<td>0.0</td>
</tr>
<tr>
<td>3</td>
<td>1.0</td>
</tr>
<tr>
<td>4</td>
<td>0.227199512178</td>
</tr>
<tr>
<td>5</td>
<td>0.273673449675</td>
</tr>
</tbody>
</table>

1. simpler expressions do give more precise failure propagation estimates, and
2. these failure propagation estimates do mimic the effects of faults.

To be complete, for a full debugging experiment, infection analysis should be performed, and the conclusions about suspects determined according to the algorithms provided in Chapter 5. This experiment was performed in the early stages of building the thesis model to validate the notion of failure propagation analysis.

6.2.2 Experiment II

The second experiment is also taken from [12], specifically procedure qcksrt on pages 726-727. Five locations were identified by participant A to participant B as potentially containing the fault. The locations are notated and the program used in performing the failure propagation analysis by participant B is included in Appendix B. The results participant B found from failure propagation analysis after 250,000 input points from the input distribution that produced a $7.5 \times 10^{-5}$ failure rate are found in Table 6.4. Again as in Experiment I, only the active variable receiving the action at the location is perturbed; the same is true for the estimates in Table 6.5. The perturbation function used for the estimates of Table 6.4 was uniform(0.95x, 1.05x). From these failure propagation estimates, nothing specific can be stated except that a pseudo-failure from perturbing at location 2 never occurred in 250,000 trials. Table 6.5 contains the failure propagation estimates with a different perturbation function, namely uniform(0.5x, 1.5x).

Table 6.8 gives the semantic alternatives participant B used during infection analysis at the five locations with the corresponding infection estimates. Note that

4The explanation why location 2 has no failure propagation is that it is a pseudo-random number generator that quicksort uses. Hence an infection only decreases randomness, not correctness.
this program is not in simplified expression form, and not all possible elements of $F$ were used. This reduced the computing needed.\textsuperscript{5}

For participant B, there are three noticeable estimates in Table 6.8: 0.0000101, 0.0001462, 3.000009746 as notated by asterisks. The third estimate (0.000009746) occurs twice for two different semantic alternatives. The goal for participant B is to find an infection estimate for a location that when multiplied by the corresponding failure propagation estimate of the location approximates the failure rate that participant A supplied (the execution estimate at a location should also be considered if it is less than 1.0, however in this case each of these five locations is always executed). For this case, 0.0001462 * 0.3466 = 0.0000506 $\approx$ 0.000075. And indeed location 4 is where the fault was inserted, hence participant B again succeeded. Not only is location 4 the location of the fault, but the semantic alternative causing the infection estimate of 0.0001462 is the fault. This semantic alternative was found by taking the value distribution for variable I and picking the value with the highest probability of occurring, which in this case was the constant 1. So substituting variable I for the constant 1 was the fault participant A inserted, and the low failure rate occurred because the probability density function of I preceding the location under analysis was drastically spiked at the value of 1.

### 6.2.3 Experiment III

The final experiment is performed on a version from the n-version LIC experiment discussed in [11]. The version is written in Fortran-77 and was approximately 500 lines in length. The particular version used had an seemingly zero failure rate after

\textsuperscript{5}A SUN 3/50 is truly incapable of performing complete propagation and infection analysis except for trivial input programs. This was the main computing resource available to the author.
a huge number of executions to determine the failure rate. Experiment III differs
from the previous two experiments because the fault causing the observed failure
rate was the actual fault in the code, not a fault inserted by either participant A
or participant B. Hence this is a real program with a real fault, not a real program
with a "inserted" fault.

After $2 \times 10^6$ executions of the LIC version on a Convex-220, the failure rate was
determined to be 0.0, since no failures occurred. Hence this program also satisfies
criteria 2(d) of the closely correct criterion. Eight randomly selected locations
were noted for failure propagation and infection analysis, including the location
known to contain the fault. The incorrect code of this location follows:

```plaintext
IF ((norm1 .EQ. 0.0) OR (norm2 .EQ. 0.0)) THEN
    angle5 = 0.0
ELSE
    angle5 = ACOS((xone*xthree + yone*ythree)/(norm1*norm2))
END IF
```

The correct code at the location should be:

```plaintext
IF ((norm1 .EQ. 0.0) OR (norm2 .EQ. 0.0)) THEN
    angle5 = 0.0
ELSE
    csn = (xone*xthree + yone*ythree)/(norm1*norm2)
    IF (csn .LT. -1.0) THEN
        csn = -1.0
    ELSE IF (csn .GT. 1.0) THEN
        csn = 1.0
    END IF
    angle5 = ACOS(csn)
END IF
```

Table 6.6 contains the failure propagation estimates for the active variable being
assigned at the eight locations. For the location actually containing the fault, a

---

6There existed an oracle for the version being analyzed which was needed to determine the
version's failure rate. The fault location was pre-known as well as the fact that this was the
only fault in the program.

7The fault is a missing path, so more than one location is missing. Since the net effect
of missing code is a changed assigned value, propagation analysis on the active variable being
defined should catch this missing path.
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<table>
<thead>
<tr>
<th>location</th>
<th>propagation estimate</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.25023</td>
</tr>
<tr>
<td>2</td>
<td>0.0</td>
</tr>
<tr>
<td>3</td>
<td>0.0</td>
</tr>
<tr>
<td>4</td>
<td>1.0</td>
</tr>
<tr>
<td>5</td>
<td>0.0416304</td>
</tr>
<tr>
<td>6</td>
<td>0.0416304</td>
</tr>
<tr>
<td>7</td>
<td>0.0</td>
</tr>
<tr>
<td>8</td>
<td>0.0</td>
</tr>
</tbody>
</table>

Table 6.6: Failure propagation estimates for LIC version

<table>
<thead>
<tr>
<th>location</th>
<th>original code</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>e=25.</td>
</tr>
<tr>
<td>2</td>
<td>i=i+1</td>
</tr>
<tr>
<td>3</td>
<td>temp+parra(i,j)</td>
</tr>
<tr>
<td>4</td>
<td>temp+sum(i)</td>
</tr>
<tr>
<td>5</td>
<td>((x2-px)**2 + (y2-py)**2)</td>
</tr>
<tr>
<td>6</td>
<td>((alope*x1 + x/slope - y1 +y2)*alope)/((alope**2 +1))</td>
</tr>
<tr>
<td>7</td>
<td>(x1-x2)**2 + (y1-y2)**2</td>
</tr>
<tr>
<td>8</td>
<td>ACOS((xone<em>xthree + yone</em>ythree)/(norm1*norm2))</td>
</tr>
</tbody>
</table>

Table 6.7: Original code from which the semantic alternatives were derived for the LIC version

perturbation function is applied on the current value of the variable being defined which is not properly being defined due to the missing path. Again, perturbing on each active variable at the location is not performed to limit the computational costs and manual costs. The infection estimates for a subset of the recommended semantic alternative set with the alternatives are found in Table 6.9.

Notice in Table 6.9 that there are no infection estimates on the order of \( \ll 2 \times 10^{-6} \). In this version, \( E_I \) is high for each of the eight locations, i.e., approximately 1.0. Hence the failure propagation estimates are all that is left in trying to determine which locations are suspects in this example.

8The fault actually is just range checking on the value of \((xone*xthree + yone*ythree)/(norm1*norm2)\) which is virtually never required.

9According to the definition of \( \mathcal{F}_I \) in Chapter 4.

10Note that for the infection analysis estimates shown in Table 6.9, where \(10^6\) input points were used, the cost of this analysis was 267.4 cpu seconds on a Convex 220; had this analysis been done for all 500 locations, it would have taken approximately 4 hours (assuming complete infection analysis using the sequential pseudo-code algorithm on the Convex 220 after the commented locations are subtracted).
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From Table 6.6, there are four locations which show no failure propagation after a uniform perturbing distribution and perturbation function parameters of (-2.0, 2.0) are applied after executing $10^4$ inputs; these are locations 2, 3, 7, and 8. It is unusually strange to find 4 out of eight locations displaying no failure propagation after $10^4$ perturbations at each location. As it turns out, the specification for this LIC version is one which contains many computations and only a few single bits of output. This specification allows for versions with a large amount of type I cancellation.

The location with the fault causing the zero failure rate was location 8, which was one of the four locations classified as suspects due to a zero failure propagation estimate at location 8. So debugging was “somewhat” successful in identifying the location with the fault as being a suspect; propagation analysis was very successful in showing that its estimates do reflect the output behavior of each location of a program.

Experiment III has shown two remarkable results:

1. It has isolated a location which contained a fault, even though the program had never failed after $2 \cdot 10^6$ inputs, and
2. Experiment III showed that failure propagation analysis does have the ability to detect missing code at a location by perturbing on each active variable.

From (1), it has been shown how propagation and infection analysis can be applied to ultra-reliable software, particularly software which has never failed. The second result shows that propagation and infection analysis has a unique ability to detect missing paths which no other fault detection scheme has.

\[\text{Several different perturbation functions were applied to the LIC version in an attempt to force more pseudo-failures. In this experiment, (-2.0,2.0) perturbation function parameters with the uniform perturbing distribution caused frequent run-time termination due to the fact that the version contains a lot of sqrt calls and trigonometric function calls. Such occurrences can help dictate the infection interval if the code is statically analyzed for such function calls.}\]
## Table 6.8: Infection estimates for qcksort

<table>
<thead>
<tr>
<th>semantic alternative</th>
<th>location</th>
<th>infection estimate</th>
</tr>
</thead>
<tbody>
<tr>
<td>$(i-r) &gt; m$</td>
<td>1</td>
<td>7.23807390917186e-01</td>
</tr>
<tr>
<td>$(i-r) &lt; m$</td>
<td>1</td>
<td>3.2190569973286e-01</td>
</tr>
<tr>
<td>$(i-r) = m$</td>
<td>1</td>
<td>9.54189999109528e-01</td>
</tr>
<tr>
<td>$(i-r) &lt;= m$</td>
<td>1</td>
<td>2.7609269968281e-01</td>
</tr>
<tr>
<td>$(i-r) &gt; m$</td>
<td>1</td>
<td>1.0</td>
</tr>
<tr>
<td>$(i-r) &lt; fm$</td>
<td>1</td>
<td>3.2190569973286e-01</td>
</tr>
<tr>
<td>$(i-r) &lt; fm1$</td>
<td>1</td>
<td>5.2075997257346e-01</td>
</tr>
<tr>
<td>$(i-r)$</td>
<td>1</td>
<td>3.91638895387328e-01</td>
</tr>
<tr>
<td>$(i-r) &lt; m$</td>
<td>1</td>
<td>4.63866855387328e-01</td>
</tr>
<tr>
<td>$(i-r) &lt; m$</td>
<td>1</td>
<td>3.2190569973286e-01</td>
</tr>
<tr>
<td>$(i-r) &lt; m$</td>
<td>1</td>
<td>4.4706785396280e-01</td>
</tr>
<tr>
<td>$(i-r) &lt; m$</td>
<td>1</td>
<td>3.91638895387328e-01</td>
</tr>
<tr>
<td>$(i-r) &lt; m$</td>
<td>1</td>
<td>3.2190569973286e-01</td>
</tr>
<tr>
<td>$(i-r) &lt; m$</td>
<td>1</td>
<td>3.1866429207490e-01</td>
</tr>
<tr>
<td>$(i-r) &lt; m$</td>
<td>1</td>
<td>3.2190569973286e-01</td>
</tr>
<tr>
<td>$(i-r) &lt; m$</td>
<td>1</td>
<td>3.0682430842308e-01</td>
</tr>
<tr>
<td>$(i-r) &lt; m$</td>
<td>1</td>
<td>3.5729296627194e-01</td>
</tr>
<tr>
<td>$(i-r) &lt; m$</td>
<td>1</td>
<td>2.7780311608182e-01</td>
</tr>
<tr>
<td>$(i-r) &lt; m$</td>
<td>1</td>
<td>3.2186642920749e-01</td>
</tr>
<tr>
<td>$(i-r) &lt; m$</td>
<td>1</td>
<td>3.6112555564999e-01</td>
</tr>
<tr>
<td>$(i-r) &lt; m$</td>
<td>1</td>
<td>3.8728762435980e-01</td>
</tr>
<tr>
<td>$(i-r) &lt; m$</td>
<td>1</td>
<td>2.4887443545031e-01</td>
</tr>
<tr>
<td>$(i-r) &lt; m$</td>
<td>1</td>
<td>4.17809439702671e-01</td>
</tr>
<tr>
<td>$(i-r) &lt; m$</td>
<td>1</td>
<td>3.055699466833e-01</td>
</tr>
<tr>
<td>$(i-r) &lt; m$</td>
<td>1</td>
<td>3.56188780053428e-01</td>
</tr>
<tr>
<td>$(i-r) &lt; m$</td>
<td>1</td>
<td>3.2190569973286e-01</td>
</tr>
<tr>
<td>$(i-r) &lt; m$</td>
<td>1</td>
<td>3.7646304514069e-01</td>
</tr>
<tr>
<td>$(i-r) &lt; m$</td>
<td>1</td>
<td>3.0433194122851e-01</td>
</tr>
<tr>
<td>$(i-r) &lt; m$</td>
<td>1</td>
<td>3.190569973286e-01</td>
</tr>
<tr>
<td>$(i-r) &lt; m$</td>
<td>1</td>
<td>3.2190569973286e-01</td>
</tr>
<tr>
<td>$(i-r) &lt; m$</td>
<td>1</td>
<td>3.16552092090938e-01</td>
</tr>
<tr>
<td>$(i-r) &lt; m$</td>
<td>1</td>
<td>1.0</td>
</tr>
<tr>
<td>$(i-r) &lt; m$</td>
<td>1</td>
<td>1.0</td>
</tr>
<tr>
<td>$(i-r) &lt; m$</td>
<td>1</td>
<td>1.0</td>
</tr>
<tr>
<td>$(i-r) &lt; m$</td>
<td>1</td>
<td>1.0</td>
</tr>
<tr>
<td>$(i-r) &lt; m$</td>
<td>1</td>
<td>1.0</td>
</tr>
<tr>
<td>$(i-r) &lt; m$</td>
<td>1</td>
<td>1.0</td>
</tr>
<tr>
<td>$(i-r) &lt; m$</td>
<td>1</td>
<td>1.0</td>
</tr>
<tr>
<td>$(i-r) &lt; m$</td>
<td>1</td>
<td>1.0</td>
</tr>
<tr>
<td>$(i-r) &lt; m$</td>
<td>1</td>
<td>1.0</td>
</tr>
<tr>
<td>$(i-r) &lt; m$</td>
<td>1</td>
<td>1.0</td>
</tr>
<tr>
<td>$(i-r) &lt; m$</td>
<td>1</td>
<td>1.0</td>
</tr>
<tr>
<td>$(i-r) &lt; m$</td>
<td>1</td>
<td>1.0</td>
</tr>
<tr>
<td>$(i-r) &lt; m$</td>
<td>1</td>
<td>1.0</td>
</tr>
<tr>
<td>$(i-r) &lt; m$</td>
<td>1</td>
<td>1.68077445049409e-02</td>
</tr>
<tr>
<td>$(i-r) &lt; m$</td>
<td>1</td>
<td>1.0</td>
</tr>
<tr>
<td>$(i-r) &lt; m$</td>
<td>1</td>
<td>1.0</td>
</tr>
</tbody>
</table>
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Table 6.8: Cont’d

<table>
<thead>
<tr>
<th>semantic alternative</th>
<th>location</th>
<th>infection estimate</th>
</tr>
</thead>
<tbody>
<tr>
<td>(l*fa+fc)/fm</td>
<td>2</td>
<td>1.0</td>
</tr>
<tr>
<td>(fx*fa)/fm</td>
<td>2</td>
<td>1.0</td>
</tr>
<tr>
<td>(fx*fa+fc)/fm</td>
<td>2</td>
<td>1.0</td>
</tr>
<tr>
<td>(fx*fa)/fm</td>
<td>2</td>
<td>1.0</td>
</tr>
<tr>
<td>(fx*fa+fc)/fm</td>
<td>2</td>
<td>1.0</td>
</tr>
<tr>
<td>(fx*fa+fc)/fm</td>
<td>2</td>
<td>1.0</td>
</tr>
<tr>
<td>(fx*fa+fc)/fm</td>
<td>2</td>
<td>1.0</td>
</tr>
<tr>
<td>(fx*fa+fc)/fm</td>
<td>2</td>
<td>1.0</td>
</tr>
<tr>
<td>(fx*fa+fc)/fm</td>
<td>2</td>
<td>1.0</td>
</tr>
<tr>
<td>(fx*fa+fc)/fm</td>
<td>2</td>
<td>1.0</td>
</tr>
<tr>
<td>(fx*fa+fc)/fm</td>
<td>2</td>
<td>1.0</td>
</tr>
<tr>
<td>(fx*fa+fc)/fm</td>
<td>2</td>
<td>1.0</td>
</tr>
<tr>
<td>(fx*fa+fc)/fm</td>
<td>2</td>
<td>1.0</td>
</tr>
<tr>
<td>(fx*fa+fc)/fm</td>
<td>2</td>
<td>1.0</td>
</tr>
<tr>
<td>(fx*fa+fc)/fm</td>
<td>2</td>
<td>1.0</td>
</tr>
<tr>
<td>(fx*fa+fc)/fm</td>
<td>2</td>
<td>1.0</td>
</tr>
<tr>
<td>(fx*fa+fc)/fm</td>
<td>2</td>
<td>1.0</td>
</tr>
<tr>
<td>(fx*fa+fc)/fm</td>
<td>2</td>
<td>1.0</td>
</tr>
<tr>
<td>(fx*fa+fc)/fm</td>
<td>2</td>
<td>1.0</td>
</tr>
<tr>
<td>(fx*fa+fc)/fm</td>
<td>2</td>
<td>1.0</td>
</tr>
<tr>
<td>(fx*fa+fc)/fm</td>
<td>2</td>
<td>1.0</td>
</tr>
<tr>
<td>(fx*fa+fc)/fm</td>
<td>2</td>
<td>1.0</td>
</tr>
<tr>
<td>(fx*fa+fc)/fm</td>
<td>2</td>
<td>1.0</td>
</tr>
<tr>
<td>(fx*fa+fc)/fm</td>
<td>2</td>
<td>1.0</td>
</tr>
<tr>
<td>(fx*fa+fc)/fm</td>
<td>2</td>
<td>1.0</td>
</tr>
<tr>
<td>(fx*fa+fc)/fm</td>
<td>2</td>
<td>1.0</td>
</tr>
<tr>
<td>(fx*fa+fc)/fm</td>
<td>2</td>
<td>1.0</td>
</tr>
<tr>
<td>(fx*fa+fc)/fm</td>
<td>2</td>
<td>1.0</td>
</tr>
<tr>
<td>(fx*fa+fc)/fm</td>
<td>2</td>
<td>1.0</td>
</tr>
<tr>
<td>(fx*fa+fc)/fm</td>
<td>2</td>
<td>1.0</td>
</tr>
<tr>
<td>(fx*fa+fc)/fm</td>
<td>2</td>
<td>1.0</td>
</tr>
<tr>
<td>(fx*fa+fc)/fm</td>
<td>2</td>
<td>1.0</td>
</tr>
<tr>
<td>(fx*fa+fc)/fm</td>
<td>2</td>
<td>1.0</td>
</tr>
<tr>
<td>(fx*fa+fc)/fm</td>
<td>2</td>
<td>1.0</td>
</tr>
<tr>
<td>(fx*fa+fc)/fm</td>
<td>2</td>
<td>1.0</td>
</tr>
<tr>
<td>(fx*fa+fc)/fm</td>
<td>2</td>
<td>1.0</td>
</tr>
<tr>
<td>(fx*fa+fc)/fm</td>
<td>2</td>
<td>1.0</td>
</tr>
<tr>
<td>(fx*fa+fc)/fm</td>
<td>2</td>
<td>1.0</td>
</tr>
<tr>
<td>(fx*fa+fc)/fm</td>
<td>2</td>
<td>1.0</td>
</tr>
<tr>
<td>(fx*fa+fc)/fm</td>
<td>2</td>
<td>1.0</td>
</tr>
<tr>
<td>(fx*fa+fc)/fm</td>
<td>2</td>
<td>1.0</td>
</tr>
<tr>
<td>(fx*fa+fc)/fm</td>
<td>2</td>
<td>1.0</td>
</tr>
<tr>
<td>(fx*fa+fc)/fm</td>
<td>2</td>
<td>1.0</td>
</tr>
<tr>
<td>(fx*fa+fc)/fm</td>
<td>2</td>
<td>1.0</td>
</tr>
<tr>
<td>(fx*fa+fc)/fm</td>
<td>2</td>
<td>1.0</td>
</tr>
<tr>
<td>(fx*fa+fc)/fm</td>
<td>2</td>
<td>1.0</td>
</tr>
<tr>
<td>(fx*fa+fc)/fm</td>
<td>2</td>
<td>1.0</td>
</tr>
<tr>
<td>(fx*fa+fc)/fm</td>
<td>2</td>
<td>1.0</td>
</tr>
<tr>
<td>(fx*fa+fc)/fm</td>
<td>2</td>
<td>1.0</td>
</tr>
<tr>
<td>(fx*fa+fc)/fm</td>
<td>2</td>
<td>1.0</td>
</tr>
<tr>
<td>(fx*fa+fc)/fm</td>
<td>2</td>
<td>1.0</td>
</tr>
<tr>
<td>(fx*fa+fc)/fm</td>
<td>2</td>
<td>1.0</td>
</tr>
<tr>
<td>(fx*fa+fc)/fm</td>
<td>2</td>
<td>1.0</td>
</tr>
<tr>
<td>(fx*fa+fc)/fm</td>
<td>2</td>
<td>1.0</td>
</tr>
<tr>
<td>(fx*fa+fc)/fm</td>
<td>2</td>
<td>1.0</td>
</tr>
<tr>
<td>(fx*fa+fc)/fm</td>
<td>2</td>
<td>1.0</td>
</tr>
<tr>
<td>(fx*fa+fc)/fm</td>
<td>2</td>
<td>1.0</td>
</tr>
<tr>
<td>(fx*fa+fc)/fm</td>
<td>2</td>
<td>1.0</td>
</tr>
<tr>
<td>(fx*fa+fc)/fm</td>
<td>2</td>
<td>1.0</td>
</tr>
<tr>
<td>(fx*fa+fc)/fm</td>
<td>2</td>
<td>1.0</td>
</tr>
<tr>
<td>(fx*fa+fc)/fm</td>
<td>2</td>
<td>1.0</td>
</tr>
<tr>
<td>(fx*fa+fc)/fm</td>
<td>2</td>
<td>1.0</td>
</tr>
<tr>
<td>(fx*fa+fc)/fm</td>
<td>2</td>
<td>1.0</td>
</tr>
<tr>
<td>(fx*fa+fc)/fm</td>
<td>2</td>
<td>1.0</td>
</tr>
<tr>
<td>(fx*fa+fc)/fm</td>
<td>2</td>
<td>1.0</td>
</tr>
<tr>
<td>(fx*fa+fc)/fm</td>
<td>2</td>
<td>1.0</td>
</tr>
<tr>
<td>(fx*fa+fc)/fm</td>
<td>2</td>
<td>1.0</td>
</tr>
<tr>
<td>(fx*fa+fc)/fm</td>
<td>2</td>
<td>1.0</td>
</tr>
<tr>
<td>(fx*fa+fc)/fm</td>
<td>2</td>
<td>1.0</td>
</tr>
<tr>
<td>(fx*fa+fc)/fm</td>
<td>2</td>
<td>1.0</td>
</tr>
<tr>
<td>(fx*fa+fc)/fm</td>
<td>2</td>
<td>1.0</td>
</tr>
<tr>
<td>(fx*fa+fc)/fm</td>
<td>2</td>
<td>1.0</td>
</tr>
<tr>
<td>(fx*fa+fc)/fm</td>
<td>2</td>
<td>1.0</td>
</tr>
<tr>
<td>(fx*fa+fc)/fm</td>
<td>2</td>
<td>1.0</td>
</tr>
<tr>
<td>(fx*fa+fc)/fm</td>
<td>2</td>
<td>1.0</td>
</tr>
<tr>
<td>(fx*fa+fc)/fm</td>
<td>2</td>
<td>1.0</td>
</tr>
<tr>
<td>(fx*fa+fc)/fm</td>
<td>2</td>
<td>1.0</td>
</tr>
<tr>
<td>(fx*fa+fc)/fm</td>
<td>2</td>
<td>1.0</td>
</tr>
<tr>
<td>(fx*fa+fc)/fm</td>
<td>2</td>
<td>1.0</td>
</tr>
<tr>
<td>(fx*fa+fc)/fm</td>
<td>2</td>
<td>1.0</td>
</tr>
<tr>
<td>(fx*fa+fc)/fm</td>
<td>2</td>
<td>1.0</td>
</tr>
<tr>
<td>(fx*fa+fc)/fm</td>
<td>2</td>
<td>1.0</td>
</tr>
<tr>
<td>(fx*fa+fc)/fm</td>
<td>2</td>
<td>1.0</td>
</tr>
<tr>
<td>(fx*fa+fc)/fm</td>
<td>2</td>
<td>1.0</td>
</tr>
<tr>
<td>(fx*fa+fc)/fm</td>
<td>2</td>
<td>1.0</td>
</tr>
<tr>
<td>(fx*fa+fc)/fm</td>
<td>2</td>
<td>1.0</td>
</tr>
<tr>
<td>(fx*fa+fc)/fm</td>
<td>2</td>
<td>1.0</td>
</tr>
<tr>
<td>(fx*fa+fc)/fm</td>
<td>2</td>
<td>1.0</td>
</tr>
<tr>
<td>(fx*fa+fc)/fm</td>
<td>2</td>
<td>1.0</td>
</tr>
<tr>
<td>(fx*fa+fc)/fm</td>
<td>2</td>
<td>1.0</td>
</tr>
<tr>
<td>(fx*fa+fc)/fm</td>
<td>2</td>
<td>1.0</td>
</tr>
<tr>
<td>(fx*fa+fc)/fm</td>
<td>2</td>
<td>1.0</td>
</tr>
<tr>
<td>(fx*fa+fc)/fm</td>
<td>2</td>
<td>1.0</td>
</tr>
<tr>
<td>(fx*fa+fc)/fm</td>
<td>2</td>
<td>1.0</td>
</tr>
<tr>
<td>(fx*fa+fc)/fm</td>
<td>2</td>
<td>1.0</td>
</tr>
<tr>
<td>(fx*fa+fc)/fm</td>
<td>2</td>
<td>1.0</td>
</tr>
<tr>
<td>(fx*fa+fc)/fm</td>
<td>2</td>
<td>1.0</td>
</tr>
<tr>
<td>(fx*fa+fc)/fm</td>
<td>2</td>
<td>1.0</td>
</tr>
<tr>
<td>(fx*fa+fc)/fm</td>
<td>2</td>
<td>1.0</td>
</tr>
<tr>
<td>(fx*fa+fc)/fm</td>
<td>2</td>
<td>1.0</td>
</tr>
<tr>
<td>(fx*fa+fc)/fm</td>
<td>2</td>
<td>1.0</td>
</tr>
</tbody>
</table>
### Table 6.8: Cont’d

<table>
<thead>
<tr>
<th>semantic alternative</th>
<th>location</th>
<th>injection estimate</th>
</tr>
</thead>
<tbody>
<tr>
<td>arr[j]</td>
<td>3</td>
<td>4.18010364077130e-01</td>
</tr>
<tr>
<td>n</td>
<td>3</td>
<td>9.77047794853546e-01</td>
</tr>
<tr>
<td>fr</td>
<td>3</td>
<td>1.0</td>
</tr>
<tr>
<td>j-l</td>
<td>4</td>
<td>1.46203105383888e-04</td>
</tr>
<tr>
<td>j+1</td>
<td>4</td>
<td>1.0</td>
</tr>
<tr>
<td>i</td>
<td>4</td>
<td>1.0</td>
</tr>
<tr>
<td>j</td>
<td>4</td>
<td>1.0</td>
</tr>
<tr>
<td>j-j</td>
<td>4</td>
<td>1.0</td>
</tr>
<tr>
<td>j-arr[i]</td>
<td>4</td>
<td>9.7468756923885e-06*</td>
</tr>
<tr>
<td>j-ir</td>
<td>4</td>
<td>1.0</td>
</tr>
<tr>
<td>j-istack[i]</td>
<td>4</td>
<td>1.0</td>
</tr>
<tr>
<td>j-stack[i]</td>
<td>4</td>
<td>1.0</td>
</tr>
<tr>
<td>arr[j-1]</td>
<td>4</td>
<td>7.51308517792918e-01</td>
</tr>
<tr>
<td>ir-1</td>
<td>4</td>
<td>1.0</td>
</tr>
<tr>
<td>istack[i-1]</td>
<td>4</td>
<td>9.7468756923885e-06*</td>
</tr>
<tr>
<td>istack[i-1]-i</td>
<td>4</td>
<td>8.7320642205576e-01</td>
</tr>
<tr>
<td>i</td>
<td>5</td>
<td>1.0</td>
</tr>
<tr>
<td>i+1</td>
<td>5</td>
<td>1.0</td>
</tr>
<tr>
<td>ir-ir</td>
<td>5</td>
<td>1.0</td>
</tr>
<tr>
<td>ir</td>
<td>5</td>
<td>7.41212838938766-01</td>
</tr>
<tr>
<td>i-ir</td>
<td>5</td>
<td>1.0</td>
</tr>
<tr>
<td>i div ir</td>
<td>5</td>
<td>8.44691571150410-01</td>
</tr>
<tr>
<td>ir</td>
<td>5</td>
<td>1.0</td>
</tr>
<tr>
<td>i</td>
<td>5</td>
<td>7.3605397484133e-01</td>
</tr>
<tr>
<td>i</td>
<td>5</td>
<td>1.0</td>
</tr>
<tr>
<td>i+1</td>
<td>5</td>
<td>8.44691571150410-01</td>
</tr>
<tr>
<td>i-div-i</td>
<td>5</td>
<td>7.3605397484133e-01</td>
</tr>
<tr>
<td>i-1</td>
<td>5</td>
<td>1.0</td>
</tr>
<tr>
<td>i-stack</td>
<td>5</td>
<td>1.0</td>
</tr>
<tr>
<td>i-arr[i]</td>
<td>5</td>
<td>7.61228687480176e-01</td>
</tr>
<tr>
<td>i-a</td>
<td>5</td>
<td>7.61228687480176e-01</td>
</tr>
<tr>
<td>i-n</td>
<td>5</td>
<td>1.0</td>
</tr>
<tr>
<td>i-ir</td>
<td>5</td>
<td>1.0</td>
</tr>
<tr>
<td>i-stack-1</td>
<td>5</td>
<td>7.3605397484133e-01</td>
</tr>
<tr>
<td>arr[]-1</td>
<td>5</td>
<td>7.83186462452576e-01</td>
</tr>
<tr>
<td>a-1</td>
<td>5</td>
<td>7.83186462452576e-01</td>
</tr>
<tr>
<td>n-1</td>
<td>5</td>
<td>1.0</td>
</tr>
<tr>
<td>ir-1</td>
<td>5</td>
<td>1.0</td>
</tr>
</tbody>
</table>

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
### Table 6.9: Infection estimates for LIC

<table>
<thead>
<tr>
<th>location</th>
<th>semantic alternative</th>
<th>infection estimate</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>24</td>
<td>1.0</td>
</tr>
<tr>
<td>1</td>
<td>L</td>
<td>1.0</td>
</tr>
<tr>
<td>1</td>
<td>Epsilon1</td>
<td>1.0</td>
</tr>
<tr>
<td>1</td>
<td>23</td>
<td>1.0</td>
</tr>
<tr>
<td>1</td>
<td>Epsilon2</td>
<td>1.0</td>
</tr>
<tr>
<td>1</td>
<td>20</td>
<td>1.0</td>
</tr>
<tr>
<td>1</td>
<td>i+R</td>
<td>1.0</td>
</tr>
<tr>
<td>1</td>
<td>N3</td>
<td>1.0</td>
</tr>
<tr>
<td>1</td>
<td>M</td>
<td>1.0</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1.0</td>
</tr>
<tr>
<td>2</td>
<td>(i-1)</td>
<td>1.0</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>1.0</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>1.0</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>0.1164889</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>1.0</td>
</tr>
<tr>
<td>2</td>
<td>i+n1+1</td>
<td>1.0</td>
</tr>
<tr>
<td>2</td>
<td>i+n1-1</td>
<td>1.0</td>
</tr>
<tr>
<td>2</td>
<td>p-n1-1</td>
<td>1.0</td>
</tr>
<tr>
<td>2</td>
<td>y(i)</td>
<td>1.0</td>
</tr>
<tr>
<td>2</td>
<td>cum(13)</td>
<td>1.0</td>
</tr>
<tr>
<td>4</td>
<td>(temp-fum(i))</td>
<td>1.0</td>
</tr>
<tr>
<td>4</td>
<td>(fum(i)-temp)</td>
<td>1.0</td>
</tr>
<tr>
<td>4</td>
<td>temp</td>
<td>1.0</td>
</tr>
<tr>
<td>4</td>
<td>fum(i)</td>
<td>1.0</td>
</tr>
<tr>
<td>4</td>
<td>pum(i)+temp</td>
<td>1.0</td>
</tr>
<tr>
<td>4</td>
<td>temp-size</td>
<td>1.0</td>
</tr>
<tr>
<td>4</td>
<td>fum(i)+size</td>
<td>0.9333333</td>
</tr>
<tr>
<td>4</td>
<td>pum(i)</td>
<td>1.0</td>
</tr>
<tr>
<td>4</td>
<td>pum(i)-l</td>
<td>1.0</td>
</tr>
<tr>
<td>4</td>
<td>pum(i)*temp</td>
<td>1.0</td>
</tr>
</tbody>
</table>
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Table 6.9: Cont'd

<table>
<thead>
<tr>
<th>Location</th>
<th>Semantic Alternative</th>
<th>In/Action Estimate</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>$(\sqrt{(x_1-p_x)^2 + (y_2-p_y)^2})$</td>
<td>1.0</td>
</tr>
<tr>
<td>5</td>
<td>$(\sqrt{(x_2-p_x)^2 + (y_2-p_y)^2})$</td>
<td>1.0</td>
</tr>
<tr>
<td>5</td>
<td>$(\sqrt{(x_1-p_x)^2 + (y_2-p_y)^2})$</td>
<td>1.0</td>
</tr>
<tr>
<td>5</td>
<td>$(\sqrt{(x_2-p_x)^2 + (y_2-p_y)^2})$</td>
<td>1.0</td>
</tr>
<tr>
<td>5</td>
<td>$(\sqrt{(x_2-p_x)^2 + (y_2-p_y)^2})$</td>
<td>1.0</td>
</tr>
<tr>
<td>5</td>
<td>$(\sqrt{(x_2-p_x)^2 + (y_2-p_y)^2})$</td>
<td>1.0</td>
</tr>
<tr>
<td>5</td>
<td>$(\sqrt{(x_2-p_x)^2 + (y_2-p_y)^2})$</td>
<td>1.0</td>
</tr>
<tr>
<td>5</td>
<td>$(\sqrt{(x_2-p_x)^2 + (y_2-p_y)^2})$</td>
<td>1.0</td>
</tr>
<tr>
<td>5</td>
<td>$(\sqrt{(x_2-p_x)^2 + (y_2-p_y)^2})$</td>
<td>1.0</td>
</tr>
<tr>
<td>5</td>
<td>$(\sqrt{(x_2-p_x)^2 + (y_2-p_y)^2})$</td>
<td>1.0</td>
</tr>
</tbody>
</table>

Table 6.9: Continued
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CHAPTER 6. EMPIRICAL RESULTS

6.3 Similarity of Propagation and Infection Estimates Between Successive Versions

Section 6.3's results are based upon the infection and failure propagation estimates gathered from a program referred to as Quadratic. The results presented are from failure propagation analysis and infection analysis. Realizing that viral propagation is a modified scheme of failure propagation through one location suggests that these results for failure propagation estimates will hold for viral propagation estimates.

The graphs shown throughout this chapter were created from both faults of large and small size. Fault size is a measure of the proportion of input points that reach the fault and cause failure. It is a function of the sampling scheme of the input distribution. For Quadratic, it was difficult to insert faults that affected few input points. Hence the graphs are derived from faults of relatively large size.

Consider Quadratic:

```
procedure Quadratic(a, b, c : real;
    var root1, root2 : real;
    var rootexists : boolean);
var
    d : real;
begin  {location}
    d := b*b-4*a*c;  {1}
    if d < 0 then  {2}
        rootexists := false  {3}
    else
        begin
            rootexists := true;  {4}
            d := sqrt(d);  {5}
            root1 := -(b-d)/(2*a);  {6}
            root2 := -(b+d)/(2*a);{7}
        end;
end;
```

This program is correct for the following specification: If a, b, and c are real number constants with \( a \neq 0 \) and \( b^2 - 4ac \geq 0 \), and if x is a variable with domain
being the set real numbers, then the solution set of $ax^2 + bx + c = 0$ is

$$\left\{ \frac{-b + \sqrt{b^2 - 4ac}}{2a}, \frac{-b - \sqrt{b^2 - 4ac}}{2a} \right\}$$

[7]. Produce a program which assigns the solutions of the quadratic equation to variables root1 and root2 and set rootexists to true if $b^2 - 4ac \geq 0$ regardless of whether $a \neq 0$; otherwise set rootexists to false.

The infection and failure propagation graphs throughout this chapter\(^{12}\) have an abscissa-axis ranging between 0% and 100% representing infection and failure propagation values with probabilities between 0 and 1.0. The ordinate-axis represents the probability density of choosing an infection or failure propagation estimate of that probability. The appendix in [9] contains the program shell used to determine $P_x$'s infection and failure propagation curves. Each curve represents a summary of all propagation estimates over all locations in Quadratic. For the graphs where only one line appears, it is because all curves are sitting directly over one another.

Let $[P_1, P_2, P_3, ...]$ represent the sequence of unique versions of program $P$ over time, where $P_i$ is the successor version of $P_{i-1}$. The first three failure propagation graphs show the distribution of failure propagation estimates for versions $P_x, P_{x-1}, P_{x-2}$ ($P_{x-1}$ has the remaining fault to be found, $P_{x-2}$ has the remaining 2 faults). In each graph in this chapter, the darkest curve represents version $P_x$, the thin dotted curve represents version $P_{x-2}$, and the medium thick solid curve represents version $P_{x-1}$ as illustrated by the insert in Figure 6.1. For the graphs of $P_{x-1}$ and $P_{x-2}$, there were three versions each, so that several fault combinations were used for the graphs. The faults were inserted manually. For the three $P_{x-1}$ versions, one fault was inserted into three copies of $P_x$, and for the three $P_{x-2}$ versions, another fault is inserted into 3 copies of $P_{x-1}$.

There is very little difference in the curves in the first three failure propagation graphs, Figure 6.1, Figure 6.2, and Figure 6.3. All value perturbations are performed with uniform$(0.6x, 1.4x)$. Failure graph 1 shows the most diversity, with the very thin line representing no failure propagation. To explain this, consider the faults used: for $P_{x-1}$ the inserted fault was at location 7 and was $-(b+a)/2a$; for $P_{x-2}$ there is an additional fault at location 5 which was $d := 100$. Since the fault at location 7 is the very last statement executed for the trip which encompasses it, failure propagation estimates for $P_x$ and $P_{x-1}$ are identical. However for $P_{x-2}$,

\(^{12}\)The curves are slightly misleading so a note on them: the lines between any 2 locations does not imply a continuous line; the lines interpolate discrete points; each x value is discrete and there is no continuity along the z-axis.
Fig. 6.1: Failure propagation estimates graph 1

Fig. 6.2: Failure propagation estimates graph 2
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Fig. 6.3: Failure propagation estimates graph 3

Fig. 6.4: Infection estimates graph 1
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Fig. 6.5: Infection estimates graph 2

Fig. 6.6: Infection estimates graph 3
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its curve represents many non-propagating points because of the fault at location 5; it succeeds any of the previous faults that are simulated by the perturbation function thus eliminating their effect. Any perturbed value of \( d \) at previous locations is nullified by this mutation making those viruses not propagate to failure. This leads to the following observation on the failure propagation algorithm.

**Observation 6.1** Let \( z \) be the last location executed on a path, \( x \) be a location where perturbation is being analyzed, and location \( y \) be in the subpath from location \( x \) to location \( z \). There is no propagation from location \( x \) to location \( z \) if a virus inserted by a perturbation function at location \( x \) is completely canceled (type I) by the action at location \( y \). An example is when the action at location \( y \) is a definition of the variable perturbed in the succeeding data space of location \( x \), and the definition at location \( y \) if not a function of the perturbed value at location \( x \).

\( P_{x-1} \)'s curve in failure propagation graph 2 was made by inserting \( \text{if } d \leq 0 \text{ then } \) at location 2. \( P_{x-2} \)'s curve in failure propagation graph 2 was made by inserting the additional fault \( b - 4*a*c \) at location 1. All three curves in this plot are identical. In failure propagation graph 3, \( P_{x-1} \)'s curve in failure propagation graph 2 was made by inserting \( d := \text{sqr}(d) \) at location 5. \( P_{x-2} \)'s curve in failure propagation graph 2 was made by inserting the additional fault \( 4*a*c-b*b \) at location 1. \( P_x \) and \( P_{x-1} \) in this plot have identical curves, with \( P_{x-2} \) practically identical. The versions represented in failure propagation graphs 1, 2, and 3 received the same input data.

The three versions represented in failure propagation graph 4 received the same input data, however it is a different input set than that used in the previous failure propagation graphs. It is important that the curves be similar for various input data as well which is noticeable by comparing the curves for \( P_z \) in Figures 6.8 and 6.4. It is true that failure propagation estimates are a function in some sense of the input used, however it should not be the case that two sets of inputs produce drastic differences solely because the input sets are different. If this were true then failure propagation estimates would be extremely dependent upon what input data is used; this would be catastrophic for propagation and infection analysis. The results in failure propagation graph 4 are identical curves. The perturbation function used is \( \text{uniform}(0.3*x, 1.7*x) \), and the inserted faults are \( \text{if } d < 1 \text{ then at location 2 and root1 := -(d-b)/(2*a) at location 6. Failure propagation graph 5 also had the same input set as that for failure propagation graph 4 presented to its three versions. All three versions have the same curve. The perturbation function is also \( \text{uniform}(0.3*x, 1.7*x) \); the faults are \( \text{rootexists := true at location 3 and } d := \text{sqr}(d) \) at location 5. 
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Fig. 6.7: Failure propagation estimates graph 4

Failure propagation analysis of Quadratic has also shown that the curve for $P_x$ appears to be fairly independent of both the perturbation function and input points. This observation is postulated after comparison of the $P_x$ curves from failure propagation graphs 1 and 4. The similarity of the curves is important since the infection interval range is unknown and the perturbation function parameters used may not have an infection interval distance of zero. Quadratic has also shown that a wide variety of combinations of faults of large fault size did not change the curves substantially between versions, with the exception being failure propagation graph 1, where a latter fault overcame the effects of perturbations at predecessor locations. Hence faults of smaller size only narrow the difference between such curves.

Infection graphs 1, 2, and 3 (Figure 6.4, Figure 6.5, and Figure 6.6) for Quadratic contain similar results. All graphs received the same input points. Infection graph 1 was created by $P_{x-1}$ having the fault $\text{root1} := 2a$ at location 7 and $d := \sqrt{d}$ at location 5. Infection graph 2 was created by $P_{x-1}$ having the fault $d := b$ at location 1 and $\text{rootexists} := \text{true}$ at location 3. Infection graph 3 was created by $P_{x-1}$ having the fault if $d < 5$ at location 2 and $\text{root2} := -(b+d)$ at location 7.
6.4 Conclusions

Chapter 6 is not designed to show that propagation and infection analysis is the ultimate debugging tool, rather, that this particular implementation of PIA adequately corresponds to the propagation and infection analysis model, and additionally this model adequately approximates the behavior that real faults cause in programs. Debugging was a means of easily demonstrating this. This chapter has shown that propagation and infection analysis does indeed locate locations that more easily hide faults. In fact, propagation and infection analysis has good enough resolution to accurately quantify the impacts that a location has on the failure rate in order to use propagation and infection analysis for debugging. And remember that all of the analysis is done without an oracle. This means that incorrect programs are being used to debug themselves.

The programs used in Section 6.2, admittedly, are small and the analysis performed was incomplete. Complete propagation and infection analysis for an all but trivial program is all that could be done by this author without automation and faster machines. The results, however, do show that even partial propagation and infection analysis shows where faults can easily be hidden. This suggests that
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complete propagation and infection analysis will serve to give even better results for isolating such locations.

Since propagation and infection analysis is temporally expensive, it is desirable to begin propagation and infection analysis on the earliest version $P_k$ of $P$ such that versions $[P_{k+1}, P_{k+2}, ...]$ produce results similar to those for $P_k$. To begin propagation and infection analysis as soon as possible, the hypothesis as newer versions are released, the propagation and infection estimates of a preceding version change minimally for those of a successor version provided that the versions are syntactically\footnote{Two functionally equivalent programs may have totally different propagation and infection analysis results, hence syntactic restrictions are needed.} and semantically almost identical is introduced. Since faults of large size gave encouraging indicators in Section 6.3, faults of smaller size should produce results even more similar between versions.

The empirical conclusion of Chapter 6 is that a fault that is removed or inserted which does not drastically change the code structure will probably not change the propagation results discovered before fault removal or introduction. Thus two successive programs which are almost functionally equivalent yet structurally diverse will not have similar failure propagation estimates or infection estimates. Although $P_t$ probably contains faults, the faults' sizes are small and complete infection and failure propagation analysis need not be repeated for each change of $P_t$. This is important for models to which propagation and infection analysis's results will be applied.\footnote{For certain applications of propagation and infection analysis, this phenomenon makes the model more conservative; for other applications it may create problems.} Without this conclusion, full analysis would be required for each successive version. With this conclusion, there is a point in the software development cycle at which propagation and infection analysis may begin without having to reperform the analysis. Determination of exactly when this threshold point occurs is still under consideration, however this threshold point appears to occur when writing is completed and most debugging is completed as well.
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Chapter 7

Conclusions

7.1 Accomplishments

This thesis presents a structure-based methodology of quantifying the impact that a particular program location has on the program’s output behavior; this structure-based methodology is both new and unique. It produces information never before available about a program’s locations. And this information is produced without reliance upon a specification or oracle. Propagation and infection analysis is the model and implementation by which this role is quantified. The methodology combines aspects of both software testing and software verification techniques, however produces information not produced by either technique.

This thesis introduces the methodology for determining where faults can easily hide through the production of two statistically-derived estimates: the infection estimate and the propagation estimate. A low infection estimate indicates that the syntax was easily modified in such a manner that faults occurred and did not affect the values of variables in the data states during execution. A high infection estimate indicates that in general, changes to the syntax produced modified variable values in the data states during execution. A low propagation estimate indicates that modified variable values were put into data states which did not affect the output. A high propagation estimate indicates that modifications to values in the data states did affect the output behavior.

Abilities other than finding locations where faults can be easily hidden have been shown in the thesis. Included in these are the ability to partially detect missing paths or missing locations, and the ability to determine the minimal failure probability of the program relative to a class of faults or fault impacts. The thesis has also shown that the propagation and infection estimates can be
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used for analyzing software with a zero failure rate (ultra reliable software).

The thesis has shown that the code contains a wealth of information. It is a new white-box technique which provides information that no black-box analysis scheme can. Future applications of propagation and infection analysis estimates may be in certifying software. If it turns out that a particular piece of software contains more than some proportion of low failure propagation estimates, then the software could be rejected for rewriting, even if the software has never failed. The results from Chapter 6 are positive; they indicate that propagation and infection analysis or a methodology derived from it may be a tool which advances software quality.

7.2 Future Work

As a foundational model, the thesis generates more questions than answers. Areas for additional study beyond this thesis are not limited to but include:

**Perturbation Functions** The notion of a perturbation function simulating the impacts of an infinite number of faults is introduced. The simple step-wise algorithm for determining perturbation function parameters for two parameter perturbing distributions needs consideration. The notion of perturbing solely on the first data state may be shown to be inferior to perturbing uniformly over all occurrence data states. Additional work is needed into alternative methods for simulating the impacts on values during execution. Potentially actual faults should be used for creating viruses versus random functions.

**Artificial Data States Versus Natural Data States** The terminology introduced to describe the difference between these two types of data states is probably not the best, however the concepts they convey are important. If Method III value distribution creation is chosen, the question disappears assuming the location is eventually reached, because actual data states from an actual input point are available. However if sampled data states are created in some other fashion, then it is important that this question be resolved. It may turn out that Hypothesis 4.1 is not substantially threatened by using artificial data states, and if so, the cost involved in getting natural data states is not justified.

**Hierarchical Method for the Latent Failure Rate** This result currently suffers in usefulness by being a function of a particular path. Additional research is needed into determining how different are the latent failure rates
of a set of paths from the latent failure rate of the path equivalence class after the necessary assumptions are made as to the number of iterations and which subpath is taken on which iteration. If evidence occurs that suggests that the assumptions can be made about the number of iterations as well as the subpaths taken without drastically altering the latent failure rate estimates between those of the paths and those of the generalizations of the path equivalence classes, then latent failure rates for path equivalence classes using the hierarchical method can be used which are not so conservative.

**Path Equivalence Class** The notion of a path equivalence class is used throughout the thesis as a means of partitioning the input space according to the following intuition: input points that follow the same path and reach the same locations will have a similar ability to reveal the same faults. Partitioning is useful for discussing the minimum failure probability for an execution. It is necessary to consider each location reached on an execution if an estimate of the minimum failure probability is attached to a sequence of reached locations. Whether the definitions of Chapter 2 are the best for satisfying this intuition is not known; work in this area is needed.

**Dispersion Histogram** The notion of the dispersion histogram is simple and straightforward. It stands to be shown that taking the results from Process Propagation Analyzer is the correct algorithm to tie the creation of the dispersion histogram to. Potentially the dispersion histogram should take into account the results from Process Infection Analyzer, because it may be that the perturbation functions used in Process Propagation Analyzer cause data state infections that normally do not occur. Hence these "artificial" infections are causing "artificial" pseudo-failures which would bias the dispersion histogram. The best scheme for both deriving the results and storing the results is still unresolved.

**Cancellation** Cancellation is possibly the most menacing problem in software testing. Both the viral and failure propagation estimates account for type I cancellation, however if there is to be any cost savings in the number of program executions required for propagation analysis, a static method for determining the situations under which cancellation occurs is important.

**When to Begin PIA** Chapter 6 has made an attempt to define certain properties that when true signal that propagation and infection analysis may begin without the penalty of reperforming propagation and infection analysis as the software changes. Potentially the restrictions on the input program of Chapter 5 are inaccurate, possibly too restrictive or not restrictive enough.
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If machine speeds enable the performance of propagation and infection analysis to be considered as temporally trivial, this question vanishes. Currently this appears unlikely. More experimentation between successive versions is needed to verify or dispel Hypothesis 3.1.

Infection Analysis Class of Faults The definition of the fault class \( \mathcal{F} \) is difficult. As the size of \( \mathcal{T} \) increases, so do the number of semantic alternatives and thus the costs of performing infection analysis. Since the set of faults that could occur at a location is infinite, decreasing the size of this infinite set is essential. However if the definition of \( \mathcal{F} \) becomes too restrictive, important classes of faults which frequently occur will be left out which will reduce the usefulness of infection analysis. If a listing of "common" faults is found relative to certain software applications, then such a listing could help define \( \mathcal{F} \) for an input program of that type. The assumption has been made within \( \mathcal{F} \) that each element is equally likely, however this assumption is not realistic. To be more realistic, \( \mathcal{F} \) should be augmented by assigning probabilities for each element of \( \mathcal{F} \). A study in the likelihood of fault classes is an entirely different problem which would be useful in defining \( \mathcal{F} \).

Algorithm Efficiency From the pseudo-code shells provided for the Process Propagation Analyzer and Process Infection Analyzer, it is clear that except for trivially short programs, this methodology requires large amounts of execution time which with current technology requires either a parallel machine or a super-computer. However there are efficiencies possible from analytical schemes for both infection analysis and propagation analysis that will require fewer executions through the elimination of entire locations from needing dynamic analysis. As mentioned several times, parallelization of the computational algorithms appears to hold hope to this problem.

Storing Data States by Method II Finding a realistic scheme for Method II value distribution creation could lead to both advances in the speed of the algorithms of PIA and potentially a scheme for detecting "computer viruses." Internal data state storage is an important area for research.

Automation The ability to read in a program \( P \) in a specific language, perform the preprocessing auxiliary processes which produce \( P'' \), and then input \( P'' \) into a process to create the pseudo-code shell for the two main processes is the overall goal of automating propagation and infection analysis. With such a scheme, any program in a particular language could have propagation and infection analysis immediately applied to it with virtually no manual requirements. The creation of an automated system to perform the PIA processes is a software-engineering project which hopefully will be undertaken.
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Many of the unanswered questions and hypotheses can either be resolved or strongly implied by additional manually performed experiments on small sized input programs or having such a system. The availability of either a super-computer for these sequential algorithms or a parallel machine for a parallelized version of the algorithms is almost a mandatory requirement to currently use this methodology. Automation is meaningless if the pseudo-code shells take years to execute. Until more information is known about the pieces of the propagation and infection analysis methodology, automation should remain a goal for the future.
Appendix A

Mathematical Preliminaries

Appendix A briefly introduces four mathematical areas that are frequently assumed to be known throughout the seven chapters. These areas are: graphs, regular expressions, probability, and Monte Carlo simulation. Only the most basic rules from each of these areas is included in this appendix.

A.1 Graph Terminology

A graph $G$ is an ordered pair $(V, E)$ made from a set of edges $E = \{e_1, e_2, e_3, \ldots\}$ and a set of vertices $V = \{v_1, v_2, v_3, \ldots\}$. An edge connects a pair of vertices $(a, b)$ where $a, b$ may be the same vertex. If they are the same vertex that edge is termed a self-loop. A graph is finite if $|V|$ is finite, otherwise it is infinite. The vertices that a particular edge is incident to are called the endpoints of the edge.\[2\]

The degree of a vertex $v$, $d(v)$ is the number of times vertex $v$ occurs as an endpoint for the edges in $E$. A vertex whose degree is zero is isolated. The notation $u \sim v$ means that vertices $u$ and $v$ are connected by edge $e$ and thus $u$ and $v$ are adjacent.\[2\] A path is a sequence of edges $(e_i, e_{i+1}, \ldots, e_j)$ where:

1. $e_k$ and $e_{k+1}$ have a common endpoint for $k = 1..j - 1$;
2. if $e_k$ is not a self-loop and is not the first or last edge then $e_k$ shares one of its endpoints with $e_{k-1}$ and the other with $e_{k+1}$.\[2\]

A directed graph or directed graph is a graph whose edges are ordered pairs; the first endpoint is the head and the second endpoint is the tail. The edge $(u \rightarrow v)e$ is directed from $u$ to $v$. A directed path is a sequence of edges such that the
end-vertex of $e_{i_k}$ is the start-vertex of $e_{i_k}$. The outdegree, $d_{out}(u)$ of vertex $u$ is the number of edges which have $u$ as their start-vertex. The indegree, $d_{in}(u)$ of a vertex $u$ is the number of edges which have $u$ as their end-vertex.

A graph $G'$ is an ordered pair $(V', E')$ and is a subgraph of a graph $G$ if $V' \subseteq V$ and $E' \subseteq E$. An arbitrary choice for $V'$ and $E'$ may not be a subgraph because they may not form a graph. [2]

### A.2 Regular Expression Terminology

The fundamental units from which structures are built is termed the alphabet which is a finite set of symbols. An example is the Roman alphabet \{a,b,...,x\}. A string over an alphabet is a finite sequence of symbols in the alphabet. A string may have no symbols at all; this string is a special string called the empty string. Any set of strings over an alphabet $\Sigma$ is called a language. A language can be specified by listing all strings within it. [5, 1]

The regular expressions over an alphabet $\Sigma$ are the strings over the alphabet $\Sigma \cup \{,\), (, \}, \vee, \cup, *\}$ such that the following hold:

- $\forall$ and each member if $\Sigma$ is a regular expression,
- If $\alpha$ and $\beta$ are regular expressions, then so is $(\alpha\beta)$,
- If $\alpha$ and $\beta$ are regular expressions, then so is $(\alpha \cup \beta)$,
- If $\alpha$ is a regular expression, then so is $\alpha^*$, and
- Nothing is a regular expression unless it follows from (1) through (4). [5]

### A.3 Conditional Probability and Independence Terminology

Let $E$ be an arbitrary event in a finite equiprobable sample space $S$ where the probability that $E$ occurs is greater than zero. And let $A$ be an arbitrary even in the same sample space. The probability that some event $A$ occurs given that $E$ has occurred termed the conditional probability of $A$ given $E$, denoted as $Pr[A \mid E]$, and is defined as

$$Pr[A \mid E] = \frac{Pr[(A \cap E)]}{Pr[E]}.$$
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Then

\[ \Pr[A \mid E] = \frac{\text{number of elements in } A \cap E}{\text{number of elements in } E} \]

And if the above equation is cross multiplied, the following formula known as the **multiplication theorem** is obtained:

\[ \Pr[(A \cap E)] = \Pr[E] \cdot \Pr[A \mid E] \]

Now assume that in the sample space \( S \), there are \( k \) mutually exclusive subsets, \( S = B_1 \cup B_2 \cup \ldots \cup B_k \). Any subset \( D \) of \( S \) can be written then as \( D = D \cap S = D \cap (B_1 \cup B_2 \cup \ldots \cup B_k) \) which is \( (D \cap B_1) \cup (D \cap B_2) \cup \ldots \cup (D \cap B_k) \). So the probability of \( D \) occurring is

\[ \Pr[(D \cap B_1)] + \Pr[(D \cap B_2)] + \ldots + \Pr[(D \cap B_k)] \]

\[ = \Pr[B_1 \cdot \Pr[D \mid B_1] + \Pr[B_2] \cdot \Pr[D \mid B_2] + \Pr[B_3] \cdot \Pr[D \mid B_3]. \]

Additional references to conditional probabilities can be found in [7, 4].

### A.4 Monte Carlo Simulation Terminology

Using the notation in [6], let \( x_1, x_2, \ldots, x_n \) be a random sample where each \( x_j \) is a Bernoulli random variable. Then the mean of this sample \( m \) is

\[ m = \frac{1}{n} \sum_{i=1}^{n} x_i \]

and the standard deviation of the sample \( s \) is

\[ s = \sqrt{\frac{1}{n} \sum_{i=1}^{n} x_i^2 - m^2} = \sqrt{m - m^2} = \sqrt{m(1 - m)}. \]

From equation 4.11 in [3, 6], the interval defined by the two endpoints

\[ m \pm \frac{t^* s}{\sqrt{n - 1}} \]

is a \((1 - \alpha) \times 100\%\) confidence interval estimate for the unknown true mean \( \mu \).

The parameter \((1 - \alpha)\) is the **confidence level** associated with the interval estimate, and \( t^* \) is the upper \( 1 - \alpha/2 \) critical point for the \( t \) distribution with \( n - 1 \) degrees
of freedom. For a fixed sample size $n$ and $\alpha$,

$$t^* = t_{\text{distribution}}(n - 1, 1 - \alpha/2).$$

In Monte Carlo simulation, the conventional confidence level is 95% [6]. When $n \to \infty$, $n \approx n - 1$ and with $\alpha = 0.05$,

$$t^* = t_{\text{distribution}}(n - 1, 0.975) = 1.645 \approx 2.$$

Hence, the corresponding interval estimate of the sample mean is

$$m \pm 2\sqrt{\frac{m(1 - m)}{n}}.$$
References


Appendix B

Programs for Propagation and Infection Estimates of qckst

program shell(input, output);
var
  ircounter : array[1..32] of real;
  icounter : array[1..22] of real;
  jcounter : array[1..25] of real;
  fxcounter : array[1..19] of real;
  arrcounter : array[1..13] of real;
  seed : real;
  k,i : integer;
  counter1,counter2,counter3,counter4,counter5 : real;
  inputvalue : integer;
  sol,sol1,sol2,sol3,sol4,sol5 : integer; {solution from unperturbed versions}
  here1,here2,here3,here4,here5 : real;
  yes1,yes2,yes3,yes4,yes5 : boolean;
function random_park : real;
{ steve park's random number generator }
const
  a = 16807.0;
  m = 2147483647.0;
  q = 127773.0;
  r = 2836;
var
  lo,hi,test : real;
begin
  hi := trunc(seed / q);
  lo := seed - q * hi;
  test := a * lo - r * hi;
  if test > 0 then
    seed := test
  else
    seed := test + m;
  random_park := seed / m;
end;
{ discrete distributions }
function equilikely(a,b : integer) : integer;
begin
  equilikely := a + trunc((b-a+1) * random_park);
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end;

©——continuous ————-
function uniform(aa,bb:real): real;
Begin
uniform := aa + ((bb - aa) * random.park);
end;

© —— perturbation function ———
function perturb.uni(x:real): real;
var
newx: real;
counter: integer;
Begin
newx := x;
if (x=0.0) then
begin
if random.park < 0.5 then
newx := 1.0
else
newx := -1.0
end
else
begin
counter := 0;
while (newx = x) do
begin
newx := uniform(0.5*x, 1.5*x);
counter := counter + 1;
if (newx = x) and (counter = 5) then
begin
if random.park < 0.5 then
newx := x + 1.0
else
newx := x - 1.0
end;
end;
perturb.uni := newx;
end;
function perturb.eqi(x:integer): integer;
var newx: integer;
counter: integer;
Begin
newx := x;
if x = 0 then
begin
if random.park < 0.5 then
newx := 1
else
newx := -1;
end
else
begin
counter := 0;
while (newx = x) do
begin
newx := equilikely(trunc(x*0.999), trunc(1.001*x));
counter := counter + 1;
if (newx = x) and (counter = 5) then
begin
if random.park < 0.5 then
newx := x + 1
else
newx := x - 1
end;
end;
perturb.eqi := newx;
end;
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```
else
  newx:=x+1;
end;
end;
perturb.eqi := newx;
end;
function test(val: integer): integer;
const
  np := 11;
typex
  gl = array [1..np] of integer;
var
  i : integer;
  errcnt : integer;
  seed : real;
  start, finish : integer;
procedure process (n: integer; var arr: gl array);
labeled
  11, 21, 22, 30, 99;
const
  m = 6; nstack = 50; fm = 7875; fa = 211.0; fc = 1663.0;
var
  l, jstack, i, ir, iq, i: integer;
  fmx, frmi : real; a: integer;
  istack: array[1..nstack] of integer;
begin
  frmi := 1.0/fm;
  jstack := 0;
  l := 1;
  ir := n;
  fx := 0.0;
  while true do begin
    if (ir-l) < m
      then begin
        (* < 1*)
        for j := l+1 to ir do begin
          a := arr[i];
          for i := j downto 1 do begin
            if (arr[i] < a) then goto 11;
            arr[i+1] := arr[i];
          end;
          i := 0;
        end;
        arr[l+1] := a
      end;
      if (jstack = 0) then goto 99;
      ir := jstack[istack];
      istack[jstack] := ack-1;
      l := istack[jstack-1]ck-2;
    end
    else begin
      i := l;
      j := ir;
      fmx := (fx*fa+fc)/fm;
      (* < *)
      iq := l+(l+1)*trunc(fmx); 
      a := arr[iq];
      arr[iq] := arr[i];
      21: if (j > 0) then begin
        if (a < arr[i]) then begin
          j := j-1;
        end;
      end
  end
end;
```

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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goto 21;
end
if (j <= i) then begin
arr[i] := a;
(* < = array *)
goto 30;
end
arr[j] := arr[i];
i := i + 1;
22: if (i <= n) then
if (a > arr[j]) then begin
i := i + 1;
goto 22;
end
if (j <= i) then begin
arr[j] := a;
i := j;
goto 30;
end
arr[j] := arr[i];
j := j - 1;
(* < = array *)
goto 21;
30: jstack := jstack + 2;
if (jstack > nstack) then begin
writeln('Overflow');
end
if (ir - i) >= (i - l) then begin
istack[istack] := ir;
istack[istack - 1] := i + 1;
ir := i - 1;
(* < = array *)
end else begin
istack[istack] := i - 1;
istack[istack - 1] := i;
i := i + 1;
end
end
end; (* procedure process *)
function anonymous(val : integer): integer;
var
arr : gl array;
n : integer;
i : integer;
count : array[0..7] of integer;
correct : array[0..11] of integer;
pos, k : integer;
error : boolean;
begin (* anonymous *)
i := 1;
while val <> 0 do begin
arr[i] := val mod 8;
val := val div 8;
i := i + 1;
end;
n := i - 1;
while i <= np do begin
arr[i] := 0;
```
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i := i + 1;
end;
process(n, arr);
val := 0;
for i := np down to 1 do begin
  val := val * 8 + arr[i]
end;
anonymous := val;
end; (* anonymous *)
begin
  test := anonymous(val);
end;
function testl(val: integer): integer;
const
  np = 11;
type
  gl array = array [1..np] of integer;
var
  i :integer;
  errcnt : integer;
  seed : real;
  start, finish : integer;
  procedure processfn: integer; var arr: gl array);
  label
  11, 21, 22, 30, 99;
  const
    m = 6; nstack = 50; fm = 7875; fa = 211.0; fc = 1663.0;
  var
    I, jstack, j, ir, iq, i: integer;
    fx, fm, i: real; a: integer;
    istack: array[1..nstack] of integer;
begin
  fmi := 1.0/fm;
  jstack := 0;
  I := 1;
  ir := n;
  fie := 0.0;
  while true do begin
    if (ir-I) < m) then ircounter[1] := ircounter[1] + 1;
    if (ir-I) < m) then ircounter[7] := ircounter[7] + 1;
    if (ir-I) < m) then ircounter[8] := ircounter[8] + 1;
    if (ir-I) < m) then ircounter[9] := ircounter[9] + 1;
    if (ir-I) < m) then ircounter[10] := ircounter[10] + 1;
    if (ir-I) < m) then ircounter[12] := ircounter[12] + 1;
    if (ir-I) < m) then ircounter[14] := ircounter[14] + 1;
    if (ir-I) < m) then ircounter[16] := ircounter[16] + 1;
    if (ir-I) < m) then ircounter[17] := ircounter[17] + 1;
    if (ir-I) < m) then ircounter[18] := ircounter[18] + 1;
    if (ir-I) < m) then ircounter[19] := ircounter[19] + 1;
    if (ir-I) < m) then ircounter[20] := ircounter[20] + 1;
    if (ir-I) < m) then ircounter[21] := ircounter[21] + 1;
    if (ir-I) < m) then ircounter[22] := ircounter[22] + 1;
end;
end;
```
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if (|< m) then begin
  for := i+1 to ir do begin
    if (arr[i] < a) then goto 11;
    arr[i+1] := arr[i];
  end;
  i := 0;
end

11: arr[i+1] := a
end;
if (jstack = 0) then goto 99;
ir := istack[jstack];
i := istack[jstack-1];
jstack := jstack-2;
end
else begin
  i := 1;
j := ir;
x := (Fx*Fa+Fc)/Fmr
(* < --- *)
iq := i+(i+1)*trunc(x*Fmr);
a := arr[iq];
arr[iq] := arr[i];
21: if (j > 0) then begin
  if (a < arr[j]) then begin
    j := j-1;
goto 21;
  end;
  if (j = i) then begin
    arr[i] := a;
    goto 30;
  end;
  arr[i] := arr[j];
i := i + 1;
end
22: if (i = n) then begin
  if (a > arr[i]) then begin
    i := i + 1;
goto 22;
  end;
  if (j = i) then begin
    arr[i] := a;
i := j;
goto 30;
  end;
  arr[i] := arr[j];
j := j - 1;
(* < --- *)
goto 21;
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30: jstack := jstack + 2;
   if (jstack > nstack) then begin
      writeln('Overflow');
      end;
   if (ir-i) >= (i-l) then begin
      istack[istack] := ir;
      istack[istack-1] := i + 1;
      ir := i-1;
   (* <= <= <= <= <= *)
      end
   else begin
      istack[istack] := i-1;
      istack[istack-1] := l;
      l := i+1;
      end
   end
end;
99: end; (* procedure process *)

function anonymous(val: integer): integer;
var
   arr : gl array;
   n : integer;
   i : integer;
   count: array[0..7] of integer;
   correct: array[0..11] of integer;
   pos,k : integer;
   error : boolean;
begin (* anonymous *)
   i:= 1;
   while val <> 0 do begin
      arr[i] := val mod 8;
      val := val div 8;
      i := i + 1;
   end;
   n := i-1;
   while i <= np do begin
      arr[i] := 0;
      i := i + 1;
   end;
   process(n,arr);
   val := 0;
   for i := np down to 1 do begin
      val := val * 8 + arr[i]
   end;
   anonymous := val;
end; (* anonymous *)
begin (* anonymous *)
test1 := anonymous(val);
end;

function test2(val: integer): integer;
const
   np = 11;
type
   gl array = array [1..np] of integer;
var
   i :integer;
   errcnt : integer;
   seed : real;
   start, finish : integer;
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procedure process(n: integer; var arr: gl array);
label
11, 21, 22, 30, 99;
const
m = 6; nstack = 50; fm = 7875; fa = 211.0; fc = 1663.0;
var
i, jstack, j, ir, iq, i: integer;
fk, fm i: real; a: integer;
istack: array[1..nstack] of integer;
begin
frn := 1.0/fm;
jstack := 0;
ir := n;
Ix := 0.0;
while true do begin
if (ir-l) < m then begin
(*<   *)
for j := 1+1 to ir do begin
a := arr[j];
for i := J-1 down to 1 do begin
if (arrp] < = a) then goto 11;
arrp+l] := arrp[;]
end;
i := 0;
11: arrp+1] := a
end;
if (jstack = 0) then goto 99;
ir := istackpstack[;]
i  ;= istackpstack-1[;]
jstack : = jstack-2;
end
else begin
i := l;
j := ir;
if (fx*fa-fc)/fm < (fx*fa+fc)/fm then fxcounter[1] := fxcounter[1]+1;
if (fx*fa-fc)/fm < (fx*fa+fc)/fm then fxcounter[8] := fxcounter[8]+1;
if (fx*fa-fc)/fm < (fx*fa+fc)/fm then fxcounter[9] := fxcounter[9]+1;
if (fx*fa-fc)/fm < (fx*fa+fc)/fm then fxcounter[10] := fxcounter[10]+1;
if (fx*fa-fc)/fm < (fx*fa+fc)/fm then fxcounter[12] := fxcounter[12]+1;
if (fx*fa-fc)/fm < (fx*fa+fc)/fm then fxcounter[14] := fxcounter[14]+1;
if (fx*fa-fc)/fm < (fx*fa+fc)/fm then fxcounter[16] := fxcounter[16]+1;
if (fx*fa-fc)/fm < (fx*fa+fc)/fm then fxcounter[17] := fxcounter[17]+1;
if (fx*fa-fc)/fm < (fx*fa+fc)/fm then fxcounter[18] := fxcounter[18]+1;
if (fx*fa-fc)/fm < (fx*fa+fc)/fm then fxcounter[19] := fxcounter[19]+1;
if (fx*fa-fc)/fm < (fx*fa+fc)/fm then fxcounter[20] := fxcounter[20]+1;
if (fx*fa-fc)/fm < (fx*fa+fc)/fm then fxcounter[21] := fxcounter[21]+1;
if (fx*fa-fc)/fm < (fx*fa+fc)/fm then fxcounter[22] := fxcounter[22]+1;
if (fx*fa-fc)/fm < (fx*fa+fc)/fm then fxcounter[23] := fxcounter[23]+1;
if (fx*fa-fc)/fm < (fx*fa+fc)/fm then fxcounter[26] := fxcounter[26]+1;
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if (f*x*fa+fc)/fm < > (f*x*fa+fc)/fm then fxcounter[27] := fxcounter[27]+1;
if (f*x*fa+fc)/fm < > (f*x*fa+fc)/fm then fxcounter[28] := fxcounter[28]+1;
if (f*x*fa+fc)/fm < > (f*x*fa+fc)/fm then fxcounter[29] := fxcounter[29]+1;
if (f*x*fa+fc)/fm < > (f*x*fa+fc)/fm then fxcounter[30] := fxcounter[30]+1;
if (f*x*fa+fc)/fm < > (f*x*fa+fc)/fm then fxcounter[31] := fxcounter[31]+1;
if (f*x*fa+fc)/fm < > (f*x*fa+fc)/fm then fxcounter[32] := fxcounter[32]+1;
if (f*x*fa+fc)/fm < > (f*x*fa+fc)/fm then fxcounter[33] := fxcounter[33]+1;
if (f*x*fa+fc)/fm < > (f*x*fa+fc)/fm then fxcounter[34] := fxcounter[34]+1;
if (f*x*fa+fc)/fm < > (f*x*fa+fc)/fm then fxcounter[35] := fxcounter[35]+1;
if (f*x*fa+fc)/fm < > (f*x*fa+fc)/fm then fxcounter[36] := fxcounter[36]+1;
if (f*x*fa+fc)/fm < > (f*x*fa+fc)/fm then fxcounter[37] := fxcounter[37]+1;
if (f*x*fa+fc)/fm < > (f*x*fa+fc)/fm then fxcounter[38] := fxcounter[38]+1;
if (f*x*fa+fc)/fm < > (f*x*fa+fc)/fm then fxcounter[39] := fxcounter[39]+1;
if (f*x*fa+fc)/fm < > (f*x*fa+fc)/fm then fxcounter[40] := fxcounter[40]+1;
if (f*x*fa+fc)/fm < > (f*x*fa+fc)/fm then fxcounter[41] := fxcounter[41]+1;
if (f*x*fa+fc)/fm < > (f*x*fa+fc)/fm then fxcounter[42] := fxcounter[42]+1;
if (f*x*fa+fc)/fm < > (f*x*fa+fc)/fm then fxcounter[43] := fxcounter[43]+1;
if (f*x*fa+fc)/fm < > (f*x*fa+fc)/fm then fxcounter[44] := fxcounter[44]+1;
if (f*x*fa+fc)/fm < > (f*x*fa+fc)/fm then fxcounter[45] := fxcounter[45]+1;
if (f*x*fa+fc)/fm < > (f*x*fa+fc)/fm then fxcounter[46] := fxcounter[46]+1;
if (f*x*fa+fc)/fm < > (f*x*fa+fc)/fm then fxcounter[47] := fxcounter[47]+1;
if (f*x*fa+fc)/fm < > (f*x*fa+fc)/fm then fxcounter[48] := fxcounter[48]+1;
if (f*x*fa+fc)/fm < > (f*x*fa+fc)/fm then fxcounter[49] := fxcounter[49]+1;
if (f*x*fa+fc)/fm < > (f*x*fa+fc)/fm then fxcounter[50] := fxcounter[50]+1;
if (f*x*fa+fc)/fm < > (f*x*fa+fc)/fm then fxcounter[51] := fxcounter[51]+1;
if (f*x*fa+fc)/fm < > (f*x*fa+fc)/fm then fxcounter[52] := fxcounter[52]+1;
if (f*x*fa+fc)/fm < > (f*x*fa+fc)/fm then fxcounter[53] := fxcounter[53]+1;
if (f*x*fa+fc)/fm < > (f*x*fa+fc)/fm then fxcounter[54] := fxcounter[54]+1;
if (f*x*fa+fc)/fm < > (f*x*fa+fc)/fm then fxcounter[55] := fxcounter[55]+1;
if (f*x*fa+fc)/fm < > (f*x*fa+fc)/fm then fxcounter[56] := fxcounter[56]+1;
if (f*x*fa+fc)/fm < > (f*x*fa+fc)/fm then fxcounter[57] := fxcounter[57]+1;
if (f*x*fa+fc)/fm < > (f*x*fa+fc)/fm then fxcounter[58] := fxcounter[58]+1;
if (f*x*fa+fc)/fm < > (f*x*fa+fc)/fm then fxcounter[59] := fxcounter[59]+1;

fx := (f*x*fa+fc)/fm
counter2 := counter2 + 1;
j := 1+((n+1)* trunc(fx*fm));
a := arr[i];
arr[i] := arr[j];
arr[j] := arr[i];
21: if (j > 0) then begin
  if (a < arr[j]) then begin
    j := j+1;
goto 21;
  end;
end;
if (j = i) then begin
  arr[i] := a;
end;
(* < ********** *)
goto 30;
end;
arr[j] := arr[i];
i := i + 1;
22: if (i = n) then begin
  if (a > arr[i]) then begin
    i := i + 1;
goto 22;
end;
if (j = i) then begin
  arr[i] := a;
i := j;
goto 30;
end;
arr[j] := arr[i];
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j := j - 1;
(* < ------------ *)
goto 21;
30: jstack := jstack + 2;
if (jstack > nstack) then begin
  writeln('Overflow');
  end;
  if (ir - i) >= (i-l)
  then begin
    istackpstack := ir;
    istackpstack-l] := i + 1;
    ir := i-1;
  (* < ------------ *)
  end
  else begin
    istackpstack] := i-l;
    istackpstack-1] := I;
    I  :=  i+1;
  end
  end
  end;
99: end; (* procedure process *)
function anonymous(val: integer): integer;
var
  arr : gl array;
  n : integer;
  i : integer;
  count : array[0..7] of integer;
  correct : array[0..11] of integer;
  pos,k : integer;
  error : boolean;
begin
  (* anonymous *)
  i:= 1;
  while val <> 0 do begin
    arrp] := val mod 8;
    val := val div 8;
    i := i + 1;
  end;
  n := i -1;
  while i <= np do begin
    arr[i] := 0;
    i := i + 1;
  end;
  process(n,arr);
  val := 0;
  for i := np down to 1 do begin
    val := val * 8 + arr[i]
  end;
  anonymous := val;
end; (* anonymous *)
begin
  test2 := anonymous(val);
end;

function test3(val: integer): integer;
const
  np = 11;
type
    gl array = array [1..np] of integer;
var
  i :integer;
  ercent : integer;
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seed : real;
start, finish : integer;
procedure process(n: integer; var arr: gl array);
label
11, 21, 22, 30, 99;
const
m = 6; nstack = 50; fm = 7875; fa = 211.0; fc = 1663.0;
var
l, jstack, ir, iq, i: integer;
f, fm : real; a: integer;
stack: array[1..nstack] of integer;
begi
fm := 1.0/fm;
jstack := 0;
l := 1;
ir := n;
f := 0.0;
while true do begin
if (ir-l) < m then begin
(* < = = = = * *)
for j := 1 to ir do begin
arrp := arrp[i];
for i := j down to 1 do begin
if (arrp[i] < a) then go to 11;
end;
i := 0;
11: arrp+1 := a
end;
end;
else begin
i := j;
end;
end;
end;
fk := (fx*fa+fc)/fm;
(* <  - - - *)
iq := (ir-l+l)* trunc(fx*fm);
a := arr[i];
arr[i] := arr[j];
21: if (j > 0) then begin
iff (a < arr[i]) then begin
j := j-1;
goto 21;
endif
end;
eiff (a < i) then begin
if a <> 1 then arcount[1] := arcount[1] + 1;
if a <> arr[i] then arcount[8] := arcount[8] + 1;
if a <> n then arcount[12] := arcount[12] + 1;
end;
end.
end.
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arr[i] := a;
counter3 := counter3 + 1;
goto 30;
end;
arr[i] := arr[i];
i := i + 1;
22: if (i <= n) then
  if (a > arr[i]) then begin
    i := i + 1;
goto 22;
  end;
arrp[j] := arr[j];
i := i + 1;
20: if (j <= n) then
  if (a > arrp[j]) then begin
    j := j + 1;
goto 20;
  end;
arrp[j] := arrp[j];
goto 21;
30: jstack := jstack + 2;
  if (jstack > nstack) then begin
    writeln('Overflow');
    end;
    (* < = = *)
  end;
else begin
  jstack := i - 1;
skip;
end
end;
99: end; (* procedure process *)
function anonymous(val: integer): integer;
var
  arr : g| array;
  n : integer;
  i : integer;
  count : array[0..7] of integer;
  correct : array[0..11] of integer;
  pos,k : integer;
  error : boolean;
begin (* anonymous *)
i := 1;
  while val <> 0 do begin
    arr[i] := val mod 8;
    val := val div 8;
    i := i + 1;
  end;
n := i - 1;
  while i <= np do begin
    arr[i] := 0;
i := i + 1;
  end;
  process(n,arr);
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```pascal
val := 0;
for i := np down to 1 do begin
  val := val * 8 + arr[i]
end;
anonymous := val;
end; (* anonymous *)
begin
test3 := anonymous(val);
end;

function test4(val: integer): integer;
const
  np = 11;
type
gl array = array [1..np] of integer;
var
  i: integer;
  ir, ir1: integer;
  errcnt: integer;
  seed: real;
  start, finish: integer;
procedure process(n: integer; var arr: gl array);
begin
  11, 21, 22, 30, 99;
  const
    m = 6; nstack = 50; fm = 7875; fa = 211.0; fc = 1663.0;
  var
    i, jstack, ir, iq, i: integer;
    fx, fm, i: real; a: integer;
    istack: array[1..nstack] of integer;
begin
  fm := 1.0/fm;
  jstack := 0;
  l := 1;
  ir := n;
  fx := 0.0;
  while true do begin
    if (ir-l) < m then begin
      (* < \[ \frac{1}{n-1} \] *)
      for j := l+1 to ir do begin
        a := arr[i];
        for i := j-1 downto 1 do begin
          if (arr[i] < a) then goto 11;
          arr[i+1] := arr[i];
        end;
        i := 0;
      end:
      ir := istack[jstack];
      l := istack[jstack-1], 0 then goto 99;
      ir := istack[jstack];
      l := istack[jstack-1];
      jstack := jstack-2;
    end
    else begin
      l := 1;
      j := ir;
      (* < \[ \frac{1}{n-1} \] *)
      iq := l+(l-1)*trunc(fm*frri);
      a := arr[iq];
      arr[iq] := arr[l];
      21: if (j > 0) then begin
```
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if (a < arr[i]) then begin
    j := j-1;
goto 21;
end;
if (j = i) then begin
    arr[i] := a;
goto 30;
end;
arr[i] := arr[i];
i := i + 1;
end;
if (a < arr[i]) then begin
    if (j <= i) then begin
        arr[j] := a;
        i := i + 1;
goto 22;
    end;
end;
if (j <= i) then begin
    arr[i] := a;
i := j;
goto 30;
end;
if j-1 < > j-1 then jcounter[1] := jcounter[1] + 1;
if j-1 < > j-8 then jcounter[8] := jcounter[8] + 1;
if j-1 < > j-10 then jcounter[10] := jcounter[10] + 1;
if j-1 < > j-12 then jcounter[12] := jcounter[12] + 1;
if j-1 < > j-14 then jcounter[14] := jcounter[14] + 1;
if j-1 < > j-16 then jcounter[16] := jcounter[16] + 1;
if j-1 < > j-17 then jcounter[17] := jcounter[17] + 1;
if j-1 < > j-18 then jcounter[18] := jcounter[18] + 1;
if j-1 < > j-21 then jcounter[21] := jcounter[21] + 1;
if j-1 < > j-22 then jcounter[22] := jcounter[22] + 1;
if j-1 < > j-23 then jcounter[23] := jcounter[23] + 1;
j := j - 1;
counter4 := counter4 + 1;
goto 21;
30: jstack := jstack + 2;
if (jstack > nstack) then begin
    writeln('Overflow');
end;
if (jstack > nstack) then begin
    jstack := ir-
    jstack := ir;
    ir := ir + 1;
end;
else begin
    jstack := ir;
end;
31: if (i = 1) then begin
    jstack := ir;
    ir := ir + 1;
end;
32: if (i = 1) then begin
    jstack := ir;
    ir := ir + 1;
end;
33: if (i = 1) then begin
    jstack := ir;
    ir := ir + 1;
end;
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```plaintext
istack[istack-1] := l;
l := i+1;
end
end;
end;
99: end; (* procedure process *)
function anonymous(val : integer): integer;
var
arr : gl array;
n : integer;
i : integer;
count : array[0..7] of integer;
correct : array[0..11] of integer;
pos,k : integer;
error : boolean;
begin (* anonymous *)
i := 1;
while val <> 0 do begin
arr[i] := val mod 8;
val := val div 8;
i := i + 1;
end;
n := i-1;
while i <= np do begin
arr[i] := 0;
i := i + 1;
end;
process(n,arr);
val := 0;
for i := np down to 1 do begin
val := val * 8 + arr[i]
end;
anonymous := val;
end; (* anonymous *)
begin
  test4 := anonymous(val);
end;
```

```plaintext
function test5(val: integer): integer;
const
np = 11;
type
  gl array = array [1..np] of integer;
var
i : integer;
errcnt : integer;
seed : real;
start, finish : integer;
procedure processfn: integer; var arr: gl array);
begin
  fmi := 1.0/fm;
  Repruced
```

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
APPENDIX B. PROGRAM FOR QCKSRT INFECTION ESTIMATES

jstack := 0;
i := 1;
ir := n;
fx := 0.0;
while true do begin
if (ir-l) < m then begin
  (* < (\*)
  for j := l+1 to ir do begin
    a := arr[j];
    for i := j-1 down to l do begin
      if (arr[i] <= a) then goto 11;
      arr[i+1] := arr[i];
    end;
    i := 0;
    11: arr[i+l] := a;
    end;
    if (jstack = 0) then goto 99;
    jstack := jstack-2;
  end
  else begin
    i := l;
    ic := (fx*fa+fc)/fm;
    (* < (\*)
    iq := l+(ir-l+1)*trunc(fx*fm);
    a := arr[iq];
    arr[iq] := arr[i];
    21: if (j > 0) then begin
      if (a < arr[j]) then begin
        j := j-1;
        goto 21;
      end
      else begin
        (* < (\*)
        goto 30;
      end
      end;
    end;
    arr[i] := arr[l];
    i := i + 1;
    22: if (i <= n) then begin
      if (a > arr[i]) then begin
        i := i + 1;
        goto 22;
      end;
    end;
    if (j < = i) then begin
      arr[j] := a;
      i := j;
      goto 30;
    end;
    arr[j] := arr[i];
    j := j-1;
    (* < (\*)
    goto 21;
  end;
  end;
  ir := ir-l;
end;
if (jstack > nstack) then begin
  writeln('Overflow');
end;
if (ir-l) > = (i-j) then begin
  (* < (\*)
  if (jstack > nstack) then begin
    writeln('Overflow');
    end;
  (* < (\*)
  goto 21;
end;
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istack[stack] := ir;
istack[stack - 1] := i + 1;
if i - 1 < > i then icounter[1] := icounter[1] + 1;
if i - 1 < > i + 1 then icounter[2] := icounter[2] + 1;
if i - 1 < > i - r then icounter[3] := icounter[3] + 1;
if i - 1 < > i - r then icounter[4] := icounter[4] + 1;
if i - 1 < > i - r then icounter[5] := icounter[5] + 1;
if i - 1 < > i then icounter[6] := icounter[6] + 1;
if i - 1 < > i + 1 then icounter[7] := icounter[7] + 1;
if i - 1 < > i + 1 then icounter[8] := icounter[8] + 1;
if i - 1 < > i then icounter[9] := icounter[9] + 1;
if i - 1 < > i then icounter[10] := icounter[10] + 1;
else
istack[stack] := i - 1;
end
istack[stack - 1] := i;
l := i + 1;
end

99: end; (* procedure process *)

function anonymous(val : integer): integer;
var
arr : gl array;
n : integer;
i : integer;
count : array[0..7] of integer;
correct : array[0..11] of integer;
pos,k : integer;
error : boolean;
begin (* anonymous *)
i := 1;
while val < > 0 do begin
arr[i] := val mod 8;
val := val div 8;
i := i + 1;
end;
n := i - 1;
while i < = np do begin
arr[i] := 0;
i := i + 1;
end;
end;
process(n, arr);
val := 0;
for i := np do begin
val := val * 8 + arr[i]
end;
end;
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anonymous := val;
end; (* anonymous *)
begin
  test3 := anonymous(val);
end;

begin
  test5 := anonymous(val);
end;

begin
  see d := 123456722.0;
counter1:=0.0;
counter2:=0.0;
counter3:=0.0;
counter4:=0.0;
counter5:=0.0;
for k := 1 to 32 do
  ircounter[k] := 0.0;
for k := 1 to 22 do
  icounter[k] := 0.0;
for k := 1 to 25 do
  jcounter[k] := 0.0;
for k := 1 to 59 do
  fxcounter[k] := 0.0;
for k := 1 to 13 do
  arrcounter[k] := 0.0;
for k := 1 to 100000 do
begin
  inputvalue := equilikdy(0,2400000);
sol := test(inputvalue);
sol1 := test1(inputvalue);
sol2 := test2(inputvalue);
sol3 := test3(inputvalue);
sol4 := test4(inputvalue);
sol5 := test5(inputvalue);
end;
{output statements here}
end.
program shell(input, output);
var
  seed: real;
  k, i: integer;
  counter1, counter2, counter3, counter4, counter5: real;
  inputvalue: integer;
  sol, sol1, sol2, sol3, sol4, sol5: integer; {solution from unperturbed versions}
  here1, here2, here3, here4, here5: real;
  yes1, yes2, yes3, yes4, yes5: boolean;
  perturb: array[1..5] of boolean;
function random_park: real;
{steve park's random number generator}
const
  a = 16807.0;
  m = 2147483647.0;
  q = 127773.0;
  r = 2836;
var
  lo, hi, test: real;
begin
  hi := trunc(seed / q);
  lo := seed - q * hi;
  test := a * lo - r * hi;
  if test > 0 then
    seed := test
  else
    seed := test + m;
  random_park := seed / m;
end;
{ discrete distributions }
function equilike(a, b: integer): integer;
begin
  equilike := a + trunc((b - a + 1) * random_park);
end;
{ continuous }
function uniform(aa, bb: real): real;
begin
  uniform := aa + ((bb - aa) * random_park);
end;
{ perturbation function }
function perturb_uni(x: real): real;
var
  newx: real;
  counter: integer;
begin
  newx := x;
  if (x=0.0) then
    begin
      if random_park < 0.5 then
        newx := random_park
      else
        newx := -random_park
    end
  else
    begin
      counter := 0;
      while (newx = x) do
        begin
          newx := uniform(0.5*x, 1.50*x);
          counter := counter+1;
          if (newx=x) and (counter=5) then
            break
        end
    end
end;
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begin
if random.park < 0.5 then
  newc:=x-random.park
else
  newc:=x+random.park
end;
end;
end;
end;
perturb.uni := newc;
end;
function perturb.eqi(x:integer): integer;
var
newc : integer;
counter : integer;
begin
newc := x;
if (x=0) then
begin
  if random.park < 0.5 then
    newc:=1
  else
    newc:=1;
end
else
begin
  counter:=0;
  while (newc = x) do
begin
    newc := equilikely(trunc(x*0.5),trunc(1.50*x));
    counter := counter+1;
    if (newc=x) and(counter=5) then
    begin
      if random.park < 0.5 then
        newc:=x+1
      else
        newc:=x+1;
    end;
  end;
end;
perturb.eqi := newc;
end;
function test(val: integer): integer;
const
np = 11;
type
gl array = array [1..np] of integer;
var
i : integer;
errcnt : integer;
seed : real;
start, finish : integer;
procedure process(n: integer; var arr: gl array);
label
11, 21, 22, 30, 99;
const
m = 6; nstack = 50; fm = 7875; fa = 211.0; fc = 1663.0;
var
i, jstack, j, ir, iq, i; integer;
x, fmi : real; a: integer;
istack: array[1..nstack] of integer;
begin
end;
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```
fmi := 1.0/fmr;
jstack := 0;
i := 1;
ir := n;
fx := 0.0;
while true do begin
  if (ir-l) < m then begin
    (* < (ir-l) < m then begin *)
      for j := l+1 to ir do begin
        a := arr[j];
        for i := j-1 down to 1 do begin
          if (arr[i] < = a) then goto 11;
          arr[i+1] := arr[j];
        end;
        i := 0;
        11: arr[i+1] := a
      end;
      if (jstack = 0) then goto 99;
      ir := istack[jstack];
i := istack[jstack-1];
jstack := jstack-2;
  end
  else begin
    fx := (fx*fa+fc)/fm;
    (* < fx := (fx*fa+fc)/fm *)
    iq := l+(ir-l+1)*trunc(fx*frn);
    a := arr[iq];
    arr[iq] := arr[i];
  end
  21: if (a > arr[i]) then begin
    j := j-1;
    goto 21;
  end
  end;
  if (j < = i) then begin
    arr[i] := a;
  end
  30: goto 30;
end;
arr[i] := arr[j];
i := i + 1;
22: if (i < = n) then begin
  if (a > arr[i]) then begin
    i := i + 1;
    goto 22;
  end
  if (j < = i) then begin
    arr[i] := a;
    i := j;
    goto 30;
  end
  arr[i] := arr[j];
  j := j - 1;
end
30: jstack := jstack + 2;
if (jstack > nstack) then begin
  writeln('Overflow');
end;
```
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    if (ir - i) >= (i - 1) then begin
        iStack[iStack] := ir;
        iStack[iStack-1] := i + 1;
        ir := i - 1;
        (*<---*)
    end
    else begin
        iStack[iStack] := i + 1;
        iStack[iStack-1] := i;
        i := i + 1;
        end
    end

99: end; (* procedure process *)

function anonymous(val: integer): integer;
var
    arr : gl array;
    n : integer;
    i : integer;
    count : array[0..7] of integer;
    correct : array[0..11] of integer;
    pos,k : integer;
    error : boolean;
begin (* anonymous *)
i := 1;
    while val < 0 do begin
        arr[i] := val mod 8;
        val := val div 8;
        i := i + 1;
    end;
    n := i - 1;
    while i <= np do begin
        arr[i] := 0;
        i := i + 1;
    end;
    process(n, arr);
    val := 0;
    for i := np down to 1 do begin
        val := val * 8 + arr[i]
    end;
    anonymous := val;
end; (* anonymous *)

begin
    test := anonymous(val);
end;

function test1(val: integer): integer;
const
    np = 11;
type
    gl array = array[1..np] of integer;
var
    i : integer;
    errcnt : integer;
    seed : real;
    start, finish : integer;
procedure process(n: integer; var arr: gl array);
label
    11, 21, 22, 30, 99;
const
APPENDIX B. PROGRAM FOR QCKSRT PROPAGATION ESTIMATES

\begin{verbatim}
var
  m, nstack, j, ir, iq, i: integer;
  fm, fa, fc: real;
  istack: array[1..nstack] of integer;
begin
  fm := 1.0/fm;
  jstack := 0;
  i := 1;
  ir := n;
  fx := 0.0;
  while true do begin
    if (ir-l) < m then begin
      yes1:=true;
      if perturb[1] then begin
        ir := (perturb(eq(ir))); (* < -------------- 1^)
        perturb[1] := false;
      end;
      for j := l+1 to ir do begin
        a := arr[j];
        for i := j-1 down to 1 do begin
          if (arrp <= a) then goto 11;
          arrp+1 := arrp;
        end;
        i := 0;
      11: arr[1+1] := a
      end;
    21: if (j > 0) then begin
      if (a < arr[j]) then begin
        j := j-1;
      end;
      goto 21;
    end;
    if (j < i) then begin
      arr[i] := a;
    end;
    j := j+1;
    goto 22;
  end;
end;
\end{verbatim}
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if \( j \leq i \) then begin \\
\( \text{arr}[i] := a; \) \\
\( i := j; \) \\
goto 30; \\
end; \\
\( \text{arr}[j] := \text{arr}[i]; \) \\
\( j := j - 1; \) \\
\(* < \overline{21} \)
\end{verbatim}

\begin{verbatim}
30: \( \text{istack} := \text{istack} + 2; \)
if \( \text{istack} > \text{nstack} \) then begin \\
\( \text{writeln('Overflow');} \)
end;
if \( \text{ir} - i \geq (i-l) \) then \\
else begin \\
\( \text{istack}[\text{istack}] := \text{ir}; \) \\
\( \text{istack}[\text{istack}-1] := i + 1; \) \\
\( \text{ir} := i - 1; \) \\
\(* < \overline{21} \)
\end{verbatim}

\begin{verbatim}
end 
end;
\end{verbatim}

\begin{verbatim}
99: end; (* procedure process *)
\end{verbatim}

\begin{verbatim}
function anonymous(val : integer) : integer;
var \\
\( \text{arr} : g i \text{array;} \)
\( n : integer; \)
\( i : integer; \)
\( \text{count} : array[0..7] of integer; \)
\( \text{correct} : array[0..11] of integer; \)
\( \text{pos}, k : integer; \)
\( \text{error} : boolean; \)
begin (* anonymous *) \\
i := 1; \\
while \( \text{val} < > 0 \) do begin \\
\( \text{arr}[	ext{i}] := \text{val mod 8;} \)
\( \text{val} := \text{val div 8;} \)
\( i := i + 1; \) 
end;
\( n := i - 1; \)
while \( i < = n p \) do begin \\
\( \text{arr}[	ext{i}] := 0; \) \\
i := i + 1; 
end;
\( \text{process(n,arr);} \)
\( \text{val} := 0; \)
for \( i := n p \text{down to 1} \) do begin \\
\( \text{val} := \text{val * 8 + arr}[i]; \)
end;
\( \text{anonymous} := \text{val;} \)
end; (* anonymous *)
\begin{verbatim}
begin1 := anonymous(val);
\end{verbatim}

\begin{verbatim}
function test2(val : integer) : integer;
const \\
np = 11;
\end{verbatim}
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type
gl array = array[1..np] of integer;
var
  i : integer;
  errcnt : integer;
  seed : real;
  start, finish : integer;
procedure process(n: integer; var arr: gl array);
label
  11, 21, 22, 30, 99;
const
  m = 6; nstack = 50; fm = 7875; fa = 211.0; fc = 1663.0;
var
  I, jstack, j, ir, iq, i: integer;
  fc, fm, a: real; a: integer;
  istack: array[1..nstack] of integer;
begin
  fin := 1.0/fm;
  jstack := 0;
  I := 1;
  ir := n;
  fx := 0.0;
  while true do begin
    if (ir-l) < m
      then begin
        (*<  *)
        for j := 1+1 to ir do begin
          a := arr[j];
          for i := j-1 down to 1 do begin
            if (arr[i] <= a) then goto 11;
            arr[i+1] := arr[i];
          end;
          i := 0;
        end;
        end
        else begin
          i := I;
          fie := (fx*fa+fc)/fm;
          if perturb[2] then begin
            end;
          yes2 := true;
          iq := l+(ir-l+l)*trunc(fx*frri);
          a := arr[iq];
          arr[iq] := arr[i];
          afp := 1
          if (j > 0) then begin
            if (a < arr[j]) then begin
              j := j-1;
              goto 21;
            end;
            if (j <= l) then begin
              arr[i] := a;
              (*< = *)
              goto 30;
            end;
          end
          end;
    end
  end;
end;
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```
end;
arr[i] := arr[i];
i := i + 1;
22: if (i <= n) then
   if (a > arr[j]) then begin
      i := i + 1;
goto 22;
   end;
   if (j <= i) then begin
      arr[j] := a;
i := j;
goto 30;
   end;
arr[j] := arr[j];
j := j - 1;
(* < — — — *) goto 21;
30: jstack := jstack + 2;
   if (jstack > nstack) then begin
      writeln('Overflow');
   end;
   if (ir - i) >= (i-l) then begin
      istack[stack] := ir;
      istack[stack-1] := i + 1;
      ir := i -1;
   end
   else begin
      istack[stack] := i-1;
      istack[stack-1] := i;
i := i+1;
   end
end;
99: end; (* procedure process *)
function anonymous(val: integer): integer;
var
   arr : gl array;
n : integer;
i : integer;
count : array[0..7] of integer;
correct : array[0..11] of integer;
pos,k : integer;
error : boolean;
begin (* anonymous *)
i := 1;
while val <> 0 do begin
   arr[i] := val mod 8;
   val := val div 8;
i := i + 1;
end;
n := i-1;
while i <= np do begin
   arr[i] := 0;
i := i + 1;
end;
process(n,arr);
val := 0;
for i := np down to 1 do begin
   val := val * 8 + arr[i]
end;
```
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```pascal
anonymous := val;
begin; (* anonymous *)
begin
  test2 := anonymous(val);
end;

function test3(val: integer): integer;
const
  np = 11;
type
    gl array = array[1..np] of integer;
var
  i :integer;
error : integer;
seed : real;
start, finish : integer;
procedure process(n: integer; var arr: gl array);
  label
    11, 21, 22, 30, 99;
const
  m = 6; nstack = 50; frn = 7875; fa = 211.0; fc = 1663.0;
var
  l, jstack, j, ir, iq, i: integer;
  fx, fm : real; a: integer;
istack:
  array[1..nstack] of integer;
begin
  fm := 1.0/fm;
jstack := 0;
i := 1;
ir := n;
fx := 0.0;
while true do begin
  if (ir-l) < m then begin
    for i := 1+1 to ir do begin
      a := arrp];
      for i := +1 down to 1 do begin
        if arrp] <= a) then goto 11;
        arrp+1] := arrpj;
      end;
i := 0 ;
    11: arrp+1] := a
    end;
  if (jstack = 0) then goto 99;
  l := istack[jstack];
  ir := istack[jstack-1];
  jstack := jstack-2;
  end
else begin
  i := l;
j := ir;
fx := (fx*fa+fc)/frn;
  iq := l+(i+1)* trunc(fx*frn);
a := arr[iq];
arr[iq] := arr[i];
21: if (j > 0) then begin
    if (a < arr[i]) then begin
      j := j-1;
goto 21;
    end
  end
end
```
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```pascal
end;
if (j <= i) then begin
  arr[j] := a;
  yes3 := true;
  if perturb[3] then begin
    arr[j] := (perturb_seq[arr[j]]); (* < ----- 3*)
  end;
  goto 30;
end;
arr[j] := arr[i];
end;
22: if (i <= n) then
  if (a > arr[j]) then begin
    i := i + 1;
go to 22;
end;
end;
arr[j] := arr[i];
j := j - 1;
(* < --------- *)
30: jstack := jstack + 2;
if (jstack > nstack) then begin
  writeln('Overflow');
end;
if (ir - i) >= (i - l) then begin
  istack[istack] := ir;
  istack[istack-1] := i + 1;
  ir := i - 1;
(* < --------- *)
end;
d else begin
  istack[istack] := i - 1;
  istack[istack-1] := i;
end
end;
end;
99: end; (* procedure process *)
function anonymous(val: integer): integer;
var
  arr : gl array;
  n : integer;
  i : integer;
  count : array[0..7] of integer;
  correct : array[0..11] of integer;
  pos,k : integer;
  error : boolean;
begin (* anonymous *)
i := 1;
while val <> 0 do begin
  arr[i] := val mod 8;
  val := val div 8;
i := i + 1;
end;
n := i - 1;
```
while \( i < = n \) do begin
  \( \text{arr}[i] := 0; \)
  \( i := i + 1; \)
end;
process(n,arr);
val := 0;
for \( i := n \) down to 1 do begin
  val := val * 8 + arr[i]
end;
anonymous := val;
end; (* anonymous *)
begin
  test3 := anonymous(val);
end;
function test4(val: integer): integer;
const
  np = 11;
type
gl array = array [1..np] of integer;
var
  i : integer;
  errcnt : integer;
  seed : real;
  start, finish: integer;
procedure process(n: integer; var arr: gl array);
lable
  11, 21, 22, 30, 99;
const
  m = 6; nstack = 50; fm = 7875; fa = 211.0; fc = 1663.0;
var
  I, jstack, j, ir, iq, i: integer;
  fx, fm i: real; a: integer;
  istack: array[1..nstack] of integer;
begin
  fnm := 1.0/fm;
  jstack := 0;
  I  := 1;
  ir := n;
  fx := 0.0;
  while true do begin
    if (ir-I) < m then begin
      (* < ------- *)
      for \( j := 1+1 \) to \( i \) do begin
        a := arr[j];
        for \( i := j-1 \) down to 1 do begin
          if arr[i] <= a then goto 11;
          arr[i+1] := arr[i];
        end;
      end;
      i := 0;
    end;
    if (jstack = 0) then goto 99;
    ir := istack[jstack];
    \( i := \) istack[jstack-1];
    jstack := jstack-2;
  end
else begin
  i := I;
  j := ir;
  fx := (fx*fa+fc)/fm;
  (* < ------- *)
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\[ i_0 := 1 + (r_0 + 1) \times \text{trunc}(5 \times f_{\text{ri}}); \]
\[ a := \text{arr}[i_0]; \]
\[ \text{arr}[a] := \text{arr}[i_0]; \]
21: if \((j > 0)\) then begin
    if \((a < \text{arr}[j])\) then begin
        \(j := j - 1;\)
        goto 21;
    end;
    \((i < = j)\) then begin
        \(\text{arr}[i] := a;\)
    end;
    goto 30;
end;
30: \(j_{\text{stack}} := j_{\text{stack}} + 2;\)
end;

function anonymous(val: integer): integer;
var
    arr: ^array;
    n: integer;
    i: integer;
    count: array[0..7] of integer;
    correct: array[0..11] of integer;
    pos, k: integer;
    error: boolean;
begin
    \(i_{\text{stack}} := \text{arr}[i];\)
    \(i_{\text{stack} + 1} := i + 1;\)
    \(i := i - 1;\)
end;

99: end; (* procedure process *)
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begin (* anonymous *)
i := 1;
while val <> 0 do begin
arr[i] := val mod 8;
val := val div 8;
i := i + 1;
end;
n := n - 1;
while i <= np do begin
arr[i] := 0;
i := i + 1;
end;
process(n,arr);
val := 0;
for i := np down to 1 do begin
val := val * 8 + arr[i]
end;
n := i - 1;
while i <= np do begin
anonymous := val;
end; (* anonymous *)
end;
begin
process(nlarr);
val := 0;
for i := np down to 1 do begin
val := val * 8 + arr[i]
end;
n := i - 1;
while i <= np do begin
anonymous := val;
end; (* anonymous *)
end;
function test5(val: integer): integer;
const
np = 11;
type
gl array = array [1..np] of integer;
var
i :integer;
errcnt : integer;
seed : real;
start, finish: integer;
procedure process(n: integer; var arr: gl array);
label
11, 21, 22, 30, 99;
m  = 6; nstack = 50; fm = 7875; fa = 211.0; fc = 1663.0;
var
j, jstack, j, ir, iq, i: integer;
fx, fm : real; a: integer;
istack: array[1..nstack] of integer;
begin
fmi := 1.0/fm;
j := 0;
while true do begin
if (ir-l) < m then begin
for j := l + 1 to ir do begin
a := arr[i];
for i := j - 1 down to 1 do begin
if (arr[i] <= a) then goto 11;
arr[i+1] := arr[i];
end;
end;
i := 0;
11: arr[i+1] := a
end;
end;
end;
end;
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1 := istack[istack-1];
        jstack := jstack-2;
        end
        else begin
        i := l;
        j := ir;
        fx := (fx*fa+fc)/frn;
        \[ \text{(* } \frac{i}{q} = \frac{1 + (\frac{l - 1}{l})^2}{\text{trunc}(\frac{fx*frn}{frn})} \text{ *)} \]
        a := arr[iq];
        arr[iq] := arr[i];
21: if (j > 0) then begin
        if (a < arr[i]) then begin
        j := j-1;
        goto 21;
        end;
        if (j <= i) then begin
        arr[i] := a;
        i := j;
        goto 30;
        end;
        end;
22: if (i <= 0) then begin
        if (a > arr[j]) then begin
        i := i + 1;
        goto 22;
        end;
        if (j <= i) then begin
        arr[j] := a;
        i := j;
        goto 30;
        end;
        arr[j] := arr[i];
        j := j - 1;
        \[ \text{(* } \frac{i}{q} = \frac{1 + (\frac{l - 1}{l})^2}{\text{trunc}(\frac{fx*frn}{frn})} \text{ *)} \]
40: jstack := jstack + 2;
        if (jstack > nstack) then begin
        writeln("Overflow");
        end;
        if (ir-i) >= (i-l) then begin
        istack[jstack] := ir;
        istack[jstack-1] := i + 1;
        ir := i - 1;
        yes5 := true;
        if perturb[5] then begin
        ir := (perturb.eq(ir)); (* < 5 *)
        end;
        end
else begin
        istack[jstack] := l-1;
        istack[jstack-1] := i;
        l := i+l;
        end
    end
    end
end;
(* procedure process *)
function anonymous(val : integer): integer;
```
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var
arr : gl array;
n : integer;
i : integer;
count : array[0..7] of integer;
correct : array[0..11] of integer;
pos,k : integer;
error : boolean;
begin (* anonymous *)
i:= 1;
while val <> 0 do begin
arr[i] := val mod 8;
val := val \div 8;
i := i + 1;
end;
n := i -1;
while i <= np do begin
arr[i] := 0;
i := i + 1;
end;
process(n,arr);
val := 0;
for i := np down to 1 do begin
val := val * 8 + arr[i]
end;
anonymous := val;
end; (* anonymous *)
begin
(* anonymous *)
test5 := anonymous(val);
end;

(* anonymous *)
main

counter1:=0.0;
counter2:=0.0;
counter3:=0.0;
counter4:=0.0;
counter5:=0.0;
herel := 0.0;
here2 := 0.0;
here3 := 0.0;
here4 := 0.0;
here5 := 0.0;
for k := 1 to 250000 do
begin
inputvalue := equilikely(0,2400000);
yes1 := false;
yes2 := false;
yes3 := false;
yes4 := false;
yes5 := false;
for i := 1 to 5 do
perturb[i] := true;
sol := test(inputvalue);
sol1 := test1(inputvalue);
sol2 := test2(inputvalue);
sol3 := test3(inputvalue);
sol4 := test4(inputvalue);
sol5 := test5(inputvalue);
if yes1 then herel := herel + 1;
if yes2 then here2 := here2 + 1;
if yes3 then here3 := here3 + 1;
APPENDIX B. PROGRAM FOR QCKSRT PROPAGATION ESTIMATES

if yes4 then here4 := here4 + 1;
if yes5 then here5 := here5 + 1;
if sol <> sol1 then
    counter1 := counter1 + 1.0;
if sol <> sol2 then
    counter2 := counter2 + 1.0;
if sol <> sol3 then
    counter3 := counter3 + 1.0;
if sol <> sol4 then
    counter4 := counter4 + 1.0;
if sol <> sol5 then
    counter5 := counter5 + 1.0;
end;
write ln ('lo o unte rl /  herel:14:'.
write ln ('2 counter2 /  here2:14::
write ln ('3 counter3 /  here3:14:!
write ln ('4 counter4 /  here4:14::
write ln ('5 oounter5 /  here5:14::
end.
Appendix C

Program Used in Experiment I

This code is from [2]. Function poidev is found on page 717, Function gammln is found on page 704, and the random number generator is from [1].

```
procedure trial(xm : real);
  const
  pi = 3.141592654;
  var
  aa,bb,cc,dd,ee,ff,gloldm,glsq,glabm,glg,emt,y : real;
  seed : real;
  function random'park : real;
  steve park's random number generator
  const
  a = 16807.0;
  m = 2147483647.0;
  q = 127773.0;
  r = 2836;
  var
  lo,hi,test : real;
  var
  hi := trunc(seed / q);
  lo := seed - q * hi;
  test := a * lo - r * hi;
  if test > 0 then
    seed := test
  else
    seed := test + m;
  random'park := seed / m;
end;

function gammln(xx: real): real;
  const
  stp = 2.50662827465;
  half = 0.5;
  one = 1.0;
```
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```plaintext
fpf = 5.5;
var
x, tmp, ser : real;
j : integer;
cof : array[1..6] of real;
var
cof[1] := 76.18009173;
cof[2] := -86.50532033;
cof[4] := -1.231739516;
cof[5] := 0.120858003e-2;
cof[6] := -0.539682e-5;
x := oo-one;
tmp := x+fpf;
tmp := (x-half)*ln(tmp)-tmp;
ser := one;
for j := 1 to 6 do
var
  x := x+ons;
  ser := ser+cof[j]/x;
end;
gammln := tmp+ln(stp*ser);
end;
var (*main*)
seed := 1234567.0;
goldm := 1.0;
if (xm < 12.0) then
var
  if (xm <> goldm) then
    var
      goldm := xm;
      glg := exp(-xm);
      end;
      em := -1;
      t := 1.0;
      repeat
        em := em + 1.0;
        t := t * random'park;
      until (t <= glg);
    end
  else
    var
      if (xm <> goldm) then
        var
          goldm := xm;
          gglg := sqrt(2.0*xm);
          glalxm := ln(xm);
          gig := xm^glalxm-gammln(xm+1.0)
          end;
          repeat
            y := pi*random'park;
            y := sin(y)/cos(y);
            em := gglg*y+xalxm
            until (em = 0.0);
            em := trunc(em);
            aa := sqv(y+1.0); 1
            bb := aa + 1.0; 2
            cc := em + 1.0; 3
            dd := gammln(cc); 4
            ee := em*glalxm-dd-glg; 5
```
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\[
\begin{align*}
 ff &:= bb \times \exp(ee); 6 \\
 t &:= 0.9 \times ff; 7 \\
 \text{until}(\text{random park} <= t) \\
 &\text{end;}
\end{align*}
\]

\[
\begin{align*}
 \text{writeln}(em); \quad \text{this is output} \\
 \text{end;}
\end{align*}
\]
References


Appendix D

Notation and Symbols

This appendix contains the symbols used throughout the thesis.

$P$ input program to PIA

$P'$ the simplified input program

$P''$ the simplified input program after having each location identified

$P_x$ the $x^{th}$ version of program $P$

$[P]$ the function program $P$ computes

$\text{pred}(l, i, x)$ the location executed before location $l$ on the $i^{th}$ iteration of location $l$ on input $x$; this is a function of the input and the particular iteration of $l$ for the input

$\text{succ}(l, i, x)$ the location executed after location $l$ on the $i^{th}$ iteration of location $l$ on input $x$; this is a function of the input and the particular iteration of $l$ for the input

$ds_{gl}$ the succeeding data space of location $l$

$ds_{pl}$ the preceding data space of location $l$

$\mathcal{F}_l$ the class of faults used for infection analysis at location $l$

$\mathcal{F}$ the class of faults used for infection analysis regardless of location, i.e., $\cup_{i=1}^{n} \mathcal{F}_i$ for $n$ locations

$F_{x,a_i}$ the failure propagation estimate for location $x$ and the $i^{th}$ active variable
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\[ F_x = \min_i \{F_{x,a_i}\} \] which is the failure propagation estimate of location \( x \)

\[ V_{l,i} \] the viral propagation rate between data spaces \( ds_{f_i} \) and \( ds_{g_i} \) on the \( i^{th} \) iteration of location \( l \)

\( \lambda x \) the latent failure rate of path or path equivalence class \( x \)

\[ I_{x,a_i} \] the infection estimate for location \( x \) and the \( i^{th} \) semantic alternative

\[ I_x = \min_i \{I_{x,a_i}\} \] which is the infection estimate of location \( x \)

\( \phi \) the input domain of the program

\( \phi_i \) the input domain for path equivalence class \( i \)

\( E_i \) the probability of executing some abstraction level \( i \) location or group of locations

\( D_l(x) \) the error degree of location \( l \) for data state \( x \); \( x \) may be either the succeeding or preceding data state

\( T \) the set of all trips through the program

\( TS \) the set of all trip sets through the program

\( h_i \) the dispersion histogram for path equivalence class \( i \)

\( N_i \) the number or points uniformly chosen from \( \phi_i \) for a given \( \alpha \)

\( \hat{N}_i \) the number of points chosen using the modified algorithm\(^1\) from \( \phi_i \) for a given \( \alpha \)

\( \gamma \) is \( N_i - \hat{N}_i \); this is the difference in the number of points required for a given \( \alpha \) between the modified algorithm and uniform sampling

\( PEC \) the set of all path equivalence classes through a program

\( A_l \) the set of active variables of data space \( l \); \( l \) is the data space immediately succeeding location \( l \)

\( \Delta \) the alternative class representing both the class of faults used for infection analysis and the perturbation function parameters used for propagation analysis

\( B_{l,i}(x) \) the data state encountered prior to executing location \( l \) on the \( i^{th} \) iteration of location \( l \) from input \( x \)

\(^1\)Detailed in Chapter 5.
APPENDIX D. NOTATION AND SYMBOLS

$\mathcal{A}_{i,i}(x)$ the data state produced after executing location $l$ on the $i^{th}$ iteration of location $l$ from input $x$

$\mathcal{B}_l(x) = \bigcup_{i=1}^{n} \mathcal{B}_{i,i}(x)$ which is the set of all data states before location $l$ on input $x$

$\mathcal{A}_l(x) = \bigcup_{i=1}^{n} \mathcal{A}_{i,i}(x)$ which is the set of all data states after location $l$ on input $x$

$\Upsilon$ the testing complexity metric

$\alpha$ the desired confidence in the probable correctness model

$R_P$ the reliability estimate for program $P$

$\lambda_P$ the failure probability of program $P$; the units are failures per number of executions

$\zeta_l$ a measure of how easily a location can hide faults relative to $\Delta$; the greater $\zeta_l$, the greater a location’s ability

$\Pr[A]$ the probability of event $A$ occurring

$\top$ true

$\bot$ false

$\emptyset$ the empty set

$a \rightarrow b$ $a$ implies $b$

$\land$ logical and

$\lor$ logical or

$[f](x)$ $\uparrow$ the function computed by the code represented by $f$ on input $x$ is defined
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