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ABSTRACT 
 

Two-dimensional (2D) materials, including graphene and graphene oxide (GO), 
are a subject of interest for many researchers due to their exceptional properties 
(strength, conductivity, etc.). These materials, comprised of atomically-thin 
sheets, may naturally occur stacked together like sheets of paper, but their most 
interesting properties emerge when separated into individual layers. However, 
scaling up the processes used to isolate single sheets of some of these 
materials, particularly graphene, has proven problematic. They can be fiercely 
resistant to exfoliation, difficult to disperse, and have a worrying propensity to 
restack. All these problems contribute to the great difficulty these fascinating 
materials have encountered leaving the lab and entering commercial use. 
Existing production methods either produce minute quantities, require huge 
amounts of energy, or involve chemical treatments that transform their properties, 
typically for the worse. Here, we investigate a method that instead harnesses 
these difficulties. We force the material to exfoliate itself at the interface between 
two immiscible solvents, stabilizing the interface and acting as a surfactant with a 
two-dimensional morphology.  
In this work we investigate this method and its results in two ways. First, we 
describe a method we developed using optical microscopy and free software 
(ImageJ and Gwyddion) that rapidly and inexpensively provides full, 
simultaneous characterization of thousands of sheets of these materials, yielding 
both flake area and thickness. We then use this technique to examine the 
changes induced in 2D material that was exfoliated at the oil–water interface, 
improving our understanding of the process at the population/production level. 
Second, we characterize this interaction using force spectroscopy with graphene-
functionalized colloidal probes at the surface of pinned droplets of heptane in 
water. This provides valuable insight into the not-well-understood mechanisms 
underlying the exfoliation process at the interfacial level. By combining the results 
seen across these two length scales, our results significantly enhance the 
understanding of this novel exfoliation process. 
Additionally, we examine the interactions between another 2D material, mica, 
and an oil-coated probe in a salt brine using force spectroscopy at high 
temperature (100 °C) and high pressure (100 atm). These tests are the first 
demonstration of force spectroscopy in this parameter space and reveal the 
significant impact of both temperature and pressure on interfacial forces between 
oil and mineral in this regime. 
Taken together, our results impact a wide variety of systems including the large-
scale production of nanomaterials, nanocomposites, solar cells, sensors, flexible 
electronics, oil recovery, and catalysis. 
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Chapter 1 

Introduction and Theory 

1.1. Introduction and Structure 

The class of 2D materials includes the strongest material ever tested (graphene) and 

materials with a variety of unusual optical, electrical, and magnetic properties.1–3 These 

properties result from their unusual form factor; they are comprised solely of a single 

to few layer sheet of atoms, with no additional “bulk” material. The limitation of their 

shapes to two dimensions constrains the movement of phonons and electrons 

transmitted through them to only two dimensions, rather than the usual three, 

constricting the dissipation of energy. However, while these properties (and their 

myriad potential uses) are certainly appealing, the materials themselves are not well 

utilized in industry or commercial applications. This is due to the extreme difficulty in 

maintaining the form factor the properties originate from, i.e. single, atomically thin 

sheets. The materials typically originate as large stacks of sheets held together by van 

der Waals forces. Therefore, before the material can be utilized, the sheets must be 

separated into individual or few layer stacks. This can be difficult, as some of the most 
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interesting members of this class of materials, including graphene, do not suspend well 

in any solvents and the layers are difficult to separate (or “exfoliate”) from the stacked 

natural material without restacking. The most common methods for separating these 

layers have involved forcibly breaking the materials apart through techniques such as 

sonication, which uses high-energy sound waves. Sometimes the resulting suspension 

is stabilized with the introduction of a surfactant, which coats the sheets and keeps 

them from re-aggregating. Both of these methods are costly and detrimental to the 

properties of the material as the final result is either coated with another lesser material 

that then must be removed (surfactants) or has been broken into smaller pieces which 

have diminished properties4–9 at high energy cost (sonication). However, a recently 

developed technique for separating the layers instead makes use of these materials’ 

difficulties in exfoliation and suspension. This method first combines two immiscible 

solvents, neither of which the 2D material will readily suspend in. Next, it introduces 

the bulk form of the material to this combination. Here, surprisingly, the material will 

exfoliate itself to best cover the most energetically-efficient location available – the 

interface between the liquids. This creates an emulsion of the two solvents stabilized 

by the 2D material.10 

In this work, we describe two techniques we developed to investigate the underlying 

mechanisms of this method. First, we detail a new, rapid method for optical 

characterization of nanosheet materials. Our technique relies only on optical 

microscopy and free, open-source software, but is still powerful enough to 

simultaneously determine the thickness and lateral dimensions of thousands of 

individual nanosheets in images on the scale of one square millimeter. We then 

examine the macroscopic results of the emulsion-based exfoliation process, revealing 

new insights into the behavior of entire populations of nanosheets at the oil–water 
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interface. Second, we directly probe the interfacial forces of the 2D material at the 

interface between these two liquids using atomic force spectroscopy. This entails 

measuring the interactions between a colloidal atomic force microscope (AFM) probe 

that has been functionalized with a 2D material and the surface of a bubble of heptane 

pinned to a substrate in a water bath. By examining the long-range attraction and 

adhesion seen between these two objects we can begin to expand our understanding 

of the exfoliation process as it occurs at the interface. 

Furthermore, we broaden our investigations of the interactions between 2D materials 

and oil–water interfaces into more extreme environments. Here, we demonstrate, for 

the first time, force spectroscopy measurements taken at high temperature (100 °C) 

and high pressure (100 atm), simulating those conditions found at depth in an oil 

reservoir. Using a 2D mica substrate and a crude-oil functionalized colloidal AFM 

probe, we measure the adhesion between the two as a function of temperature and 

pressure while immersed in a salt brine. This expands the reach of atomic force 

spectroscopy into a new regime and reveals the impact of these variables on surface 

interactions.  

This dissertation is broken into six chapters. The first chapter gives an introduction and 

the general motivation for the work. It then provides an overview of three major topics 

that pertain to all aspects of this research: surface energy and interfaces, 2D materials 

and their structure, and the basic mechanisms underlying force spectroscopy. The 

second chapter describes the experimental methods utilized. The third chapter focuses 

on the optical analysis technique we developed, providing the underlying theory, its 

development, and the results when applied to the emulsion-based exfoliation process. 

The fourth chapter focuses on the interaction of a probe functionalized with 2D material 

and a liquid–liquid interface. It includes an overview of the theory of particle–interface 
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interactions and the complications inherent in performing force spectroscopy on a non-

rigid surface. The fifth chapter examines the interactions between a crude oil 

functionalized probe and an atomically flat mineral substrate at high temperatures and 

pressures. This chapter includes a brief discussion of the formation and development 

of petroleum reservoirs and the methods used to predict the efficacy of various 

extraction methods. The sixth chapter provides a conclusion and avenues for future 

work.  

1.2. Surface Energy and Interfaces 

Surface energy arises from the differences between the possible arrangements of 

atoms at the surface of a material and those arrangements possible in the bulk portion 

of the material. Atoms at a surface have an inherent inefficiency in their arrangement, 

as they are not able to fully bond with other atoms in the material due to their exposed 

face. As it is necessary for any object to have some sort of surface, and there is always 

some amount of energetic cost associated with a unit of surface area, systems attempt 

to configure themselves in such a way as to minimize this energy. This is what drives 

liquids to form into spherical droplets, as this is the shape with the lowest surface–

volume ratio and thus the lowest amount of energetically inefficient surface atoms. 

While this idea is most familiar when associated with liquids, where it is commonly 

called surface tension, the same concept still applies to the structure and properties at 

any boundary between two substances, regardless of phase. We also note that the 

cost associated with the surface is not only dependent on environmental factors, such 

as temperature and pressure, but also intrinsically dependent on the substance on the 

other side of the interface, as the interactions between the two materials will determine 

the possible atomic/molecular arrangements. It is therefore not a singular property for 

any given material, but instead varies across each possible combination of material 
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and circumstance. For this reason, surface energy is also called interfacial energy and 

is important for wetting and other interfacial processes as it also determines any 

movement of material on or about the surface. 

We can also think of this energy as the work required to deform a surface and thereby 

create additional surface area. More explicitly, we can define the interfacial energy in 

terms of the work required to split a surface by breaking the bonds in the bulk portion 

of the material. For the interface between two materials A and B, the interfacial energy 

γAB is defined by convention as being half the work required to split a unit area of that 

material. That is, 

                  ��� = 12 ∆	�� 
(1.1) 

where the factor of two comes from the fact that two unit areas of the interface are 

being created from this splitting. 

A multitude of models exist for describing the surface energy of a system. They vary 

in the number of components the quantity is broken into, typically one to three. The 

best-known single component model was described by Zisman in 1964.11 This model 

relies on the measurement of contact angles (see Figure 1.1) between a surface and 

droplets of various liquids with known surface tensions. The surface energy of the solid 

surface is deemed to be equal to the surface tension of the highest surface tension 

liquid that would perfectly wet the surface, as determined by plotting the contact angles 

of the various liquids against their surface tensions and finding the intercept. This 

method works well for non-polar polymer surfaces, such as polyethylene, but begins 

to show weakness when used to describe surfaces that are, even in part, polar, i.e. 

have a net dipole moment. This is due to its reliance on a single parameter of the 
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liquids—the surface tension—which cannot describe the entirety of their interactions 

with all kinds of surfaces. 

Another group of models were developed, this time with two components. These 

components are typically broken into dispersive (or non-polar) and polar. While the 

dispersive forces are typically stronger, the polar interactions still play a significant, 

and sometimes dominant, role. Several models exist that incorporate these two 

components, including those developed by Owens and Wendt,12 Fowkes,13 Wu,14 and 

Schultz.15 Experimentally, each of these methods still rely on contact angle 

measurements as seen in the Zisman theory. The first three differ chiefly in the liquids 

used and the use of the geometric mean, harmonic mean, or both for combining the 

results of these different liquids. The last (Schultz) uses a two-liquid system where 

contact angles of a droplet submerged in another liquid are used to examine 

particularly high-energy surfaces that otherwise are completely wet by most liquids. 

Several theories also exist which describe surface energy with three (or more) 

components, including an extended version of the above Fowkes theory and the van 

Oss theory.16,17 By using n different liquids with the Fowkes method, rather than two, 

it is possible to determine the contribution of n components of the surface energy, 

including dispersion and polar interactions, but also hydrogen bonding, Debye 

(induction) forces, etc. The description developed by van Oss and co-workers splits 

the polar component into contributions from acids and bases. Despite the varied nature 

of these theories, ultimately each must be measured by one of the following methods. 
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Figure 1.1: Diagram of the essential relations in contact angle measurements. The contact 

angle θc is defined as the angle between the surface of the solid (gray) and the tangent line of 

the edge of the liquid droplet (blue) where it contacts the solid surface. The contact angle 

shown here is approximately 135°. 

There are several common methods for measuring surface energy. Contact angle 

measurements are among the most common This type of measurement formed the 

initial basis for all the above theories of surface energy, though they can be now 

measured using other techniques as well. This type of measurement involves placing 

a droplet of a liquid onto a flat surface of a given material and measuring the angle 

that the liquid forms at the edge of the droplet (Figure 1.1). This can be done using a 

goniometer, protractor, or, more commonly in this age, a camera and computer 

software. This angle can be related to the surface energies of the three components 

of the system by the Young equation: 

 �
� = �
� 
 ����������,  (1.2) 

Where γSG is the energy of the solid–gas interface, γSL that of the solid–liquid interface, 

γLG that of the liquid–gas interface, and θc the angle formed at the intersection of the 

three components. This relationship would also hold if the gas component was instead 

another, immiscible liquid. These angles are used to generally place various 

liquid/solid/gas systems along a continuum based on the degree of “wetting,” or 
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covering, of the solid surface by the liquid (Table 1.1). Visual representations of each 

of these categories can be found in Figure 1.2. 

 Contact Angle Degree of wetting 

A Θ = 180° Perfectly non-wetting 
B 90° < Θ < 180° Low wetting 
C 0° < Θ ≤ 90° High wetting 
D Θ = 0° Perfectly wetting 

Table 1.1: Contact angle values and descriptions for different ideal cases and ranges of wetting 

behavior. Each case (A through D) is represented graphically in Figure 1.2. 

 

Figure 1.2: Various shapes assumed by liquid droplets with differing degrees of surface wetting:  

perfectly non-wetting (A), low wetting (B), high wetting (C), perfectly wetting (D). 

While this angle is relatively straightforward to measure and categorize, it is easily 

affected by surface contaminants or structural issues with the material as the 

relationships above assume a completely flat and rigid surface, which is usually not 

possible. The best available case is a single, perfectly clean, single species, atomically 

flat layer that is large enough on which to place a visible droplet, such as an 

exceptionally well-cleaved piece of highly oriented pyrolytic graphite (HOPG). These 

restrictions clearly limit the possible substrates and, therefore, combinations of 

materials available, if one does not wish to compromise their measurements with such 

factors.   
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Figure 1.3: Diagram of gas chromatography (A) and inverse gas chromatography (B). Gas 

chromatography can separate components of a sample gas by flowing it through a tube which 

is packed with a known material, referred to as the stationary phase, to which the components 

of the sample gas adsorb and then elate at timings individual to each component. Inverse gas 

chromatography instead measures the surface energy of a material by monitoring the lag and 

flow rate of a probe gas as it travels through a column in which the sample material has been 

placed. Varying the probe molecule or other, environmental variables allow for information 

about the sample to be determined based on these lag and flow times. 

Another method for measuring surface energy is inverse gas chromatography (IGC).18–

21 Typically gas chromatography is used to separate components of a liquid or gas 

sample by flowing it through a column containing a known material referred to as the 

stationary phase. The different components of the sample adsorb onto the surface of 

the stationary phase and then, after some characteristic retention time, each 
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component elutes from the surface, separating them. Inverse gas chromatography 

reverses this by instead using the sample material as the stationary phase and flowing 

only a single known probe molecule through the column. By examining the elution time 

and flow rate as a function of different variables such as the choice of probe molecule, 

temperature, pressure, or sample packing it is possible to determine many 

characteristics of the sample/probe molecule interaction. While powerful, the technique 

is also very sensitive to the amount of material used and its packing in the column, 

especially for low-energy or low surface area materials, and can require extensive 

computational support to account for these variables.22 

 

Figure 1.4: The surface force apparatus (SFA) measures interaction forces between two 

optically transparent hemicylindrical structures through the use of a spring-loaded cantilever 

with separation distance determined through multiple beam interferometry. 
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The surface force apparatus (SFA) is another instrument capable of measuring surface 

forces and energy. It is capable of measuring forces between two surfaces in either 

gas or liquid environments and is capable of measuring forces as small as a few nN 

with distance resolution on the angstrom scale. The development of the apparatus has 

been primarily driven by the work of Israelachvili and coworkers, with the Mark I version 

first described in 197623 and the most recent iteration, the SFA 2000, described in 

2010.24 The initial Mark I built on an earlier version of a similar apparatus by Tabor and 

Winterton, which was limited to working in air.25 The general structure consists of two 

hemicylinder surfaces, one mounted stably, and the other attached to a spring-loaded 

cantilever (Figure 1.4). The hemicylinders are either coated with or comprised of the 

material to be characterized. Mica is often used as the primary component of the 

hemicylinder, as it is molecularly flat, optically transparent (a requirement for the 

device), and easy to work with. It is usually backed with a thin layer of silver to enhance 

reflectivity. The surfaces of the hemicylinders are initially oriented with their cylindrical 

axes at right angles to each other and are slowly brought into contact using a multi-

stage approach setup. The separation between the surfaces is measured via multiple 

beam interferometry and the force applied to the lower hemicylinder is measured via a 

series of springs. This technique is limited to materials or thin coatings that are optically 

transparent due to the use of interferometry and is oriented towards the use of flat 

surfaces rather than other objects, though extensions and variations are available. As 

a consequence of the two-hemicylinder geometry it has a minimal contact area of 

5 µm2.26 Additionally, as it relies on a mechanical screw system to move the surfaces 

and identification of interference patterns to determine separation distance, it has a 

time resolution of approximately 1 second.27 The SFA is only available commercially 

from SurForce LLC, which was founded by Israelachvili in 2002.28 
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Figure 1.5: Atomic force microscopy (AFM) utilizes a probe (nanometer to micron tip radius) to 

obtain topography images of a sample surface by rastering back and forth. The probe is 

attached to a flexible cantilever (hundreds of microns in length) which deflects as a function of 

topography and/or surface interactions. This provides a mechanism to visualize surface 

features too small to be resolved with traditional optical microscopy methods or even those 

that do not have a “visible” component in any sense (surface forces). 

Atomic force microscopy (AFM) can also be used to measure surface energy. It uses 

a micro or nanoscale probe attached to a microscopic cantilever that is brought into 

contact with the surface of a sample (Figure 1.5). The force between the probe and 

sample is measured by recording the bending of the cantilever attached to the probe. 

It has sub-nanometer distance resolution and piconewton force resolution. The 

interaction forces measured can include mechanical contact, electrostatic, or magnetic 

forces, among many others. This information can be used to generate images of 

sample surfaces or maps of interactions as a function of z-spacing between probe and 

sample. This technique was the primary one used in this work and the use of this 

instrument to measure surfaces forces and interactions as a function of separation 

distance, called force spectroscopy, will be discussed in-depth in section 4 of this 

chapter and is the main focus of chapters 2, 4, and 5. 
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1.3. 2D Materials 

1.3.1. Structure of 2D Materials 

Two dimensional materials are defined by their shape rather than by a particular 

chemical composition. They are composed of a sheet only a single or few atoms thick. 

This unusual structure constrains the motion of waves and particles in the material to 

only this plane rather than the three-dimensional (3D) structure of other materials. By 

reducing the possible directions for movement, a variety of interesting properties 

emerge in these materials. While at least 826 candidates for stable 2D materials have 

been identified,29 attention has largely focused on a small subset of these, described 

below. Our work focused on the first two, graphene and graphene oxide, but the 

techniques we developed can be applied to the others as well. 

 

Figure 1.6: Graphene exhibits an unusual atomic structure; the hexagonal latttice of carbon 

atoms (black circles) makes individual, atomically-thin sheets of material. These sheets stack 

together like sheets of paper to form the more common graphite. 

The first free-standing atomically-thin material of this type, graphene, was isolated in 

2004 by Geim and Novoselov.30 They received the Nobel Prize in Physics in 2010 for 

this groundbreaking discovery. Graphene is the most well known and most well studied 
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2D material. It is composed solely of a hexagonal lattice of carbon atoms (Figure 1.6). 

Graphene is the strongest material ever tested31 and has a bevy of other interesting 

mechanical properties.32 It is also an excellent conductor of heat33,34, and has a zero 

bandgap with extremely high electron mobility.35 The optical properties are also 

promising; despite being only one atom thick it is visible to the naked eye, absorbing 

2.3% of visible light.36 

 

Figure 1.7: Graphene oxide is composed of a hexagonal lattice of carbon atoms (black) 

functionalized with oxygen (blue) and hydrogen (orange) atoms in various groups. Shown are: 

epoxy groups, oxygen atoms that bridge two carbons; carbonyl groups, oxygen atoms double-

bonded to a single carbon atom; and hydroxy groups, an oxygen and hydrogen group bound 

to a single carbon. Other, more complex functional groups are also possible.  

Graphene oxide (GO) is composed of a single sheet of carbon atoms laid out in a 

hexagonal lattice, like graphene, but is additionally functionalized on the surface and 

edges with oxide groups (epoxy, carbonyl, hydroxy, phenol).37,38 It was first reported 

in 1859 by Brodie,39 but the most common method for bulk synthesis at this time is 

based on the 1958 work of Hummers.40 GO disperses well in water (in stark contrast 

to graphene) and is easier to work with as a result. One application for the material is 

to eliminate the functional groups from its surface to recover graphene. Other 
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promising applications for GO include water filtration,41 impermeable coatings,42 and 

flat lenses.43 

 

Figure 1.8: Hexagonal boron nitride (hBN) is composed of boron (blue) and nitrogen (green) 

atoms arranged in a hexagonal structure. Just like graphene, this hexagonal lattice structure 

forms individual sheets of material that can be stacked in layers. 

Hexagonal boron nitride (hBN) shares its hexagonal lattice shape with graphene but 

replaces the carbon atoms with alternating boron and nitrogen (Figure 1.8). It is far 

more thermally stable than graphene, being capable of withstanding sustained 

exposure to 850 °C temperatures, an excellent conductor of heat,44 and is an insulator 

with a 5.955 eV bandgap.45 Due to these properties, applications for its use include 

roles in 2D electronics, especially when combined with other 2D materials,46,47 

ultraviolet lasing,48 and as nanofillers in polymers.49  
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Figure 1.9: Transition metal dichalcogenides (TMDs) also exhibit a hexagonal lattice 

arrangement when viewed from above (like graphene and hexagonal boron nitride). However, 

viewing a cross section of this material illustrates that the structure is composed of a layer of 

transition metal atoms (red) between layers of chalcogen (yellow). Therefore, in contrast to 

graphene and hexagonal boron nitride, a single layer of TMDs is a triple atomic layer of atoms. 

Some variation occurs in the spacing and alignment occurs, depending on the atomic species 

involved. This is the trigonal prismatic (2H) orientation, seen in MoS2, among others. 

Transition metal dichalcogenides (TMDs) are composed of a single atomic layer of a 

transition metal sandwiched between two atomic layers of a chalcogen (Figure 1.9). 

Some variation occurs in the spacing and alignment occurs depending on the atomic 

species involved, options include: trigonal prismatic (2H) (as seen in Figure 1.9), 

distorted octahedral (1T), and dimerized (1Tʹ). They were first described structurally 

by Dickinson and Pauling in 1923,50 who determined the crystal structure of MoS2. 

TMDs are semiconductors, which distinguishes them from both graphene (zero 

bandgap) and hBN (high bandgap). An emerging field of interest,  TMDs have 
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demonstrated a variety of intriguing magnetic, electronic, and optical properties, 

including superconductivity in some cases. 51,52  

Due to their unusual structure, determining and examining the surface energy of 2D 

materials can present some experimental challenges. For example, many of the 

properties of the material rely on it being a single layer. Therefore, it is necessary to 

isolate individual atomic layers for testing. Additionally, it can be difficult to obtain 

samples with significant lateral size to successfully perform many standard 

measurement techniques. The same techniques that are typically used for measuring 

surface energy can also be used with 2D materials. However, some require 

modification while others become more useful. Contact angle measurements are 

highly sensitive to surface features in such materials and require significant effort be 

expended in ensuring the material is present in only a single continuous sheet.53–55 

Any atomic steps which form when multiple layers are present can create pinning 

effects. Additionally, it can be difficult to create samples with sufficient lateral size as 

the droplets used in this technique are usually macroscopic to allow for optical 

determination of the angle. IGC,53 which relies on packing the material into a column, 

can also encounter significant difficulties as the orientation of these materials is of 

extreme importance relative to the flow of the probe molecule despite being difficult to 

manage and the technique can have difficulties with low surface area samples.22 The 

amount of material required for this technique can also be substantial, further 

complicating this process. The SFA can work well with 2D materials,56 as their thin 

nature allows for high degree of optical transparency. However, locating samples of 

sufficient size and preventing the attachment mechanism used to bind the material to 

the hemicylinder from contaminating the measurements can be difficult. AFM is well 

suited to dealing with samples of this size due to the extremely small nature of the 
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probes used, though the experimental setup can be complicated and may require 

specialized probes or apparatus.57,58  

1.3.2. Production of 2D Materials 

Despite the bevy of intriguing properties displayed by these materials, their level of 

use in commercial and industrial applications is relatively low. This is mainly due to the 

difficulty inherent in producing material at large enough scale at a reasonable cost. As 

the material needs to be in, ideally, single layer form, any production methods must 

select for this form factor over any stacked variation, while generating large volumes 

at low cost. Further, larger scale sheets have improved qualities when compared to 

smaller ones,4–9 providing another constraint on production. 

There are a number of production methods that have been used for production of 2D 

materials. We will cover the most common of these here, focusing on the production 

of graphene. The first paper by Geim and Novosolev demonstrating free standing 

graphene used exfoliation via adhesive tape to produce the material.30 This process 

involves attaching a piece of self-adhering tape to a graphite surface and removing it, 

bringing with it a thin layer of graphite. By repeating this process with the removed 

graphite, it is possible to obtain ever thinner layer, eventually resulting in some single 

layer material. While an excellent proof of concept, the technique is labor intensive and 

not suitable for producing consistent single layer material, especially not in large 

quantities, though recent developments can be more consistent, at the expense of 

additional processing time.59 Another process involves immersing graphite in a solvent 

and applying high energy sound waves to break apart the sheets.60,61 This can produce 

single layer material, but thickness can be variable and always produces very small 

pieces (laterally), which have diminished properties compared to larger sheets. The 

pieces also have a worrying tendency to restack. It is also possible to introduce a 
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surfactant which will enable the graphene sheets to readily exfoliate in water by 

bonding with the surface.62–65 However, this greatly changes the surface properties of 

the material and necessitates removing the surfactant which is often not trivial. Sheets 

can also be grown in single layers through vapor deposition66 or epitaxial growth.67  As 

these processes work exclusively with a single layer at a time, it is not possible to 

generate large volumes of material which would be required for most industrial 

applications. Reduction of graphene oxide, i.e. removal of the functional groups, is also 

possible,68,69 but carries with it many of the same issues as those found in surfactant-

aided exfoliation as well as structural damage to the sheets. 

As all of these existing techniques still are not sufficient to produce large quantities of 

single layer material, it is imperative that other production techniques continue to be 

researched. One example is an emulsion-based technique first described in 201310 by 

our collaborators at the University of Connecticut. This method makes use of the 

general reticence of graphene sheets to suspend in a solvent by instead providing 

them with two different immiscible solvents. As the sheets do not readily suspend in 

either solvent, it is instead energetically favorable for them to go to the interface 

between the two liquids. As this interface is inherently 2D, the stacked graphite 

naturally exfoliates itself in order to more fully cover the available surface area. The 

material will even stabilize emulsions of these two liquids which is why it has been 

described as a 2D surfactant. While the evidence for the process is easily visible at 

the macroscopic level as it can be used to produce single layered material, bubbles, 

foams, and coatings on surfaces,70–74 the precise mechanism underlying the process 

is not entirely understood.  
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Figure 1.10: Optical image of graphene coated bubbles of water in heptane. Since the heptane 

and water are immiscible liquids, they remain separated when combined in a single vessel. 

The interface between the two liquids is the most energetically favorable location for the 

graphene sheets, which do not readily suspend in either solvent. When graphite is combined 

with heptane and water in a sealed vial and the vial is shaken, the graphite exfoliates to better 

cover the interface and graphene coated bubbles result. Bubbles are visible to the eye and are 

in the millimeter range. 

Molecular dynamic simulations have been able to provide some insight into the 

process, providing computationally-derived potential wells and other information.10 

However, many assumptions are imbedded into these models and they are limited in 

the number of particles which can be simulated. As such, the importance of direct 

measurements of the interactions between this material and the liquid–liquid interface 

cannot be understated. The goal of this work is to provide the beginnings of acquiring 
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this information, using a functionalized AFM probe to perform force spectroscopy 

measurements at a liquid–liquid interface.  

1.4. Force spectroscopy 

While AFM is often considered to be an imaging technique, it is also capable of 

performing extremely precise measurements of forces and interactions between the 

probe and a sample. The technique and theory are provided here, while a more 

detailed exploration of the implementation, data acquisition, and analysis is given in 

Chapter 2. Due to the small size of the probe in the nanometer to micrometer range, it 

is possible to precisely locate specific areas of interest on a sample often with 

nanometer precision. This makes it well adapted for work with extremely small 

samples, such as 2D materials which are very sensitive to changes in surface 

topography. In addition, the technique is highly sensitive, able to measure forces in the 

piconewton range. The probes used also exist in a variety of form factors and can be 

functionalized with many different materials. One can use either the sharp probes 

usually used for imaging or larger colloidal probes. The sharp probes can be as small 

as a few nanometers across and are ideal for taking measurements in highly precise 

locations or with single molecules. The larger colloidal probes can be many microns 

across and provide a more well-defined surface geometry. Colloidal probes can also 

avoid the issues the sharper probes can experience with breaking or chipping/cracking 

during use. Such effects can significantly affect the interactions between probe and 

sample, but in a way that may not be readily apparent visually and can carry significant 

error risk as a result.  

The atomic force microscope has a variety of different implementations, but all use a 

nano- or micro-scale probe attached to a flexible cantilever (typically between 50 to 
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400 µm in length) to measure surface interactions. This cantilever typically extends 

from a millimeter-sized chip for ease of use. Both the probe and sample are mounted 

in the instrument and then brought into near contact via a coarse adjustment 

mechanism and brought into complete contact using a piezoelectric-based device 

(“piezo”). This device can be attached to either the probe or the sample depending on 

the instrument. Both varieties were used in this work. Different methods of detecting 

cantilever deflection exist,75,76 however the most typical examples, including the ones 

used in this work, use a laser beam focused onto the back of the cantilever which often 

has a reflective coating. The reflected beam is captured on a four-segment 

photodetector which transmits and magnifies any deflection or torsion of the cantilever. 

The piezo is used to move the probe toward and away from the sample and the 

deflection of the cantilever can be correlated with this distance to provide a map of the 

net attractive and repulsive forces near the surface as well as any interactions while 

they are in contact.  

The primary interactions between the probe and sample in force spectroscopy are 

either driven by surface charge or by dipole interactions (van der Waals forces). Both 

are impacted by a variety of factors, including the geometries of the two surfaces 

involved, the material compositions, and the intervening medium. We will discuss each 

of them here, providing a general overview of the mechanisms underlying this 

technique. The system studied in Chapter 5 (oil functionalized probe) of this work 

utilized a spherical probe and a rigid planar sample, which has been described by 

multiple sources,77–79 and will provide a basis for the following overview. The more 

complicated spherical probe and bubble system studied in Chapter 4 will be discussed 

in the first section of that chapter. 
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Surface charge interactions are generally described by classical electromagnetism in 

this regime. The speeds involved in force spectroscopy are low enough that the 

electrostatic approximation is sufficient, and the magnetic force can be disregarded. 

We can then start from Coulomb’s Law, which describes the force F exerted on a point 

charge q1 by another point charge q2 in a vacuum: 

 ������� = 14��� � � �!�! ! " #$! ,                      
(1.3) 

where ε0 is the permittivity of free space, q1 and q2 are the charges of the two points 

and r21 is the vector between them. The electric field E generated by a set of N such 

points can then be described by the summation: 

 %��� = 14��� & ��'�'! #$'"(
') ,                 

(1.4) 

where qi is the charge of the ith point and ri is the distance between the single point 

and the ith point. For a system with continuous charge, rather than discrete points, we 

can instead integrate over the entire volume: 

 %����#� = 14��� * +�#,�|# − #,|/ �# − #′� 12,  
(1.5) 

where ρ is the charge density at a given point in the volume V. There are a number of 

methods to proceed from this point towards the sphere–plane system seen in force 

spectroscopy. One example is to assume a pair of perfectly smooth surfaces with 

evenly distributed charges and model them as a capacitor.78 
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Figure 1.11: Illustration of the double layer formed by ions in solution near a charge surface. 

The negatively charged surface (green, left) has an adsorbed layer of positively charged ions 

(red, center) with an excessive concentration of these same positively charged ions nearby 

which then gradually return to an equal ion distribution at greater separation (right). 

However, while the above is sufficient for describing interactions taking place in 

vacuum or air, the measurements in this work took place in liquid and therefore a 

description of the effects of this intervening medium is required. As the surfaces 

described here have some degree of surface charge, typically from a chemical reaction 

with the liquid medium, dissociation of surface groups into the medium, or adsorption 

of other molecules from the medium, other molecules in the liquid that exhibit an 

opposite charge will be attracted to these surfaces. These attracted molecules form a 

continuously-shifting layer driven by thermal motion. This layer has a gradient 

concentration, where the highest density lies closest to the charged surface (Figure 

1.11). This diffuse, oppositely charged layer provides an effective screening 

mechanism for the surface charge, leading to an exponential decrease in effective 

surface charge with distance. This effect is described by electric double layer theory 

and must be accounted for in these systems. While the impact of this effect will vary 
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based on the geometry and general makeup of the system, it is invariably exponentially 

decaying in nature and therefore has a corresponding decay constant, or characteristic 

length, known as the Debye length. For our sphere–plane system, following the work 

of Israelachvili,79 the double layer force can be described as: 

 3 = 456789:,  (1.6) 

where κ
-1 is the Debye length, R is the radius of the sphere, D is the separation 

distance, and Z is the interaction constant: 

 6 = 64���� <=�>7 ?! tanh! <D7E�4=�>? ,  
(1.7) 

where ε0 is the permittivity of free space, ε is the dielectric constant, kB is the Boltzmann 

constant, T is the temperature, e is the charge of the electron, z is the valency of the 

ions in solution, and ψ0 is the surface potential. The Debye length is then defined as: 

 48 = FG& +H'7!D'!���=�>' I
8 

,  

(1.8) 

where ρ∞I is the ionic concentration of ion i in the bulk (at x = ∞). From this, we see 

that the Debye length decreases with both a larger proportion of multivalent to 

monovalent ions, as well as with increased ion concentration more generally. Taking 

the solution temperature, probe radius, ion distribution, and ion concentration as 

constants allows the force to be stated as a basic exponential: 

 3 = J789: ,  (1.9) 

where A is the amplitude. This can then be fitted to experimental data to determine the 

Debye length of a given system, which can then be compared to calculated values. By 
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identifying any discrepancies, we can isolate the impact of other effects beyond those 

implemented in this model. 

Dipole interactions, the impacts of which are often referred to as van der Waals forces, 

dominate the interaction between surfaces at extremely short range. They revolve 

around the interactions between three types of dipoles: permanent, induced, and 

instantaneous. Permanent dipoles are those that are preexisting within a material. 

Induced are those that are generated in a material by exposure to a dipole. 

Instantaneous are those that arise due to electromagnetic vacuum fluctuations and are 

present in any material. 

These interactions can themselves be broken down into three types: permanent–

permanent (orientation or Keesom), permanent–induced (induction or Debye), and 

spontaneous–induced (dispersion or London). All are proportional to 1/r6 and we will 

address each in turn, following the work of Cappella and Dietler.78 

The Keesom force is the interaction that occurs between two permanent dipoles and 

its potential has the form: 

 	K��� = − L !L!!3�4�����!=�>�N ,  
(1.10) 

where µ1 and µ2 are the dipole moments of the two atoms or molecules. 

The Debye force is the interaction between a permanent dipole and an induced dipole 

it creates and its potential has the form: 

 	:��� = − L !O�! 
  L!!O� �4�����!�N ,  
(1.11) 

where α01 and α02 are the electronic polarizabilities of the molecules 
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The dispersion (or London) force is the strongest contribution for all except the most 

polarized of materials and describes the interaction between a spontaneous dipole and 

its induced dipole.i Its potential was described by London in 1937 and has the form: 

 	���� = − 32 O� O�!�4����!�N �ℎQ ��ℎQ!�ℎQ 
 ℎQ! ,  
(1.12) 

where hν1 and hν2 are the first ionization potentials of the molecules and h is the Planck 

constant. This force creates interactions even between two materials that do not have 

permanent dipoles. It is also the only one of the three that can suffer from retardation 

effects. As it is due to fluctuations that are short-lived, it is possible for the configuration 

of the first molecule to have changed by the time the reflected field returns from the 

second molecule. This is especially likely in interactions that are taking place in a liquid 

medium, where the speed of light is significantly reduced. The dispersion force in these 

cases will decay as 1/r7 when at an intermediate distance.80 

From this we can identify that surface charge and dipole effects operate at effectively 

different length scales due to the differing impact of distance. Surface charge 

interactions dominate at longer ranges out to several microns whereas dipole 

interactions take over within a few tens of nanometers of separation. Both effects are 

strongly impacted by surface geometries and are sensitive to deformation. In the 

system studied here, deformation of probe or surface will lead to increased contact 

area providing space for additional interaction as well as complicating the process of 

determining the initial point of contact. This deformation can be made more likely with 

increased temperature depending on the material used, such as the oil used for the 

                                                           
i Despite this being the most common explanation in texts on the subject and providing an excellent sense 

of symmetry with the prior two forces, it is not, strictly speaking, correct. The effect is more properly 

described using quantum mechanical perturbation theory and is explained as such in the 1937 work by 

London.  
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experiments in Chapter 5. Given the variety of potential variables and impacts thereof 

it is important to be mindful of the effects both during experimental design and analysis.    
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Chapter 2 

Experimental Methods 

2.1. Equipment 

2.1.1. Atomic Force Microscopes 

In the course of characterizing our samples, we utilized two AFMs. One was a 

commercial unit produced by NT-MDT and the other was a custom high pressure high 

temperature (HPHT) system built by Dr. Steven Higgins of Wright State University, 

Ohio. Each of these will be described in turn.  

NT-MDT Ntegra 

The Ntegra is an exceptionally versatile model of AFM produced by NT-MDT and is 

able to be used in a variety of configurations (Figure 2.). Our experiments utilized both 

the sample scanning and the tip scanning modes of the microscope, as well as taking 

data both at ambient conditions and in a liquid environment.  
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Figure 2.1: Photograph of the NT-MDT Ntegra AFM performing an experiment. The AFM is 

placed on a suspended marble table (left) which functions as a vibration reduction stage. 

Multiple light sources (boxes at far left center and right top) provide illumination via fiber optic 

cables. The AFM is connected to a desktop computer (bottom right) to display the visual output 

from an optical microscope mounted on the AFM, the cantilever deflection values, approach 

and retract behavior of the coarse adjustment mechanism, and real-time visualization of the 

scanning and force curve data. 

The sample scanning mode of the microscope is the most conventional and involves 

placing the sample on top of a piezo electric stack and underneath an AFM probe in a 

static holder, referred to as the Universal Head (Figure 2.2A). After the probe and 

sample are aligned vertically the sample is gradually raised until it comes into contact 

with the probe. After contact is made, current is applied to the piezo electric stack to 

expand and contract the stack. This movement can be used either for rastering the 
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sample back and forth under the probe to create topographical images or raising and 

lowering it vertically to take force curve data.  

 

Figure 2.2: Schematic of the AFM sample scanning mode using the NT-MDT Universal Head 

(A) and tip scanning mode using the NT-MDT SMENA Head (B). For the sample scanning 

mode (A) a laser beam is directed onto the end of an AFM probe attached to a chip. The laser 

beam reflects off the probe into a photodetector so that vertical deflections and torsions of the 

cantilever can be measured as vertical and horizontal displacements of the reflected laser 

beam, respectively. In this arrangement, the sample is placed on top of a piezo. As the piezo 

moves, the sample is rastered back and forth under the stationary probe. In the tip scanning 

mode (B), the laser is also aligned on the top of the AFM probe. However, since the probe 

holder is attached directly to the piezo a series of mirrors are required to direct the laser beam 

around the piezo and through the transparent probe holder onto the probe. These mirrors are 

obscured by the piezo in the schematic. After reflecting off the probe, the laser light is directed 

into a photodetector and monitored in the same way as the sample scanning mode. Since the 

probe is connected directly to the piezo, as the piezo moves, the probe is scanned back and 

forth across a stationary sample. 

The other primary operating mode of the microscope uses the tip scanning SMENA 

Head (Figure 2.2B). This is useful when the sample or the containment vessel for the 

sample is heavier than can be supported or moved by the piezo directly, as it has a 
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weight capacity of only a few grams. In this mode the probe is attached to the piezo, 

which is itself moved instead of the sample, in the reverse of the previous mode.  

While most measurements with an AFM are taken in ambient conditions, it is also 

possible to take data in a liquid environment. With the Ntegra SMENA Head, this 

requires a specialized liquid cell (model: MP3LCNTF). The cell consists of a sapphire 

substrate and a surrounding 70 mm diameter Teflon® ring separated by a silicone 

rubber gasket. These are held together with a stainless-steel clamp and yield a cell 

with a 4 ml volume. All the force curve data taken in this work with this microscope 

used this cell. 

HPHT AFM 

In contrast to the commercially available Ntegra, this AFM was designed solely for 

experiments in extreme liquid environments and is less flexible in its design as a result. 

It is only capable of running as a sample scanner, rather than a tip scanner (Figure 2.3). 

While it may be less flexible than the Ntegra, it offers access to testing conditions not 

possible with any other AFM.  

The HPHT AFM used in this work is a custom design that is divided into two main 

chambers (Figure 2.3A). The upper chamber is small and liquid-filled holding the probe 

and sample. Captured laser light is recorded by a photodetector (Figure 2.3B-1) after 

being emitted by a laser source (Figure 2.3B-2), reflecting off the AFM probe (Figure 

2.3B-3), and passing through a transparent viewing panel (Figure 2.3B-4). The probe is 

positioned above the sample (Figure 2.3B-5) in the upper chamber, while a heating 

element (Figure 2.3B-6) encircles the upper chamber to regulate the temperature of the 

aqueous solution (Figure 2.3B-7) in which the measurements are taken. The lower, 

larger chamber contains the piezo and coarse approach mechanisms (Figure 2.3B-10) 

and is pressurized with gas (Figure 2.3B-9). The two chambers are separated by a 
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flexible Viton membrane (Figure 2.3B-8) which transfers pressure between them but 

keeps the sensitive electronics isolated from the liquid. A more complete description 

of the workings of this AFM via that of its predecessors can be found in the works of 

Higgins, et al..81–83 

 

Figure 2.3: The HPHT AFM custom-built by Dr. Steven Higgins at Wright State University (A). 

Two main chambers include the liquid cell and the base chamber. Additionally, an optical head 

on top of the device provides the capability for aligning both the laser on the probe and the 

probe on the sample surface. The AFM can be broken down further into components shown in 

the diagram (B) including: 1 – a photodetector, 2 – laser source, 3 – AFM probe, 4 – transparent 

viewing panel, 5 – sample, 6 – heating element, 7 – aqueous solution, 8 – Viton membrane, 9 

– pressurized gas, 10 – piezo and coarse approach mechanisms.   

2.1.2. Optical Microscope 

Optical images were taken with a CCD camera attached to an Olympus inverted 

microscope model IX71. Objectives used included: MPLFLN-BD 5× (0.15 NA), 

MPLFLN-BD 20× (0.45 NA), MPLFLN-BD 100× (0.9 NA), and LUCPLFLN 40× (0.6 

NA). The primary imaging mode was standard reflective microscopy or bright field. 
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Although some samples required the use of dark field microscopy which captures only 

scattered light. Any samples manipulated on the stage of the microscope used a 

Newport Corporation XYZ translation stage, model 460-XYZ. This translation stage 

was also instrumental in the creation of the functionalized probes, both attaching the 

spheres to the tipless cantilevers and functionalizing the probe surfaces. 

2.1.3. Other Equipment 

Other sample characterization equipment used in this work included a scanning 

electron microscope (SEM) by Hitachi (S-4700) to examine the surface of colloidal 

probes and a Renishaw inVia Raman Spectrometer to test for the presence of GO on 

probe surfaces. For sample preparation, a Novascan UV/Ozone cleaner (PSDP-

UV4TUV) was used for sample cleaning and GO reduction, a Laurell WS-400Bz-6NPP-

Lite Spin Processor was used for deposition of thin films, and a Thermo Scientific 

Lindberg Blue M V0914A vacuum oven was used for drying samples. All water used 

was filtered by a Synergy UV picopure system from Millipore. 

2.2. Sample Preparation 

2.2.1. Solids 

Cleaning  

The first step in almost any experiment involved cleaning all surfaces. The most basic 

step was sonication in water with surfactant using a Fisher bath sonicator. Surfaces 

were cleaned for 30 minutes at 60 °C. Especially sensitive samples received an 

additional 30 minutes at 60 °C using only water to ensure that all traces of surfactant 

were removed. The most sensitive samples received 30 minutes under high intensity 

UV light followed by 30 minutes of exposure to ozone in a UV ozone cleaner. This 

removes any trace organic contaminants from the surface. The exception to this 
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treatment was for mica, which was freshly cleaved immediately before undertaking the 

experiments, leaving a clean, atomically flat surface. 

GO optical characterization samples 

The graphene oxide samples examined in Chapter 3 were removed from the emulsion 

via pipette and then dried under vacuum at room temperature for more than two weeks. 

They were then suspended in water by one hour stirring with a magnetic spin bar 

followed by two minutes of mild sonication by bath sonication, then an additional 

several hours of stirring. The samples were spin-coated for 3 minutes at 3000 rpm onto 

silicon substrates with a 300 nm SiO2 layer (Graphene Supermarket). The 

concentration of the suspensions was limited such that only approximately 1% of the 

surface area of the silicon was covered to limit the risk of overlapping flakes. 

Surface treatments 

After cleaning, some surfaces required some form of coating. Samples that required a 

positive surface charge were coated in an amine by suspending them in a liquid 

solution for 30 minutes. For AFM probes coated in this way, great care was taken to 

ensure that only the end of the probe was in the liquid as coating the cantilever would 

ruin it (Figure 2.4). This requires lowering the probe to keep pace with the evaporation 

of the solution during this time period. Surfaces that needed a hydrophobic coating 

had a thin layer of silane applied by vapor deposition, in which a droplet of the silane 

was placed in a sealed desiccator with the surface. The volatile droplet of silane 

evaporated and applied a molecularly thin coat of the molecule to the surface. As this 

process requires that the surface be exposed to the airborne silane, placing another 

object on top of the surface would prevent it from occurring and used to generate 

occlusions or patterns on the surface in the coating. A specific example of this process 

is detailed more fully in Chapter 4. 
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Figure 2.4: During the process of coating the AFM probes in amine it was vital to only submerge 

the spherical portion of the probe in the amine droplet (A). To accomplish this, the probe 

needed to be continuously lowered into the droplet as the droplet shrank due to evaporation. 

We avoided pushing the probe too far into the droplet (B) because applying a coating of amine 

to the cantilever lead to a thin film coating the reflective side of the cantilever. This reduced 

the reflectivity of probe (to laser light). In some cases, a thin film even formed between the 

sphere and the cantilever, changing the spring constant of the probe.   

2.2.2. Liquids and Emulsions 

Brines 

The measurements for the high pressure high temperature experiments were taken in 

1500 ppm salt brine (propriety composition Shell Oil). The brine solutions were 

prepared immediately before use by combining picopure water (Millipore) with NaCl, 

MgCl2-6H2O and CaCl2-2H2O (Fisher Scientific, certified ACS grade). 

Bubbles 

For force curves taken at a liquid–liquid interface, it was necessary to create bubbles 

of one liquid submerged in a different liquid. The most effective method to do this 

required the development of a silicon surface patterned with a hexagonal grid of 

hydrophobic patches on a hydrophilic background (detailed in Chapter 4). Once the 

substrate had been created, the liquid cell for the Ntegra microscope was filled with 3 

ml of picopure water. Then, using tweezers, one end of the substrate was immersed 

into the water, 30 microliters of heptane were then applied to the portion of the 

substrate not in the water and while the heptane still wetted the surface it was quickly 
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pushed under water. This created the best way for the heptane to remain attached to 

the hydrophobic patches while the substrate was under the water. Other variations of 

the procedure, such as attempting to apply the heptane to the surface of the substrate 

under the water or creating a water/heptane emulsion in a syringe and injecting the 

bubbles into the liquid cell were not as effective and could take several hours of 

attempts before producing viable bubbles. 

2.3. Imaging 

2.3.1. Optical 

Image acquisition 

When acquiring images for detailed statistical analysis it is not sufficient merely to take 

a single image as would be otherwise typical. This is because the standard image has 

only a range of zero to 255 for the brightness of each pixel and this is an insufficient 

level of granularity to consistently detect shifts between layers as they occur. Instead 

taking a series of images and then averaging across them allows for some level of 

noise reduction and gives a more accurate brightness value for each pixel. This is most 

easily accomplished by using the time lapse feature of the image software 

(ScopePhoto). For the images analyzed in this work, a series of 100 images was 

captured for each location on the sample and then averaged together giving a final 

image with the mean value.  

Processing 

After acquiring these images, we execute several processing steps to improve the 

images to the stage where it is possible to analyze them quantitatively. We used 

ImageJ,84 an open source image processing program, to carry out many of these steps. 

A diagram detailing the results of each step as applied to actual data is provided in 
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Chapter 3, Figure 3.2. To generate an averaged image, we combined the original set 

of images into a stack and used the “z-project” function set to “mean”. It is important 

to change the image type to 32-bit before averaging, otherwise the final image will 

suffer the same problems as the originals. Typically, only one of the color channels is 

processed for a set of images, as the relationship between brightness and layer 

number will be different for each and one is usually clearly preferable, depending on 

material and substrate choice. To account for shifts in background lighting intensity 

during the course of the time lapse session, it was occasionally necessary to normalize 

the brightness values across the set. This was done by diving the brightness value of 

each pixel by the median brightness of the entire image, for that image. This is 

especially important when processing images of the empty substrate as these images 

will not undergo the later plane fitting and are instead averaged together with several 

locations from the empty substrate. This is best accomplished by taking sets of images 

at three to five locations on an empty substrate, normalizing and averaging them as 

above, and then taking the median values of the final images from each location by 

using the “z-project” function set to “median”. This will eliminate any minor 

imperfections or bits of debris that may be present in one location but not in the others.  

After the above steps have been completed for all sets of images, the correcting 

process can begin. We again used ImageJ for this by opening the averaged image of 

a location on a sample and the averaged image of the empty substrate and then using 

the “image calculator” function set to “divide” the sample image by that of the empty 

substrate. Sometimes after this process, there can be errors at the edge of the image, 

particularly if the edge is erroneously saved as zero brightness. Cropping a four pixel 

border from each image resolved the problem for our software, ScopePhoto. 
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The next step cannot be readily carried out in ImageJ so we had to export the divided 

image to Gwyddion,85 an SPM image processing program. The image needs to be 

exported in ImageJ’s “text image” format, as this is the only format that preserves the 

exact values in the image rather than relative ones. It generates an ASCII text 

document that gives a sequential list of the numerical values for each pixel. These can 

be opened by Gwyddion as “raw data” files when provided with the image size and 

scale, which must be consistent from image to image.  Once the image is open in 

Gwyddion, the next step is to select the background portion of the image using the 

“mark with” tool. Adjust the minimum and maximum values to create a mask that 

contains most of the background portion, but it is preferable to exclude some portion 

of the background rather than include any flakes. Once the mask is created, use the 

“remove polynomial background” tool to create a plane that is fitted to the background. 

Use the lowest polynomial degree that will correct for background distortion (see 

Chapter 3) and be sure to check the “extract background” box as this background is 

what is actually needed. Save both the original image and the extracted background 

as “ASCII data matrices” to re-import them to ImageJ. 

Next the original image and the extracted background are re-imported into Gwyddion, 

as “text images”. It is important to use the version of the original image exported by 

Gwyddion to maintain the correct scale relative to the extracted background. Next, 

divide the image by the extracted background using the “image calculator” function. At 

this stage in the process, if contrast inversion is observed in the image, the 

“InvertMountain” macro (Appendix A) we developed can be applied. As an example, 

this will appear as light or dark patches within flakes that are otherwise dark or light, 

respectively. With the image open, run the macro setting the inflection point to the 

brightness value at which the contrast trend reverses. Adjust other parameters as 
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required according to the documentation and press “ok”. Next, the image must be 

converted from brightness values to thickness values. Here a function can be acquired 

from the literature or generated using a co-located AFM image. This function is then 

applied to the image through the “math/macro” function. The built in ImageJ “analyze 

particles” function was then used to generate a list of flakes, their areas, and average 

thicknesses. 

2.3.2. AFM 

Acquisition 

When acquiring an image using AFM multiple modes can be used, but in this work 

predominantly standard contact or dynamic modes were preferred. These differ chiefly 

which parameters are used in the feedback loop. 

In contact, the simplest mode of AFM operation, the probe is brought into contact with 

the sample and rastered over the sample surface while attempting to maintain a 

constant value for the deflection of the cantilever. This is achieved by automatically 

adjusting the extension of the piezo as it moves across the sample through the use of 

a computer-controlled feedback loop. The image produced is then a map of the piezo 

extension at each pixel in the image. This is, in effect, a topographical map of the 

surface of the sample. Images taken using this mode featured in this work were taken 

with sharp gold-coated silicon nitride probes from BudgetSensors, model SiNi. 

In dynamic mode, the cantilever of the probe is oscillated close to the resonant 

frequency of the cantilever and by adjusting the piezo extension to keep a constant 

magnitude of the oscillation a consistent the tip and sample can be achieved. This can 

be more complex than contact mode as the interaction between tip and sample is no 

longer strictly based on contact and force displacement of the cantilever but rather a 
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coupled interaction between the tip and sample, which can be modulated by changes 

in the material of the sample. This can be helpful, as looking at changes in the phase 

of the oscillation can reveal changes in material that are not obvious as strict changes 

in topography. However, this can also complicate height measurements as the tip-

sample spacing at a given oscillation magnitude may not be constant across two 

different sample materials.  The image produced in this mode is usually the same as 

contact mode, i.e. a map of piezo extension. Images taken using this mode featured 

in this work were taken with sharp silicon probes from Mikromasch, model 

HQ:NSC15/AL BS. 

Processing 

After data is initially acquired for an AFM image, substantial processing is usually 

required to render it into a useful state. While there are many steps that can be taken 

to process these images there are three main steps that are required for almost all 

cases: compensation for sample tilt, piezo motion, and thermal motion. These will be 

described in order of decreasing severity.  

The largest artifact present in an AFM scan usually comes from tilt in the sample itself. 

The piezo typically has a vertical range of at most 10 µm and leveling the sample to 

substantially smaller degree is usually not possible. The first operation employed is to 

fit a first degree polynomial surface to the image and then subtract these values from 

the height image.  

The next largest artifact is due to the nature of the piezo. The piezo in the microscopes 

used in this work are not capable of true x-y translation, but rather rely on bending the 

piezo by extending or contracting stacks on the four cardinal directions. This leads to 

a curved second degree polynomial surface being, effectively, added to all height 

values in an image. To remove this artifact, therefore, such a surface must be fitted to 
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the image, typically pixels that correspond to the substrate or other locations known to 

be of equal height, and then subtracted from the entire image.  

 

 

Figure 2.5: Steps undertaken during a typical AFM image processing procedure. The initial 

image (A) has a first degree polynomial surface fitted to it (D), and this surface is then 

subtracted from it, eliminating sample tilt (B). This image is then fitted with a second degree 



43 

 

polynomial plane (E), and this surface is, again, subtracted from it, eliminating the effects of 

piezo non-linearity (C). Finally, a linear fit is applied to each scan line (F) and subtracted, 

eliminating the influence of thermal expansion during scanning, leaving the final image (G), 

which may or may not require additional processing. Sample is GO flakes on silicon substrate. 

The last common artifact comes from thermal expansion and contraction in the sample. 

As AFM scans can often take 30 to 60 minutes to acquire, small fluctuations in 

temperature can and will take place during this time period. As the scale of the features 

in these images is often in the nanometer range, even expansion or contraction by 

hundredths or thousandths of a percent can have a substantial impact. As the effects 

of this thermal motion are across time, each scan line in the image will show a different 

trend, since the beginning of successive lines may be separated by tens of seconds. 

To compensate for these changes which are often near-linear on the timescale of a 

single scan line, a simple linear fit can be made to regions of the line that are known 

to be flat and then subtracted from each line.  

2.4. Probe Manufacturing 

All of the probes used for force spectroscopy in these experiments were manufactured 

by hand in the lab. The process requires affixing a chip with a tipless cantilever to a 

layer of polydimethylsiloxane (PDMS) on glass that is attached to an armature which 

is connected to a translation stage on the inverted microscope. Next a coverslip that 

is covered with several thousand micron-scale silica spheres is placed onto the stage 

of the microscope along with a separate coverslip that has had several 500 µm 

diameter droplets of Ace Hardware Marine epoxy applied to it. The chip is lowered 

from above until both the coverslip and cantilever are simultaneously in focus using 

the 5× objective on the microscope. Next the cantilever is moved over an epoxy droplet 

(Figure 2.6A) and gradually pushed forward to the very edge of the droplet (Figure 2.6B). 

After some epoxy has been attached to the very end of the cantilever it is retracted 
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(Figure 2.6C) the cantilever is moved over an empty section of the coverslip and pushed 

gently into the glass to remove excess epoxy. The epoxy will wet the surface of the 

glass when it comes in contact, leaving only a thin film of epoxy on the end of the 

cantilever.   

 

Figure 2.6: The process of making a colloidal AFM probe by hand first involves using a 

translation stage to lower a tipless cantilever toward a droplet of epoxy (A). The epoxy droplet 

is situated on a glass coverslip on the stage of the Olympus inverted microscope and the 

translation stage is attached to the microscope. Due to the small size of the cantilever and 

epoxy droplet, both must be simultaneously in focus so that the very end of the cantilever can 

be brought into contact with the apex of the epoxy droplet (B). Afterwards, the cantilever is 

retracted (C). In some cases, if too much epoxy has been added to the cantilever, it may be 

necessary to gently bring the cantilever into contact with the surrounding glass coverslip so 

that some of the excess epoxy can be wicked away from the surface, leaving behind a thin 

layer. The cantilever is next positioned above a silica sphere on another glass coverslip (D). If 

the cantilever is approached close enough to the silica sphere, a slight bump of the table on 

which the microscope resides is enough to send a vibration through the cantilever so that it 

touches and picks up the silica sphere (E). Then the probe is retracted (F) and left alone so 

the epoxy can cure. 

Next the cantilever is moved to the coverslip with the spheres and a sphere that is 

isolated from the others by at least 30 µm is located. Here, switch to the 20× objective 

and verify that the sphere is perfectly spherical and is not malformed in any way. This 
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level of magnification is also necessary for precise centering of the sphere on the 

cantilever. The cantilever is then approached to within 10 µm of the surface of the 

coverslip and then moved slowly over the chosen sphere (Figure 2.6D). It is important 

to approach the sphere such that the cantilever points the opposite direction of 

movement to avoid scooping the sphere onto the back of the cantilever, which will ruin 

it. Once the tip of the cantilever has been centered over the sphere, a light tap on the 

countertop will transmit a vibration through the cantilever bending it momentarily 

downwards and picking up the sphere (Figure 2.6E). Using the lowest amount of force 

is recommended as otherwise it is possible to pick up excess spheres, again ruining 

the cantilever. After the sphere has been acquired, retract the tip away from the surface 

(Figure 2.6F), remove the new probe, and allow it 24 hours so that the epoxy may cure.  

The probes manufactured for these experiments used a variety of cantilevers including 

Bruker model MLCT-O10 (aluminum coated silicon nitride), NanoWorld PNP-TR-TL-

Au (Double gold coated silicon nitride), and NanoAndMore model All-In-One Al-TL 

(aluminum coated silicon nitride). The spheres used were from Bangs Laboratories, 

non-functionalized silica spheres (mean diameter 7.27 µm). All spheres were attached 

with Ace Hardware Marine epoxy.  

A two-step process was used for the spherical probes coated in graphene oxide. First, 

the sphere portion of each probe was coated with an amine (Gelest (3-

trimethoxysilylpropyl) diethylenetriamine)). To apply the coating, we combined 1.98 g 

of picopure water with 20 ml of the amine in a plastic Petri dish. After stirring thoroughly 

to combine, we applied 10 ml of this solution to a coverslip on the stage of the inverted 

microscope. The chip and probe were then attached to the translation stage and 

armature as above and lowered until the sphere came into contact with the droplet. It 

is important that only the sphere and the very tip of the cantilever comes into contact 
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with the amine to avoid coating the rest of the cantilever, affecting its performance 

(Figure 2.4). Therefore, a careful eye must be kept on the probe to keep it in the solution 

for the entire 30 minutes as the solution will evaporate, lowering the liquid level below 

the sphere. After 30 minutes, remove the probe to a 110 °C oven for 15 minutes to 

cure. After the probe has cured, it is next dipped into a dispersion of GO in water. This 

is an identical setup as the amine coating and again, great care must be taken to 

ensure that only the sphere comes into contact with the droplet of GO dispersion 

(Figure 2.4) over the course of the 30 minutes, with similar attention paid to the lowering 

liquid level. Once this process is complete, the tip is placed in a vacuum desiccator for 

at least one hour to remove residual water and can then be stored in a traditional tip 

box until it is needed.  

To functionalize the probes with oil for the high pressure high temperature testing, a 

two-step process is again employed. First the probe is rendered hydrophobic with a 

coating of silane (Gelest (Tridecafluoro-1,2,2-Tetrahydrooctyl) Trichlorosilane). The 

probe is sealed in a glass desiccator with 3 ml of the liquid silanizing agent and left for 

2 hours. After the coating is applied the probe is then briefly dipped in a droplet of 

crude oil that has been placed on the stage of the inverted microscope using the 

previously described apparatus. Only a momentary immersion of the probe is required 

and again, only this sphere and the very tip of the cantilever should come into contact 

with the oil. The probes were then dried under 30 inHg vacuum at 150 °C for 11 hours 

followed by 11 hours of cooling while still under vacuum. 



47 

 

2.5. Force Spectroscopy 

2.5.1. Structure 

The basic piece of information that is obtained when performing force spectroscopy is 

called a force curve. This is a plot of the deflection of the cantilever as a function of 

piezo extension as it moved toward the sample, into contact with the sample’s surface, 

and then retracted away from the surface (Figure 2.7, top). It can be broken into several 

basic parts. First, the probe is approached toward the surface (Figure 2.7A). This is 

also referred to as the “no-deflection” region, as the probe is far enough away from the 

surface that it is not yet interacting with it, and thus does not deflect. Next, when the 

probe approaches closely enough to the sample it may “snap-on” to the surface, 

experiencing a negative (attractive) force (Figure 2.7B). The piezo continues to extend, 

pushing the probe into full contact and deflecting the cantilever upwards (Figure 2.7C). 

After reaching a pre-determined distance the piezo begins to retract (Figure 2.7C). If 

there is any adhesion between the probe and sample, it will hold the probe to the 

surface, demonstrating an attractive (negative) force (Figure 2.7D). Finally, the piezo 

will retract far enough such that the cantilever exerts enough force to remove the probe 

from the surface, referred to as a “pull-off” (Figure 2.7E). 
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Figure 2.7: Diagram of a force curve, containing both the approach (blue) and retract (red) 

portions of the process (top). At bottom are shown the corresponding stages in a force curve: 

approach (A), snap-on (B), contact (C), adhesion (D), and pull-off (E). 
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2.5.2. Execution 

NT-MDT 

In this work, we utilized the NT-MDT SMENA head and liquid cell to take force 

spectroscopy measurements (see Section 1.4) at a liquid-liquid interface. These 

measurements were taken on bubbles of one immiscible liquid suspended in another. 

This necessitated that the bubbles be pinned to the substrate, so that we could identify 

them, position an AFM probe over the center of a single bubble, land on the bubble, 

and perform the measurements. For these experiments, we used both a bare silica 

sphere colloidal probe and a GO coated probe (detailed in Chapter 5) both before and 

after reduction via UV exposure. Multiple curves were taken on the same location on 

each bubble, with typically only one bubble being explored per experiment. Curves 

were taken at a speed of 1 µm/s and 2000 data points were recorded. For each curve, 

the piezo started at full retraction, was extended through contact with the bubble until 

it reached a preset upper limit to avoid rupturing the bubble and then fully retracted. 

HPHT 

For the measurements taken in the HPHT experiments, all curves were taken with a 

single oil functionalized probe on V1 grade mica in a grid pattern with one micron 

spacing and five curves taken at each point in the grid. As the substrate is featureless 

at the visible scale, this prevents inadvertently using a single contaminated location 

for data acquisition. Curves were taken at a speed of 0.389 µm/s and recorded 

1672 points/µm. For each curve, the piezo started at full retraction, was extended 

through contact with the surface until it reached a preset upper limit intended to prevent 

damage to the probe and then fully retracted. 
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2.5.3. Processing 

Optical lever sensitivity adjustment 

For each experiment we had to determine a new conversion between the response of 

the photodetector to shifting of the reflected laser spot and the distance moved by the 

cantilever. We accomplished this by taking a measurement on a sample which 

experienced minimal deformation under the applied force of the probe. This could be 

included in the normal sample data if the surface of interest was rigid or required 

additional measurements on a different sample if it exhibited substantial deformation. 

In either case, when attempting to force the probe into the rigid surface by extending 

the piezo the cantilever is forced upwards by an amount equal to the distance 

extended. This shows as a linear region in the measured curve and is referred to as 

the “constant compliance” region (Figure 2.8 top, left gray box). By taking the slope of 

this region, the optical lever sensitivity, and multiplying all deflection measurements by 

the inverse of this value, this slope becomes negative one and the deflection converted 

to units of distance equivalent to that used to measure the extension of the piezo. 

Alignment 

Next, a baseline value for the deflection reading is determined, typically from the initial 

region before the probe comes into the interaction range of the sample, usually referred 

to as the “no-deflection” region (Figure 2.8 top, right gray box). An average value is 

taken for this region to provide this neutral deflection position. This is then subtracted 

from all measured deflection values, causing the no-deflection region to read as zero. 
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Figure 2.8: Important regions in a force curve (top) and important relations between the 

components of the apparatus (bottom). 

Now the location of initial contact between probe and sample is determined. Typically 

done by finding the point of intersection between the linear fits of the constant 

compliance region and the no-deflection region (Figure 2.8 top, dashed lines), if the 



52 

 

sample can be safely considered not to deform under the pressure applied by the 

probe. This point would be the location where the probe is in contact with the sample, 

but also does not experience any deflection, i.e. the point of contact where force is 

zero (Figure 2.8 top, blue circle). A constant is then added to all measured piezo 

extension values such that the extension at this point is zero. 

Conversion to force/distance 

For some experiments, only the force experienced by the probe at a given point or 

event during the curve is of importance and processing may proceed to the next step. 

For some, however, knowledge of the force at a specific distance from the sample is 

required and the curve must be converted from force as a function of piezo extension 

to force as a function of tip-to-sample distance. To do this, the extension value for each 

point on the curve is replaced by r, the sum of the extension value z and the cantilever 

deflection d (Figure 2.8 bottom). This process essentially takes the position of the 

probe relative to the sample as given by the extension of the piezo and then modifies 

it by the deflection of the cantilever, which shows any additional displacement along 

this axis, giving the true tip-to-sample distance. 

To convert the distance the cantilever is deflected to the force experienced by the 

probe Hooke’s Law is employed and the deflection is multiplied by the spring constant 

of the cantilever, k (Figure 2.8 bottom). However, the nominal value of the spring 

constant for the cantilever supplied by the manufacturer can be, at best, considered a 

suggestion and will often vary by an order of magnitude from this value, even within 

the same batch of cantilevers. This is due to the unavoidable variance in the few-

micron thickness of the cantilever from manufacturing, since differences of only a few 

percent in this value can have enormous impact on the response of the lever. The 

spring constant may instead be determined independently in the lab through a variety 
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of methods, such as that provided by Sader, et al.,86 if an absolute measurement of 

the applied force is required. Comparative measurements with the same probe across 

different samples or experimental trials will not require this additional step and was the 

preferred method in this work. 

2.5.4. Approach 

For curves taken with the GO functionalized probes no measurable electrostatic forces 

were observed during the approach of the probe to the bubble, either attractive or 

repulsive. A sudden, premature contact due to attractive force between sample and 

probe is referred to as “snap-down” (Figure 2.7B). When long-distance snap-down due 

to attractive forces was observed the displacement between the neutral position of the 

cantilever and the lowest point of the snap-down region was taken and multiplied by 

the nominal spring constant of the cantilever to give a force value. For short-range 

snap-down was observed, due to van der Waals forces, the distance at which the snap-

down occurred was measured, indicating the range at which this strong force became 

dominant. Any attractive or repulsive forces during the HPHT experiments were below 

the noise threshold and were therefore not measurable. 

2.5.5. Retract 

For the retract curves in both the HPHT and GO probe experiments, we measured the 

adhesion of the probe to the surface from the maximum deflection of the cantilever 

before it releases from the surface. We take the difference in this deflection from that 

of the neutral deflection and multiply by the nominal force constant of the cantilever to 

obtain the force value (F = k∙d). This was relatively straight-forward with the GO probe 

experiments, but the noise present in the HPHT experiments necessitated additional 

processing not normally required for data taken in less extreme environments. Here, 

we assumed that the noise from the fan was approximately normally distributed and 
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replaced each point with the average value of the 100 surrounding points. The 

adhesive force value was then taken as the difference between the lowest point on the 

curve and the neutral deflection point, taken as the average of all points with the no-

deflection region, multiplied by the nominal spring constant of the cantilever.  
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Chapter 3 

Optical Analysis of 2D Materials 

3.1. Introduction and Theory 

To explore the interactions of 2D materials with oil-water interfaces, we first needed to 

examine the effects of these processes in a population of nanosheets that had been 

exposed to them. Doing this required a way to rapidly characterize the morphology of 

large numbers of flakes which would not be feasible if we were required to examine 

each flake individually. Therefore, we developed a technique to overcome these 

challenges, which was published in Nanoscale in 2018 as “High-throughput optical 

thickness and size characterization of 2D materials.”87 This chapter is adapted from 

that article, with permission from The Royal Society of Chemistry. Our technique uses 

optical microscopy, which is both quick to acquire images, capable of covering 

thousands of sheets within each of these images, and capable of distinguishing both 

sheet size and thickness. Other techniques, such as atomic force microscopy (AFM), 

scanning electron microscopy (SEM), fluorescence microscopy, or Raman 

spectroscopy, are limited in at least one of these respects and would not have been 
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suitable for our purposes. In brief, AFM is exceptionally well-suited for providing 

precise height measurements at the scale required88 but is limited in the size of the 

sample that can be examined to approximately 100 µm by 100 µm. It is also extremely 

time-consuming to examine even this small area, taking at least 1 hour to cover a 

sample of that size with any degree of accuracy. SEM can cover larger areas but does 

not provide quantitative height measurements and often requires coating the sample 

with a conductive layer, obscuring the atomic layer changes we are interested in. 

Fluorescence microscopy can provide excellent lateral size measurements for many 

images simultaneously but provides no information on height.89,90 Finally, Raman 

spectroscopy is used to examine 2D materials, but has difficulty distinguishing 

between double- and few-layer material,91 especially when functionalized,92 nor does 

it provide lateral size measurements. Additionally, each of these systems are quite 

expensive, both in initial cost and upkeep. For all of these reasons, we based our work 

in optical microscopy, though it also is not without its challenges. 

Although 2D materials are typically nearly optically transparent due to their extreme 

thinness, it is possible to use interference effects to make them visible with a standard 

optical microscope. By depositing the sheets on a silicon substrate that has an oxide 

layer of a consistent, well-defined thickness they become visible with lateral 

dimensions readily apparent and layer variation shown as changes in color (Figure 3.A). 

This is due to the nanosheet layers modulating the interference effect caused by 

differences in path length between light that has been reflected from the top of the 

oxide layer and light reflected from the bottom (Figure 3.B).93 The effect is not 

constrained to a single oxide layer thickness, but works across a large range thereof, 

e.g. 90, 270 and 300 nm. This behavior has been demonstrated for a wide variety of 

2D materials including graphene,91,94 GO,89,95 hBN,96 and numerous TMDs30,91,97,98 at 
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the scale of individual flakes. The interference effect is strongly dependent on choice 

of wavelength and oxide layer thickness, which varies the precise location of the 

reflection minima and maxima.93 By selecting an appropriate value for the thickness of 

oxide layer and the color of light used when taking optical images, one can ensure that 

a high level of contrast will be present between the layer numbers of interest in a given 

sample, at the single flake level. 

 

Figure 3.1: Optical image of graphene oxide flakes on a silicon wafer with a 300 nm silicon 

dioxide layer using white light (A). Central flake is multi-layer with single layer material on lower 



58 

 

right. Diagram of optical image from side (B). Gray boxes are GO sheets on top of the blue 

oxide layer and silicon. Right side shows path of light entering through the flakes and through 

the oxide layer. The light may reflect at any of the interfaces, giving rise to the interference 

effect. 

3.2. Development and Method 

The method we developed hinges on using computer processing techniques to vastly 

reduce the inhomogeneities present in optical images of these materials. This enables 

using low-magnification optical images (on the order of 1 mm2) containing thousands 

of flakes, which would otherwise be obscured by the difference in brightness the 

inhomogeneities cause across the image. The brightest parts of the image can easily 

be twice as bright as the darkest, while the difference between successive layers of 

the 2D material may only be a few percent. These inhomogeneities are caused by 

uneven illumination from the light source and aberrations within the optical system 

itself. We remove them with a two-step process before beginning characterization. 

The first step takes the image of the sample, acquired as detailed in Chapter 2: 

Experimental Methods (Figure 3.2A), and divides it by an image of an empty substrate 

acquired in the same way (not shown). The original image has a wide range of 

brightness values. The full extent of this variability is more clearly visible in the false-

colored version of the image, Figure 3.2B, and in the brightness histogram in Figure 

3.2C. The division process removes much of the characteristic distortion unique to the 

particular optical system used, which is unobscured in the empty substrate image, and 

provides an image with a more consistent background color (Figure 3.2D,E). However, 

the histogram for this image, Figure 3.2F, shows that the peaks associated with the 

individual layer numbers are still broadened and not yet completely identifiable. 
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Figure 3.2: Steps in the optical characterization technique. (A) Averaged image of the sample 

composed of 100 images taken from the red channel. (B) False color version of (A) to highlight 

brightness variability. (C) Histogram of pixel brightness in (A,B). (D) Image in (A) after division 

by image of empty substrate (not shown), with false color version (E) and histogram (F). (G) 

Image in (D) after division by second order polynomial plane fitted to the brightness values of 

the substrate portion of the image in (D), with accompanying false color version (H) and 

histogram (J). X-axis units in (C) correspond to the brightness values from the original camera 

and those in (F) and (J) are percentage of the dividing image brightness. 

The second step eliminates much of the remaining distortion by using the substrate as 

a reference point, creating a simplified plane based on the exposed portions thereof 

and dividing the image by this plane. This procedure “flattens” the image and is similar 

to a technique commonly used in scanning probe microscopy image processing. This 

yields an image with extremely consistent color throughout (Figure 3.2G,H) and well-

defined peaks for each layer number in the brightness histogram (Figure 3.2J). In the 

work described here a second-order plane was used, although higher orders might be 
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required for some other systems. Caution should be observed to avoid using an 

unnecessarily high order polynomial plane which can cause “over-fitting” and create 

artifacts in the image that reduce accuracy in the final height values. Figure 3.3 shows 

a histogram with the effects of polynomial order choice for the dividing plane using the 

image in Figure 3.2D. Dividing by a constant (zeroth order polynomial plane, black line) 

does not shift the shape of the original plot, but dividing by first order (red) and second 

order (dark blue) planes sharpen the peaks substantially. Higher order planes (third 

through sixth) do not appreciably change the location or shapes of the peaks. The 

lowest order that provides a consistent histogram is the one that should be used, in 

this case second. 

 

Figure 3.3: Histograms generated by dividing the image in Figure 3.2(D) by polynomial planes 

of varying orders that were fitted to the brightness values of the substrate portions of the image. 

While the shape of the normalized histogram (black) changes significantly from first (red) and 

second order (dark blue) planes, it does not change appreciably for higher order polynomial 

planes, indicating that second order is the appropriate choice for this combination of sample, 

substrate, wavelength of light, and optical system. 
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Figure 3.4: Co-located optical (top) and AFM (center) images of GO sheets on an SiO2 

substrate. Only the red channel of the optical image is shown. The bottom plot shows the 

optical brightness profile (red, right axis) and AFM height profile (blue, left axis) of the 30 µm 

line indicated in each image. The optical image shown used a higher concentration than those 

samples used for characterization. This allows for more visible surface features on the sample, 

which are used as references for the co-location on the AFM. 
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Figure 3.5: (A) The histogram from Figure 3.2J, with the peaks corresponding to the substrate 

and different layer number brightness values highlighted. (B) A plot of the brightness values 

from each peak (black circles) as a function of layer number, showing the linear relationship 

between them. Note that the substrate peak (red circle) does not follow this linear trend. 

After the processing steps have been completed for a given image, it is converted from 

the brightness values captured by the camera to height values. For some materials, a 

function relating the two can be acquired from the literature (e.g. graphene99). If the 

material being examined does not have a function available, it can be obtained 

experimentally by acquiring co-located optical and AFM images (Figure 3.4). The 

brightness values that correlate to a given layer thickness can be determined from 

these and a function explicitly stating the correlation is generated (Figure 3.5). 

Depending on the combination of material makeup, thickness of the sheets being 

examined, substrate, and wavelength of light used, this function can be non-linear, and 

even non-monotonic, i.e. contrast inversion may be observed at some layer numbers, 

such that the both the layer immediately preceding and the one following such a layer 

are brighter (or darker) than it.91,93 Often, choosing another combination of wavelength 

or substrate can keep the function predominantly linear. If such a choice is not 

available, we developed a macro for ImageJ,84 the open source, NIH-developed image 

processing software used for the execution of much of the technique, which can 
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compensate for this issue. Not correcting for this issue could otherwise cause regions 

of a flake that are particularly thick to be incorrectly identified as thin, causing 

diminished accuracy (Figure 3.6). The macro identifies local maxima within a flake 

(Figure 3.6B), determines the region around each where the brightness continues to 

fall (Figure 3.6C), and then inverts the brightness values within this region about the 

value at which inversion occurs (Figure 3.6D). Once the macro is completed, the above-

described brightness/layer correlation function can be determined for the corrected 

image. 

 

Figure 3.6: Steps of the inversion macro. (A) Original flake image, (B) local maxima (red 

arrows), (C) region to be inverted, (D) after initial inversion, (E) after regions have been 

realigned with surronding area. (F) Plot of optical profiles from (A) and (E) showing return to 

montonic behavior. 
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This function is then applied to the image, converting the brightness value for each 

pixel to the equivalent average layer number. Standard automated particle analysis 

routines can then be applied to the finalized image, giving quantitative values for both 

the lateral dimensions and thickness of each sheet. This data can then be analyzed 

for information on the distribution of these parameters within the population examined. 

3.3. Emulsion Separation Results 

We used this method to examine the effects of the emulsion process (described in 

Chapter 1e – Emulsions of 2D Materials) by characterizing the morphological 

composition of GO samples taken from both the water portion of the emulsion (GOw, 

Figure 3.7) and the chloroform portion of the emulsion (GOe, Figure 3.8), along with a 

sample of the original material before it underwent fractionation (GO, Figure 3.9). While 

differences between the samples are apparent visually, our method allowed us to 

directly track the changes in flake thickness and size. Previously information on 

oxidation extent and conductivity had been available, but not morphology.70 The results 

of this analysis are shown in Figure 3.10 as histograms for both average layer number 

(A,B) and sheet area (C,D), each as a function of both cumulative percentage surface 

area (A,C) and the number of flakes (B,D). 
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Figure 3.7: Sample optical image of the GOw sample in grayscale (A) and false color (B). 

 

Figure 3.8: Sample optical image of the GOe sample in grayscale (A) and false color (B). 

 

Figure 3.9: Sample optical image of the GO sample in grayscale (A) and false color (B). 
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Figure 3.10: Histograms showing cumulative percentage of surface area (A) and number of 

flakes (B) by average layer number. Cumulative percentage surface area (C) and number of 

flakes (D) by sheet area (µm2). Binning by sheet area is logarithmic, with ten bins per decade. 

From these plots we can immediately discern that there is significant diversion in the 

size and thickness distributions of the material after undergoing the emulsion process. 

In Figure 3.10A, nearly 90% of the material extracted from the GOe fraction by area has 

an average layer number of one, and no sheets had an average layer number greater 

than four. The material from the water portion (GOw), by comparison, has only 10% of 

its sheets with an average layer number of four or less. The original GO shows a layer 

distribution similar to that of GOw after the four layer mark, but with a larger portion of 

low-layer material, with 30% of the surface area coming from flakes with an average 

layer number less than four. 
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This is also apparent in looking at the number of flakes of each thickness (Figure 3.10B). 

Here GOe has a large number of flakes of average layer number one, but drops off 

sharply thereafter, whereas GOw and GO both show a more gradual decline, and 

closely match after the four layer mark. Comparing Figure 3.10A and B also 

demonstrates the impact of high average layer number flakes, which are fewer in 

number but tend to contain a larger portion of the total surface area. 

This is further demonstrated in Figure 3.10C, where we see that the GOe sample has 

a much larger portion of smaller flakes as a percentage of total surface area than either 

GOw or the original GO. Note that both Figure 3.10C and D use a logarithmic scale for 

the x-axis, with ten bins per decade equally spaced on a log scale. GOe has about 

90% of the total flake surface area come from flakes with areas less than one thousand 

µm2, compared with approximately 25% for GO and 15% for GOw. 

All samples had the largest number of flakes with areas around fifty µm2. The GO 

samples showed a stronger peak in this region compared to GOe and GOw, which 

were both more generally more evenly distributed across the range of sizes, though 

all samples dropped off as flake size increased. The largest flakes in the GOe sample 

were smaller than those in the other two samples, with none more than two thousand 

µm2 in size. In contrast, both GOw and GO extended to nearly six thousand µm2 for 

the largest flakes in each sample. 

3.4. Discussion 

From these results we can see that the fractionation method is selective with regards 

to both lateral sheet size and sheet thickness. Sheets taken from the emulsion portion 

are smaller and thinner on average, significantly so as compared to the water portion 

of the emulsion and the original source GO material. 
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Beyond the strictly morphological differences between the samples we also gain 

insight into the operating mechanism of the emulsion process. There is a strong 

correlation between the GO and GOw samples, with corresponding population spikes 

in layer number (between 12 and 14, 18 and 21, and at 37 layers) and sheet area (e.g. 

at 400, 1500, and 6000 µm2). This demonstrates that this kind of material was 

overrepresented in the initial sample and remains unchanged in the water portion of 

the emulsion. However, these spikes were not present in the GOe sample. This 

indicates that the flakes from this portion of the emulsion have changed their relative 

size and thickness distributions in a way not experienced by those in the water portion. 

For further insight, the samples were also analysed using XRD by our collaborators at 

the University of Connecticut. As typical for samples produced by oxidizing graphite, 

XRD spectra of the GO fractions showed two peaks (Figure 3.11A). The peak around 

2θ = 26° corresponds to a separation of about 0.34 nm, representing the original 

stacking of graphitic sheets prior to oxidation. The peak at 2θ = 10°–13.5° represents 

the increase in spacing between the sheets to 0.7–0.9 nm caused by the addition of 

oxygen functional groups during the reaction. To quantify to what degree the material 

exhibited the increased spacing due to oxidation, we calculated an XRD r value based 

on the formula70 r = AGO/( AGO+ AG), where AG is the area of the G peak assigned to 

graphite stacking, and AGO the area of the GO peak assigned to GO stacking. Table 

3.1 lists the XRD r values for each of the three samples. There is a clear order in the r 

value, with GOw > GO > GOe, which is in line with published results using this 

fractionation method.70 This ordering is similar to that found for sheet size and average 

layer thickness using the optical method, with a larger portion of oxidized material 

corresponding to a greater percentage of large or many layer sheets. This correlation 

illuminated the underlying mechanism of the fractionation process. The GOe fraction 
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has undergone a significant degree of exfoliation as compared to the GOw fraction. In 

hindsight this is not surprising, as the emulsion is stabilized by the spreading 

(exfoliation) of sheets at the oil/water interface.10 This means that not only are the less 

oxidized (less hydrophilic) sheets found at the oil/water interface, but they are 

exfoliated at the interface as well. Thus, the degree of oxidation, as determined by the 

value of r, only partially describes the state of the GO. This additional information would 

have remained unobserved without the rapid morphological characterization made 

possible by the optical method outlined here. 

  

Figure 3.11: (A) XRD spectra of the fractionated samples. (B) Brightness values of the first four 

layers for each sample with linear trendlines for each. (C) Slopes of the linear trendlines from 

(B) plotted as a function of the XRD r value. 
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Sample Name XRD r value 

GOw 0.932 ± 0.005 
GO 0.898 ± 0.004 

GOe 0.768 ± 0.016 

Table 0.2: Calculated XRD r values for each sample. 

It is interesting to compare this correlation between larger sheet dimensions and higher 

oxidation levels with the work of Dimiev and Tour, who showed that the oxidation of 

graphite into graphite oxide during the Hummers method is controlled by the diffusion 

rate of the oxidizing agent.100 This could possibly lead one to expect that larger sheets 

would be less oxidized than smaller ones. At first glance, our results appear to 

contradict this expectation, although we do not believe this is the case. Rather, the 

more hydrophobic, nearly un-oxidized graphite in the GO sample went to the oil/water 

interface, which has been shown to drive exfoliation.70 The more hydrophilic, highly 

oxidized material, in contrast, remained in the aqueous phase and thus did not 

exfoliate and so remained larger and more stacked on average. This was seen in the 

difference in the distribution of sheets with an average layer number less than four in 

Figure 3.10A. 

It has been shown that oxidation of graphene changes its optical properties,101,102 

including changes in the optical contrast between individual sheets and the substrate.95 

Consequently, we were interested whether different degrees of oxidation found in the 

different kinds of material (GOw, GO, GOe) would lead to a noticeable difference in 

the brightness-vs-thickness curves for different materials. Therefore, a linear fit was 

applied to the brightness values for the first four layers for each sample (Figure 3.11B). 

The brightness change per layer was determined from the slope of this fit for each 

material and showed a surprisingly strong and significant change as a function of the 

r value (Figure 3.11C). The difference in slope between the three materials was large 
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compared to the corresponding error of the fit (shown as error bar). The slope of GO, 

(−4.08 ± 0.04)%, was greater compared to GOe, (−4.46 ± 0.03)%, and less than GOw, 

(−3.63 ± 0.04)%. As the change in brightness for a given nanosheet layer number is 

dependent on the dielectric constant of the material,93 our simple method provides 

surprisingly powerful way to assess optical properties of a population; in principle, one 

could calculate the optical constants of the material using this method. 

3.5. Conclusion 

With the development of this technique, we were able to offer a new tool to the scientific 

community, one that allows for the rapid, simultaneous characterization of the 

thickness and lateral area of thousands of nanosheets. Using only low-magnification 

optical microscopy, commercially available substrates, and free, open source software, 

we were able to provide information on samples that would have previously required 

the use of expensive, specialized equipment to obtain, and could do so in one 

hundredth of the time. Beyond this, the method gives a method for simultaneously 

assessing the oxidation state and optical constants of a material with no additional 

processing. 

Through the application of the technique to our emulsion-fractionated GO samples, we 

were able to precisely determine the morphological differences between them. This 

illuminated the nature of the process and demonstrated that the sheets are indeed 

being exfoliated at the interface as previously suspected. Without our technique, this 

information would not have been available, and our understanding of the behavior of 

nanosheets at the oil/water interface limited. 

Further work with these systems must involve characterization of other samples, both 

different nanosheet materials (graphene, hBN, TMDs, etc.), varying combinations of 
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liquids in the emulsions, and further exploration of the effects of repeated bouts of 

fractionation. The optical characterization technique is also useful for work outside of 

the emulsion process, as the substrates used here are also commonly used with other 

techniques, such as growing nanosheets through chemical vapor deposition. This 

process could allow automated in-situ tracking of sheet growth or changes in optical 

constants from a variety of causes, e.g. mechanical strain due to lattice mismatches 

or defects. 
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Chapter 4 

Graphene Oxide Functionalized Probe 

4.1. Introduction and Theory 

In this chapter we directly investigate the behavior of 2D material at a liquid-liquid 

interface using AFM. Here, we used a colloidal probe and performed force 

spectroscopy measurements on bubbles of heptane pinned to a substrate in water 

(Figure 4.). We performed these measurements first with a bare silica probe, a second 

time after coating the probe with graphene oxide, and then a third time after the coating 

was reduced with UV, a process which produces a coating similar to graphene. These 

measurements provide both general insight into the behavior of 2D materials at this 

interface and specific insight into scaling the previously discussed processing 

technique for producing these materials up to a large scale while maintaining low cost. 

The custom graphene coated probe we developed also provides a new scientific tool 

to study the interactions between graphene and other materials. As graphene is 

notoriously difficult to isolate in large quantities for industrial use, this probe will provide 
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new insights into tailoring the surface interactions of this 2D material so that it can be 

utilized more widely. 

 

Figure 4.1: Diagram of the force spectroscopy experiments performed at the liquid-liquid 

interface. To perform the experiment, an AFM colloidal probe functionalized with GO or 

reduced GO is submerged in an immersion liquid (liquid 1) in an AFM liquid cell. Also 

submerged is an immiscible droplet of liquid 2, pinned to the surface of a patterned 

hydrophobic/hydrophilic substrate (dark red/light red). The functionalized AFM probe is 

approached toward the pinned droplet until it makes contact with the apex of the droplet. Then 

force curves are performed. Care is taken to prevent the probe puncturing the pinned droplet. 

To understand the behavior seen in these experiments, we must first examine the 

factors that govern the behavior of a particle at an interface. Here we start by 

examining the interactions of two particles in contact and proceed in complexity from 

there, following the work of Israelachvili.79  

In general, we can describe the interaction between two particles in contact as being 

proportional to some inherent property possessed by each particle, e.g. the mass m in 

a gravitational context or the dipole moment µ in dipole-dipole interactions. For two 
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objects A and B, we can write this value as A and B and therefore write the binding 

energies, W, of these two objects in contact as 

 	�� =  −J!,   	�� =  −R!,   or 	�� =  −JR  (4.13) 

for two particles A in contact, two particles B in contact, or one of each type of particle, 

respectively.  

 

Figure 4.2: The potential configurations of two unlike particles A and B coming into contact in 

a mixture. The particles may remain in contact only with others of the same kind, and are called 

associated (top) or may freely contact with the other kind, and are called dispersed (bottom). 

For a mixture of an equal number of particles A and B we can then consider the 

energetic cost associated with particles attaching only to those of the same kind 

(“associated”) or freely attaching to any particle, A or B (“dispersed”) (Figure 4.2). This 

can be written 

     ∆	 = 	UVV − 	W'VX (4.14a) 

             ∆	 = −J! − R! 
 2JR (4.(4.14b
) 

 ∆	 = −�J − R�! (4.(4.14c
) 

from which we see, as (A − B)2 must always be positive, that Wdisp > Wass and 

association is generally energetically preferrable to dispersion. 
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Figure 4.3: The potential configurations of two unlike particles A and B coming into contact in 

a solvent C. The particles may remain in contact only with other particles and are called 

associated (top) or may freely contact with the solvent and are called dispersed (bottom). 

 We can now introduce the effects of a medium to the relations between these 

particles, rather than interactions in a vacuum. Consider two dissimilar particles A and 

B coming together in a solvent C. Here we have again a choice between association 

and dispersion: either A and B may associate with one another, with C left to interact 

with itself, or A and B disperse and prefer to interact with C (Figure 4.3). The energetic 

cost here can be written as 

   ∆	 = 	UVV − 	W'VX (4.15a) 

                    ∆	 = −JR − Y! 
 JY 
 RY (4.(4.15b
) 

            ∆	 = −�J − Y��R − Y�. (4.(4.15c
) 

This is distinct from the previous result in that it is possible for the energy of the system 

to be positive or negative, depending on whether the value for C is intermediate 

between A and B or not. If it is intermediate, then the result is positive, and the particles 

will repel one another, which was not possible previously. 
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Figure 4.4: The potential behaviors of a particle near the interface of two immiscible liquids 

include (1) Adsorption of the particle to the interface between the liquids, (2) & (3) Engulfing of 

the particle as it moves from one liquid into the other, and (4) Desorption of the particle as it 

leaves the interface and moves into one of the two liquids. This last option is impossible as it 

would require the particle to be closer in surface energy to each of the solvents than the other, 

which it cannot be. 

We can now examine the behavior of a particle near an interface between two 

immiscible liquids. For a particle C that lies near the interface between two liquids A 

and B, there are, effectively, two options for its behavior (Figure 4.4). One, the particle 

may be attracted to the interface, regardless of the side on which it exists 

(“Adsorption”) (Figure 4.4 option 1). Or, two, the particle may be repelled on one side 

and attracted on the other side of the interface (“Engulfing”) (Figure 4.4 options 2 and 

3). While there would appear to be a third option, where the particle is repelled from 
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both sides of the interface (“Desorption”) (Figure 4.4 option 4), this does not, in practice, 

happen, as will be explained shortly. Using (4.15c, we can write the energy of the 

system on each side of the interface: 

  ∆	[\] = −�Y − J��R − J� (4.16a) 

 Δ	_\̀ = −�Y − R��J − R� (4.(4.16b
) 

We can then write the change in energy as the particle crosses the interface from right 

to left as: 

 Δ	_\̀aba = Δ	_\̀ −  ∆	[\]                  (4.17a) 

                                  Δ	_\̀aba = −�Y − R��J − R� 
 �Y − J��R − J� (4.(4.17b
) 

     Δ	_\̀aba = �J − Y�! − �R − Y�!. (4.(4.17c
) 

     Δ	_\̀aba = ∆	�c − ∆	�c .              (4.(4.17d
) 

From this, it becomes clear that if the surface energy of the particle is between that of 

both liquids (A<C<B or A>C>B), the particle will be adsorbed to the interface as the 

change in energy will be zero.  Otherwise (A>B>C or A<C<B), the particle will be 

engulfed by the liquid which has a surface energy most different from that of the 

particle. As these are the only possible orderings, it is not possible for desorption to 

occur. 

Additionally, we can make use of the relation between ΔW and the surface energy of 

an interface γ, as seen in Equation 1.1, to relate this interaction to the surface energy 

of the components of the system: 
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                   Δ	_\̀aba ∝ ��c − ��c . (4.18) 

From this, we can see that the interactions of a particle at an interface is driven by the 

relative values of the surface energies of the components, denoting them as of primary 

importance. 

In addition to interactions at the interface we must also be cognizant of the fact that 

these force spectroscopy experiments are being performed on a deformable surface: 

a bubble. As such, the contact area between the probe and bubble surface change as 

a function of applied force. As the probe pushes into the bubble, the bubble will deform 

around the probe, leading to greater contact area. This complicates the standard 

methods for processing force curve data, which assume that the sample is rigid and 

non-deformable. Having the deformable surface makes determination of the initial 

contact point difficult. One such example is when a cantilever is undeflected but is 

already embedded in a deformable surface. In this instance, the standard indication 

that the probe has just reached the point of contact instead is given at a point well 

below the surface level. Accordingly, the precise tip-to-sample distance is not always 

known in these experiments. Additionally, the standard method for determining the 

optical lever sensitivity, i.e. the conversion between deflection as given in the direct 

output from the photodetector, in volts or amps, to that in standard units of distance, 

relies on the portion of the curve that occurs after contact, known as the constant 

compliance region. Here, it can be assumed that, since the surface does not deform, 

for each nanometer the piezo is extended the cantilever must deflect in the opposite 

direction. However, this assumption does not hold true for a deformable surface like a 

bubble. It is instead required to take separate calibration curves on a hard portion of 

the surrounding substrate and use the optical lever sensitivity from these to convert to 



80 

 

distance for the curves taken on the deformable surface. This provides a suitable 

method for determining the forces involved in these interactions and was the method 

of choice for this work. An iterative deconvolution method for extracting the interaction 

energy of such a system from a force curve on a deformable surface was given by 

Dagastine et al. in 2004.103 This method, while an appealing avenue for future 

investigations into the system at hand, is beyond both the current preliminary stage of 

these experiments and the scope of this work. 

4.2. Development and Method 

The initial process in performing these experiments was developing each necessary 

component. We started by using a GO coated probe which was previously developed 

by a previous student in our lab, Laura Dickinson,104 and used for measurements in 

air. This probe consists of a colloidal silica sphere that is functionalized with an amine 

layer to generate a positive surface charge and then immersed in a GO-in-water 

suspension. The negatively charged GO flakes experience a long-range attraction to 

the surface of the probe and then remain there stably after drying due to powerful, 

short-range van der Waals interactions. Before the probe could be used in our 

experiments, we needed to verify the stability of the GO coating, as it was initially 

deposited in an aqueous environment similar to the one our tests required. This 

verification came from a series of Raman spectra we took of the probe both before and 

after taking curves at our water-heptane interface. These confirmed the presence of 

graphene oxide, showing the signature D and G peaks at 1350 cm-1 and 1600 cm-1, 

respectively, as seen in Figure 4.5. 
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Figure 4.5: Raman spectra of the surface of the GO coated probe after performing force 

spectroscopy experiments in the AFM liquid cell. The curves prove that GO is present on the 

probe and, therefore, that the GO coating remains robustly attached to the probe surface even 

after submerging the probe in liquid and performing multiple force spectroscopy curves at the 

liquid-liquid interface. 

Next, we needed to develop a graphene coated probe. For this, we decided to use the 

previously described GO coated probe and reduce the GO coating. Reduction here 

refers to a process that will remove many of the oxide groups from the GO, leaving the 

carbon–carbon bonds intact. This reduction step allows us to maintain the same 

cantilever (and spring constant), allowing for direct comparison between 

measurements despite having a different coating. Several mechanisms for reducing 

GO exist; the most common involve chemical treatments or heating.105 Chemical 

treatments utilize strong reduction agents such as hydrazine106–109 or metal hydrides.110 
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Thermal treatments can involve either rapid heating (up to 2000 °C/min)111,112 or slower 

annealing in vacuum or inert atmospheres.106,113 However, both of these methods 

would involve substantial risk of damage to the probe and cantilever. Instead, we 

reduced the coating by exposing it to high-intensity UV light, a process referred to as 

photo-reduction or flash redution.114 This method works well for extremely thin samples 

(<1 µm), like our coating, but does not scale well to larger quantities. The viability of 

this method using our equipment was demonstrated on GO films that had been 

deposited onto glass slides and examined for the characteristic color change (from 

brown to black) seen in reduced GO. After these initial tests, placing the probes under 

UV for sixty seconds proved sufficient to completely change the interaction between 

probe and interface from the unreduced version of the probe, as will be seen shortly. 
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Figure 4.6: SEM image of an AFM colloidal probe after using a coating technique that involved 

forcing the probe through a graphene coated water bubble in heptane. The intention with this 

technique was that the graphene flakes would transfer from the heptane-water interface to the 

surface of the probe as the probe punctured the bubble. However, instead of forming a smooth 

coating, the graphene flakes restacked into the aggregate material shown on the surface of the 

colloidal probe. The flakes also tended to come off the probe when reintroduced to the heptane-

water interface, possibly due to their small size. 

We also tried directly coating the probe in graphene flakes by pushing a colloidal probe 

through a graphene stabilized bubble of water in heptane. This process did attach 

some aggregated layers of graphene, as seen in the SEM image in Figure 4.6, but the 

coating was not stable when re-introduced to the water/heptane interface used for 

testing and sloughed off. Ultimately, UV reduction proved the most effective method 

for producing a robust graphene-type coating for these experiments. 
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Finally, we needed a method for producing consistent, stable bubbles to provide our 

liquid/liquid interface. To this end, we developed a hydrophilic silicon substrate with a 

pattern of silanized, hydrophobic patches that allowed us to create a hexagonal grid of 

heptane bubbles under water. The starting point for this substrate is an ultra-clean 

silica wafer that had been cleaned via sonication in water with a surfactant, followed 

by additional sonication in picopure water, then followed by 30 minutes under high 

intensity UV and an additional 30 minutes in an ozone-rich environment. The first two 

steps remove any potential gross contaminants and the third removes any trace 

organic material left on the surface of the silicon. This leaves an extremely hydrophilic 

surface on which we create our pattern. The pattern itself is composed of a series of 

hexagonal silanized hydrophobic regions. We create these by placing a hexagonal 

TEM grid on top of the substrate (Figure 4.7A) and then depositing a molecularly thin 

layer of the silane using vapor deposition (Figure 4.7B). The grid functions as a mask, 

leaving the portions of the silicon underneath it unexposed to the silane, and therefore 

still hydrophilic. The grid is then removed (Figure 4.7C) via immersion in water with 

significant care taken to ensure that it does not slide over the newly formed regions, 

scratching or destroying them. This process results in a hydrophilic image of the grid 

on the newly-hydrophobic substrate (Figure 4.7D). The size and shape of the patches 

can be varied through the choice of the grid used as the template, for this work copper 

grids from Electron Microscopy Sciences with 200 µm spacing were used.  
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Figure 4.7: Diagram of the creation of the patterned hydrophilic/hydrophobic substrate. The 

process starts with a clean, hydrophilic silicon surface to which a hexagonal TEM grid was 

applied (A). The combined grid/silicon system was exposed to hydrophobic silane molecules 

via vapor deposition (B). After application, the TEM grid was carefully removed (C). Since the 

grid acted like a mask, shielding the area underneath from exposure to the silane molecule, a 

hydrophilic (light red)/hydrophobic (dark red) pattern is left on the surface (D). 

After the pattern is in place, bubbles can be generated on the substrate by washing it 

with the chosen solvent (heptane in these experiments) immediately before pushing it 

into the filled liquid cell. While the pattern is not perfect, as the grid does not lay 

completely flat upon the substrate, regions are present where suitable grids of bubbles 

will be formed (Figure 4.8). 
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Figure 4.8: This optical image shows heptane bubbles attached to the patterned 

hydrophilic/hydrophobic substrate in water. The bubbles follow the hexagonal pattern of the 

TEM grid used to pattern the surface.   

4.3. Bare Probe Results 

The initial rounds of measurements were carried out with a bare silica sphere probe 

on a bubble of heptane in water to provide a set control data before introducing the 

probe coatings. Of these preliminary experiments, the curve below in Figure 4.9 is 

representative of the behavior of the interactions. During the approach portion of this 

sample curve (blue) we observe a sudden snap on of 5 nN at 1 µm piezo extension 

from zero. This snap on upon approach occurred frequently in these curves, but with 

variation in magnitude of force. As we retracted the probe from the bubble surface in 

this curve (red), we observed a 7 nN adhesion with a gradual pull-off that rises above 
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neutral then releases with a spike. We attribute this spike to the bubble budding off as 

it finally releases from the probe. This “spike” is common to all the measurements for 

this experiment where the end range of the release of the probe is visible in the curve. 

In some measurements this region is not visible. In these cases, the bubble did not 

release from the probe until after the piezo was fully retracted, when data collection 

had already stopped. 

 

Figure 4.9: Bare silica probe on heptane bubble in water representative force spectroscopy 

curve. The blue curve indicates the path of approach of the probe to the bubble surface and is 

marked by a sudden snap on (probe suddenly deflects downward). The red curve indicates the 

retraction path of the probe away from the bubble surface. It shows a force of adhesion here 

that is larger compared to the snap on and it exhibits a sudden spike where the bubble finally 

releases the probe, causing the probe to rebound.  
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4.4. Graphene Oxide Coating Results 

After performing experimental control measurements with the bare probe, we coated 

the same probe in GO and began to take measurements between the GO coated probe 

and a heptane bubble in water. As the representative curve below in Figure 4.10 

indicates, these measurements did not indicate a snap on until 20 nm from the surface 

of the bubble (blue), indicating that there was no long-range attraction between probe 

and bubble surface. The retract portion of the curve shows a comparatively much 

larger 15 nN adhesion in addition to a gradual pull-off that rises above neutral. 

 

Figure 4.10: GO probe on heptane bubble in water representative force spectroscopy curves. 

The blue curve indicates the path of approach of the probe to the bubble surface and is marked 

by a snap on (probe suddenly deflects downward) that is very small and occurs at very short 

range compared to the bare silica sphere probe. This small snap on is indicated in the inset 

image of the zoomed in graph. The red curve indicates the path of retract of the probe away 

from the bubble surface. It shows a larger adhesive force than that seen in the adhesion of the 

bare silica probe.  
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4.5. Reduced Graphene Oxide Coating Results 

After completing the GO coated probe measurements, we reduced the GO on the 

surface of the same probe. Using the same probe throughout all three experiments 

(bare, GO, and reduced GO) allows for direct comparison among the measurements 

because the probe had the exact same radius of curvature and its cantilever had the 

same stiffness. Using this reduced GO coated probe we performed measurements on 

a heptane bubble in water. As the representative curve below in Figure 4.11 

demonstrates, we observed a large snap on force (here 12 nN at 2 µm). As we 

retracted the probe, we observed adhesion (14.5 nN in this example) and a gradual 

pull-off that rises above neutral. 

 

Figure 4.11: Reduced GO probe on heptane bubble in water representative force spectroscopy 

curves. The blue curve indicates the path of approach of the probe to the bubble surface and 

is marked by a sudden snap on (probe suddenly deflects downward). This snap on is larger 

and occurs at a greater distance than the one seen in both the bare silica probe and GO probe. 
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The red curve indicates the path of retract of the probe away from the bubble surface. It shows 

a similar adhesion force magnitude to that seen with the GO probe.  

4.6. Discussion 

For the bare probe experiment, we observe electrostatic long-range attraction. We 

attribute this sudden snap on to electrostatic forces because van der Waals forces are 

not expected to be present at this magnitude of force so far from the surface of a 

material. However, we would typically expect electrostatic forces in liquid to exhibit a 

more gradual exponential distance dependent trend (proportional to r-2), rather than a 

more sudden snap on, which is typical of van der Waals forces (proportional to r-6). 

Further analysis of the samples does not yield a solution to this perplexing trend. Why 

does the silica of the bare probe exhibit such an attraction for a heptane bubble? If it 

were in air, we might assume that the high surface energy of silica could result in a 

buildup of electrostatic charges on the surface. However, in water (a polar liquid) these 

excess charges should disperse.  

The adhesion of the probe to the liquid-liquid interface in this experiment shows that 

the strong attraction observed at a distance is comparable when the probe is in contact. 

Both the magnitude of the force in the snap on and pull off are similar. Additionally, the 

strong adhesion is shown in the “spike” which occurs as the bubble deforms upward 

with the retracting probe before suddenly releasing it, so the probe recoils in an 

oscillatory behavior. Another explanation for this spike and the probe’s behavior is that, 

after coming into contact with the heptane bubble, the heptane wets the surface of the 

probe, partially “bleeding” the bubble as the heptane moves along the surface of the 

probe (and potentially the cantilever). Since both water and heptane appear clear in 

the optical microscope of the AFM, and the amounts lost would be at most a few 
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picoliters, a small amount of heptane lost this way would not be readily apparent. 

However, if that excess heptane released from the surface of the probe during 

retraction and floated to the surface, its movement might cause the spike in the force 

curves.  

In contrast to the bare probe, the GO probe shows no long-range (micron-scale) 

attraction to a heptane bubble, only short-range (nanometer-scale) van der Waals 

attraction. GO suspends in water due to the functional groups on its surface, which 

neither the silica nor RGO coating will do. This leads the GO probe not to be attracted 

to the heptane bubble, but to instead prefer the surrounding water molecules.  

In terms of the retract curves, the GO probe shows strong adhesion, typically stronger 

than the bare probe. This shows that the GO probe has a preference for the interface 

as opposed to either the water or heptane. 

In its approach curves, the rGO probe showed stronger long-range attraction than any 

of the other probe types. Similar to the bare probe, this attraction was also a sudden 

snap on at a distance that would typically be associated with electrostatic interactions. 

This result is intriguing because rGO is hydrophobic, does not suspend in water, and 

should have a slight preference for the heptane side of the interface. It is important to 

note that although hydrophobic surfaces can obtain excess electrostatic charges, this 

excess charge should dissipate in water. Therefore, it cannot drive this interaction. The 

exact mechanism behind this long-range attraction requires further study, but this 

experimental technique is capable of pursuing such a line of inquiry in the future.  

In its retract curves, the rGO probe showed a strong adhesion which again indicates a 

preference for the interface over the two liquids. The magnitude of this adhesion was 



92 

 

closer to that of the GO coated probe than the bare probe, showing a similar interaction 

between the two coatings.  

4.7. Conclusion 

In these experiments, we explored the interaction between two varieties of 2D 

materials, GO and reduced GO, with a liquid-liquid interface using force spectroscopy 

with a functionalized probe. The results demonstrate significant differences both 

between the different probes and as compared to a control probe consisting only of 

silica. Both functionalized probes demonstrated strong adhesion to the interface, but 

the GO probe did not show any long-range attraction despite this being quite strong 

for the reduced GO probe. This demonstrates the feasibility of measuring these 

interactions using our system and provides a roadmap for better understanding the 

emulsion system and 2D surfactant behavior.   

Next steps for these experiments should include deeper investigation of the impact of 

the reduction process. By varying the length of the exposure to the UV lamp and 

tracking the resulting surface changes via Raman spectroscopy and imaging 

techniques, either SEM or AFM, it will be possible to better understand the source of 

the long-range interaction between the probe and interface. Raman spectroscopy will 

provide quantitative data on the portion of oxide groups remaining on the coating, while 

SEM and AFM imaging would show any significant changes in topography such as 

jutting points which are known to have stronger van der Waals interactions than flat 

surfaces. Additional materials could also be used to functionalize the probes. We 

remain hopeful with regards to the viability of the coating method demonstrated in 

Figure 4.6. Obtaining samples with multi-micron sheet size (rather than the sub-micron 

available for use here) could improve adhesion between the material and the probe 
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surface, limiting material loss at the interface and potentially allowing for coatings with 

any of the 2D materials. Investigating different liquids would also be of great help in 

improving the large-scale efficiency of the emulsion process.
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Chapter 5 

Oil Functionalized Probe 

5.1. Introduction 

Interfacial interactions in oil/water systems are not restricted to GO, graphene, hBN, 

and TMDs. Of global importance, petroleum exploration and recovery also hinge on 

such interactions. Within the depths of an oil reservoir, oil adheres to mineral 

surfaces,115–117 many coated in microscopic clay platelets, comingled with salt brine. 

The surface of these 2D platelets is also an interface between these two immiscible 

liquids. Here, rather than optimizing for attraction to the interface, finding methods to 

ensure complete water wetting of these platelets is of primary importance. This is 

especially important as oil recovery is immensely inefficient, leaving behind up to 70% 

of the oil behind. Multiple factors impact this percentage, including the composition of 

the injection liquids used to force the oil out of the reservoir118–120 and the varying 

components of the mineral surfaces and the oil itself.116,121–126 This search is further 

hindered by the high temperatures and pressures that exist in these reservoirs as these 



95 

 

variables can significantly impact the surface chemistry and interactions between 

components.127–130  

  

 

Figure 5.1: Diagram of an anticlinal oil reservoir showing, left to right and top to bottom: 

pumpjack for extracting liquid from the reservoir; injection well for adding liquid to the reservoir 

system; oil trapped at top of reservoir; source rock from which oil and water originate; brine 

trapped within reservoir; and cap rock, higher density rock which keeps the contents of the 

reservoir contained. Inset shows structure of oil region with crude oil coated aggregate sand, 

rock, and clay commingled with brine.  

Oil deposits originate from organic matter deposited in aquatic sediment, such as that 

found in deep marine basins, continental shelves, or anoxic lakes.131–133 This matter is 

decomposed by bacteria into methane. As the sediment gradually moves deeper into 

the crust heat and pressure convert the organic matter into kerogen, an insoluble 

organic matter. Further heat and pressure convert the kerogen into petroleum and 

bitumen. This process will continue, eventually reducing these complex compounds 

into simpler, lighter gases, although complete reduction will require significant time, up 

to hundreds of millions of years. These substances, both liquid and gas, migrate 
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upwards through the source rock and may potentially be trapped in porous reservoir 

rock beneath impermeable cap rock (Figure 5.). Not all petroleum produced in this 

fashion ends up trapped in reservoirs and can easily be lost if no cap rock is present. 

These systems are incredibly complex, as the components present and their 

interactions vary greatly depending on the original source of the organic material, the 

type of sediment deposit, the depths the sediment reached, the age of the 

hydrocarbons, and the mineral makeup of the reservoir rock. 

Our focus is on retaining as much of the complexity of the original reservoir system as 

possible, including elevated temperature, elevated pressure, crude oil composition, 

brine composition, and a 2D mineral substrate. The traditional method for testing these 

systems is core flooding, which involves taking a cylindrical sample of rock (“core”) 

and submerging it in oil until it is saturated and then forcing a brine solution through it, 

examining the quantity of oil recovered.117,134–143 Traditionally, these tests are often 

performed at ambient temperature and pressure, although some high pressure high 

temperature variations exist.144–150 In all cases, however, the tests are macroscopic 

and average over all mineral species within a sample. Tortuosity effects from the core’s 

structure can also not be disentangled from the results. These factors limit the ability 

of experiments to show direct causal links behind improvements in extraction and 

provide guidance as to the most promising directions for further study. By utilizing force 

spectroscopy, with its small probe size, it becomes possible to instead investigate 

these interactions at the scale of individual mineral grains. This allows for examination 

of interactions of the oil with each mineral species present in a reservoir and can 

eventually generate a broad understanding of this system. This would provide an ab 

initio basis for customizing extraction approaches to the specific composition of any 

given reservoir. Previously, a crude-oil functionalized probe had been developed in our 
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lab for such experiments,151 but all tests were carried out at ambient temperature and 

pressure. Here we describe our work investigating this system using a new high 

pressure high temperature (HPHT) AFM, a hybridized version of high pressure81,83,152 

AFMs and high temperature82 AFMs, which could only achieve one condition or the 

other. By creating an improved version of the customized crude-oil functionalized 

probe able to withstand high temperatures and pressures, we were able to expand 

these experiments into a new parameter space, demonstrating for the first time the 

possibility of carrying out force spectroscopy in this pressure/temperature regime. 

5.2. Development and Method 

Expanding the capacity of the existing probe to maintain functionality at high 

temperature and pressure required substantial testing and modification. The previous 

version consisted of a 7 µm silica sphere which was attached to a bare cantilever and 

then coated in crude oil. This probe was then dried at 50 °C before use. This version 

was capable of performing tests at ambient temperature and pressure, but when 

exposed to higher temperatures the oil coating was not stable enough to stay on the 

probe. By silanizing the sphere before coating, we increased the hydrophobicity of the 

surface to reduce wetting by the brine and improved coating retention. We also dried 

the probe at a higher temperature, 150 °C, driving off even more of the volatile 

components of the oil while still retaining the asphaltenes, considered the dominant 

component in the interaction.153–155 This created a more robust coating, less likely to 

deform at high temperature. The probes were also dried under 30 inHg vacuum instead 

of ambient pressure. This change limits the amount of oxidation the oil undergoes 

during drying, as these reactions are more likely to occur at the increased temperature 

and could change the surface interactions. 
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Figure 5.2: Change in resonance frequency of newly oil coated probes during the drying 

process. Frequency is shown as percentage of the resonance frequency of the probe before 

coating, typically around 20 kHz. The first point on the left indicates this starting frequency, 

with the following, lowest point taken immediately after coating with crude oil. 

We tracked the progress of the drying process by measuring the shifts in the resonance 

frequency of the drying probes (Figure 5.2). Previously, this process had been tracked 

by examining the interference patterns in the oil coating using an optical microscope 

and waiting for them to stabilize. This required an oil coating that extended significantly 

down the cantilever and the patterns were difficult to track quantitatively. Our new 

approach is simpler, can be used with less oil, and provides an explicit measure for 

tracking the drying process. It was demonstrated experimentally by Cleveland, et al.156 

that the resonance frequency of an AFM cantilever changes with the addition or 

subtraction of mass from it. Therefore, by tracking changes in this frequency, we can 
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determine the reduction in the added oil weight during the dry process, as the lighter, 

more volatile compounds evaporate. Frequency sweeps are taken before coating to 

establish a baseline value, immediately after coating, which has the lowest frequency 

due to the added mass, and then every few days thereafter, where the frequency 

increases slightly from the lowest point as the volatile components of the oil are driven 

off. The probe is considered “dry” when the frequency is stable over successive trials. 

This method also gives comparative data on the amount of oil present on each probe. 

As probe 2 in Figure 5.2 shows a smaller decrease in resonance frequency compared 

to the other probes, we know that it has been coated with less oil. This allows for the 

possibility of tracking this oil layer thickness and comparing it to adhesion results in 

follow-up experiments. 

In addition to the question of oil coating stability, the cantilever itself also required a 

change when used at higher temperatures. Prior tests had used a cantilever with a 

70 nm thick gold coating on the back side. This enhances reflectivity, and therefore 

the intensity of the reflected laser beam, providing a clearer signal. However, at high 

temperatures, a bimetal effect resulting from the unequal expansion coefficients of the 

silicon nitride cantilever and the gold coating causes the cantilever to bend out of 

alignment and push the reflected laser spot outside the range of the photodetector 

used to track the deflection of the cantilever. We changed to cantilevers that were 

coated on both sides with gold to prevent this bending. The changed surface still 

maintained sufficient bonding with the marine epoxy used to attach the sphere. 
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Figure 5.3: Optical image of colloidal probe attached with silicone epoxy before (A) and after 

(B) pyrolyzation – 3 hours in a tube furnace at 500 °C.  

Several methods were also attempted to provide a more robust and inert attachment 

method for the spheres. The most promising of these was attaching the spheres with 

a silicone-based epoxy and then pyrolyzing the tips in a tube furnace for 3 hours at 

500 °C. This also required the double-coated cantilevers, as the single-sided coated 

cantilevers would bend to the point of breaking in the furnace. This converts the epoxy 

into silica, which would be completely inert and of the same heat-resistant material as 

the sphere itself, preventing any potential contamination of the experiment. While this 

method did generate attached spheres, they were only capable of surviving a few force 

curves at ambient conditions before the attachment failed. The survival rate for merely 

moving the probes before or after use was also substantially lower than standard, as 

the spheres would sometimes fall off just from this action. This prevented the use of 

this method of attachment in the final version of the probe, though it might be possible 

to improve it to the point of usefulness with additional work at a later date. 

The cumulative results of the improvements to the oil coating and cantilever are shown 

in Figure 5.4, which has images of probes made using the original process (A and B) 
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and the improved process (C and D) that have been immersed in near-boiling synthetic 

seawater for two hours. The oil coating, the original extent of which has been outlined 

in red in both images, decreased dramatically during immersion for the first probe, but 

is unchanged for the second. 

 

Figure 5.4: Optical images of oil coated probes before (A and C) and after (B and D) immersion 

in boiling synthetic seawater for two hours. The first probe (A and B) was not silanized before 

being coated with oil and was dried at 50 °C under ambient pressure. The second probe (C 

and D) was silanized before coating and was dried at 150 °C under vacuum.  
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5.3. Testing Results 

Initial tests with the new probes showed that their capabilities matched those of 

previous probes at room temperature. Preliminary measurements taken on the 

NT-MDT Ntegra AFM with probes using the new manufacturing process were 

consistent with the work using the previous version of the probe. A series of one 

hundred curves taken on mica in a salt brine at room temperature and atmospheric 

pressure showed almost no deviation, with mean adhesion of 4.0 nN and a standard 

deviation of 0.3 nN (Figure 5.5). No signs of sphere removal or oil layer damage were 

seen; these would have been visible as a sudden deviation from or gradual shift away 

from, respectively, the standard curve seen in the overlaid series. 

 

Figure 5.5: One hundred force-distance curves from the preliminary experiments using the new 

probe manufacturing process with the NT-MDT Ntegra AFM at room temperature and 

atmospheric pressure. Lines connecting the points in each curve are overlaid on top of one 

another and set to 5% opacity. The thicker gray line joining the two darker segments is an 

artifact of the overlay process and does not represent actual points of data, merely the line 

connecting the points in each curve, which jumps from the lowest point on each curve to the 
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beginning of the horizontal zero deflection region. The mean adhesion for this set was 4.0 nN, 

with a standard deviation of 0.3 nN. 

After these promising initial results work next shifted to the newly-constructed high 

pressure, high temperature AFM. However, issues became apparent when force 

curves were first taken with the system heated to 100 °C. The temperature differential 

between the top of the liquid cell and the surrounding air caused convection currents 

to form, randomly changing the length of the optical path of the laser on its way to the 

photodetector. This shows as low frequency distortions in any force curve data, as 

seen in Figure 5.6A. The magnitude of these fluctuations is larger than the size of any 

features related to adhesion or repulsion. As the project was on a fixed schedule and 

could not be delayed to produce a more permanent solution, a fan was used to blow 

air through the optical path. This introduces a consistent, high-frequency noise with a 

lower amplitude than that of the shifts from the convection currents (Figure 5.6B). The 

consistency and lower amplitude made noise reduction techniques effective and 

allowed us to acquire useful information about the system within these constraints. 

 

Figure 5.6: Force-distance curves on mica with a sharp silicon cantilever taken at 100 °C 

without (A) and with (B) a fan blowing air through the optical path of the laser. 
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Sample force curve data is shown in Figure 5.7, with data taken at 25 °C and 100 °C 

in (A) and (B), respectively. The maximum adhesive force is each plot is found at the 

lowest point on the line, indicated by a red ring. This corresponds to the largest amount 

of upward force applied by the cantilever before the probe broke contact with the 

sample surface. The 25 °C curve features low noise and a clear minimum value of 

11.6 nN. The 100 °C curve has a large amount of noise in the original data (gray 

points) but after taking a 100-point average around each point a maximum adhesive 

force of 37.1 nN was measured. While the noise did impose of lower limit of 10 nN to 

the adhesive force that could be measured, clear trends were still evident in the 

measured data as functions of both temperature and pressure. 

 

Figure 5.7: Retract portion of force curves taken at 25 °C (A) and 100 °C (B) with a colloidal 

probe on mica. The red ring in each plot indicates the maximum adhesive force, with inset 

showing additional detail. Gray points are measured data, with the black line in (B) showing a 

100-point average. The maximum adhesion is 11.6 nN in (A) and 37.1 nN in (B) 

Adhesive force measurements as a function of pressure are shown in Figure 5.8, with 

measurements taken at 25 °C in blue (A) and those at 100 °C in red (B). Each data 

point, represented as hollow circle, is the maximum adhesive force measured in a 

single force curve. Although all points were taken at either 0.7 MPa or 10 MPa, they 
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have been given a slight random horizontal offset to improve visibility. The black 

horizontal bar in (A) gives the median value for each set, with the boxes above and 

below this bar indicating the extent of the second and third quadrants.  The median 

value for the 25 °C measurements was 10.02 nN for 0.7 MPa and 4.53 nN for 10 MPa. 

This is a statistically significant decline in adhesive force with increased pressure, with 

a Wilcoxon rank sum test p-value of 3.03×10-17 and a common-language effect size of 

0.738 (a 73.8% chance that a random point from the 0.7 MPa measurements will be 

higher than a random point from the 10 MPa measurements). 

 

Figure 5.8: Maximum adhesive force as a function of pressure at 25 °C (A) and 100 °C (B). 

The horizontal bar in (A) shows the median value for each set (10.02 nN and 4.53 nN for 

measurements at 0.7 MPa and 10 MPa, respectively) and boxes indicate second and third 

quadrants. Horizontal black bar in (B) shows median value of 21.09 nN for 0.7 MPa 

measurements. Gray box indicates noise-induced threshold from fan-induced noise in signal. 

Points have been set to 5% opacity and given a slight, random horizontal offset to increase 

visibility. 

The measurements taken at 100 °C represented a larger challenge to examine. Due 

to the 10 nN lower limit imposed on the measurements by the fan-induced noise 

(indicated by the gray hatched box in Figure 5.8B), the maximum adhesive force was 
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not measurable in all curves. From the curves taken at 0.7 MPa, 71% of (66 of 93) 

showed measurable adhesion, with the remaining curves showing adhesion below the 

noise threshold. The median adhesion force for the entire set was 21.09 nN, indicated 

by the horizontal black bar. It was possible to determine this because any non-

measurable adhesion values must be below 10 nN and therefore below the median as 

they represent less than half of the total number of measurements. Only 19% of the 

measurements taken at 100 °C were above the noise threshold, and we were 

correspondingly unable to determine the median value for the set. However, as this 

median value must be below the noise threshold of 10nN, it still represents an overall 

decrease in adhesive force from the values found in the 25 °C set. 

We next examined the results as a function of temperature. In the measurements taken 

at 0.7 MPa, those at 25 °C had a median value of 10.02 nN while those at 100 °C had 

a median value that increased by more than a factor of two, to 21.09 nN. Due to the 

noise threshold, comparing measurements taken at 10 MPa presented another 

challenge as the values were comparatively lower than those at 0.7 MPa. Here we 

examined the portion of the curves that exceeded 10 nN, with 6% of the curves taken 

at 25 °C and 10 MPa exceeding this value as compared to the 19% of those taken at 

100 °C and 10 MPa. As we cannot verify the shape of the distribution for the adhesion 

values for the set taken at 100 °C and 10 MPa we cannot definitively conclude that the 

adhesion increased with temperature, but the results are strongly suggestive. 

5.4. Discussion 

Our results show that adhesion decreases with an increase in pressure at both 

temperatures tested. This could result from an increase in dissolved CO2 at higher 

pressure, leading to the formation of carbonic acid and a corresponding decrease in 
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pH. The isoelectric point of mica is reported as being 5157 or below,158 and that of crude 

oil in the range between 3 and 7,159–162 depending on source. Passing these points 

would modify the surface charge and impact oil-mica interactions, especially those 

portions of the probe to the sides of the direct oil-mica contact region, which would still 

be in range of longer range, repulsive electrostatic forces, but outside that of the 

shorter range, strongly attractive van der Waals interactions. The increase in pressure 

could also impact the stiffness of the oil layer, decreasing deformation during contact 

and limiting the contact area available for van der Waals interactions. 

Our results also demonstrate that adhesion increases with temperature at both 

pressures tested. This could also stem from changes in electrostatic interactions. 

Double layer theory predicts that increased thermal motion would diminish the 

screening effect of any ions in solution. The moderate change in temperature used in 

these experiments would result in an approximate 10% change in the Debye length, 

due to the square root dependence on temperature.79 Another possibility is a change 

in surface charge due to shifts in the protonation constants of the mica with 

temperature, an effect which has been shown to occur in other silicates.163 The 

stiffness of the oil layer may be also decrease with increased temperature, increasing 

the size of the contact area and the effective area for van der Waals interactions. 

5.5. Conclusion 

Combining the capabilities of a crude oil functionalized probe with a HPHT AFM made 

it possible for us to measure the forces that govern a petroleum reservoir in a 

previously unexplored way. We have shown that increasing the pressure of the testing 

environment decreases the adhesion between probe and substrate for both 

temperatures tested. Additionally, we showed that adhesion increases with 
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temperature for the two temperatures tested. To further explore these results, future 

tests should involve different crude oils and substrates, such as quartz. Additionally, 

the aqueous solution may be changed to modify the salinity, utilize other liquid 

additives (e.g. surfactants), manipulate the CO2 levels or other dissolved gases, and 

modify the pH levels. To identify inflection points and/or sudden shifts in the behavior 

of the forces, the experiments should be repeated by gradually changing the 

temperature and pressure throughout the experiment. This gradual methodology would 

be further enhanced by automated testing, which would allow a greater level of 

precision. To probe the changing influences of the competing electrostatic and van der 

Waals forces, changing the sphere size on the probe would modify the radius of 

curvature, allowing different portions of the sphere to be in different regions of 

influence of these distance dependent forces. Ultimately, using live crude oil for probe 

creation, dried under inert gas to reduce oxidation, and live formation or injection 

liquids in the experiments would give the best representation of what is actually 

occurring in the depths of a petroleum reservoir. 



109 

 

Chapter 6 

Conclusions and Future Work 

In our efforts to expand the understanding of, and eventual larger use of, 2D materials, 

we have demonstrated several important advancements in this work. We detailed a 

new characterization technique for these materials, based on optical microscopy, and 

established its utility by using it to uncover new insights into a new emulsion-based 

exfoliation technique. We also showed direct measurements of the interactions 

between 2D materials and an oil–water interface, shedding yet more light on the nature 

of this exfoliation process. Additionally, we demonstrated a method for examining 

interactions between an oil-functionalized probe and a 2D mica substrate at high 

pressure and high temperature using force spectroscopy. Each of these represent 

significant advancements, with a variety of current and future applications. 

In Chapter 3, we described our new method for optical characterization of 2D materials. 

Our method uniquely combines low-magnification optical microscopy with techniques 

inspired by scanning probe microscopy image processing. This provides rapid, low-

cost size and thickness characterization of populations of nanosheet materials. It also 
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offers a simple means of tracking the oxidation state and optical constants of GO 

without additional processing. We then used this technique to examine the material 

produced via the emulsion-based exfoliation method. By examining material selected 

from a liquid–liquid interface, material not moved to the interface but in proximity, and 

untouched material, we showed that the material is exfoliating itself at this interface, 

not merely sorting existing flakes. This shed new light on the behavior of the system 

at the morphological level, which had been previously inaccessible.  

In Chapter 4, we directly measured interactions between 2D materials and a liquid–

liquid interface using force spectroscopy. This required three separate developments: 

taking a customized GO-functionalized probe that had previously been used only in air 

and taking it into an aqueous environment, finding a method for reducing the GO on 

that probe to a graphene-like state without damaging the probe, and creating a 

micropatterned hydrophilic/hydrophobic substrate to generate stable and consistent 

bubbles of heptane in water. Our results show that these 2D materials show significant, 

measurable attraction to and adhesion with this liquid–liquid interface. And that the 

response is species-dependent, with graphene showing a significant long-range 

attraction and strong adhesion while GO, which readily suspends in water, showed 

only short-range attraction but still maintains strong adhesion. This demonstrates the 

viability of this method in determining the underlying mechanisms of this 2D surfactant-

like behavior.  

Finally, in Chapter 5, we measured the interactions between an oil-coated probe and 

a mineral substrate at high pressures and temperatures using force spectroscopy. 

These measurements are the first of their kind in this temperature and pressure 

regime. Achieving these results required extensive modifications to the oil-coated 

probe, including increasing the drying temperature to increase robustness of the 
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coating, drying under vacuum to reduce oxidation, rendering the probe hydrophobic 

before coating to limit loss of the coating due to wetting, and the use of special double-

coated cantilevers to prevent bending due to a bi-metal effect at high temperatures. 

Our results demonstrate that not only is it possible to perform this technique in such 

extreme environments, the impacts of both variables are significant. We saw adhesion 

increase by a factor of two when bringing the temperature from 25 °C to 100 °C and 

decrease by a factor of two when the pressure was brought from 1 atm to 100 atm. 

This demonstrates the importance of accounting for these environmental changes. 

Each avenue explored here provides its own additional routes for future work. The 

optical characterization technique from Chapter 3 can be readily applied to other 

materials and other systems. In particular, it holds potential promise for tracking growth 

of materials in CVD chambers. Here the contrast changes could eventually be used 

not only to detect differences between different layers of the same material, but also 

in combinations of materials, aiding the creation of layered systems which have a bright 

future in this field. General automation of the process would also be beneficial. The 

layer numbers of different sheets could be determined more precisely by correlating 

across multiple colors of light, using different wavelengths in accordance with the layer 

number region they work best in. It is also possible to shift all the processing into a 

single program (or extension for ImageJ) and reduce the time required before results 

are available even further, perhaps even reaching real-time. 

The results of the emulsion process, as examined by the optical characterization 

technique, also provide additional avenues for exploration. An obvious first step would 

be to vary the source material. Either different forms of GO (either non-Hummers 

production techniques or varying the source graphite would work) or other 2D materials 

completely would be instructive. Additionally, repeating the emulsion process with the 
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material acquired after the first step (e.g. creating an emulsion using only material 

pulled from the interface), would contribute to a far more complete road map of the 

effects of the process. 

The liquid-liquid interfacial measurements from Chapter 4 are open to significant 

expansion. First, additional trials are needed for further clarification of the intriguing 

long-range behavior described here. Varying the degree of reduction of the GO coating 

could help with this, as would reversing the substrate system. By creating hydrophilic 

patches on a hydrophobic background, consistent water bubbles could be placed 

under heptane, allowing testing to take place from the other side of the interface. This 

would provide insight into both sides of the potential well experienced by the material. 

Exploring other liquids, whether different alkanes, other solvents, or polymer systems, 

would also prove beneficial. Pursuing additional probe functionalization techniques 

would allow the examination of other 2D materials as well. Here, using the emulsion 

technique with material that naturally contains a significant proportion of sheets with 

diameter greater than ten microns offers a promising route to producing these 

additional coatings. 

The experiments with force spectroscopy at high pressure and high temperature from 

Chapter 5 also provide a number of options for future work. After refining the detection 

system, further exploring the new parameter space demonstrated here is the next 

course of action. This would be greatly aided by automating the pressure and 

temperature manipulation of the system, allowing for simplified iterative testing. 

Modifying the liquid environment is another step, whether with liquid additives such as 

surfactants, various dissolved gases, or pH adjustments. “Live” or unoxidized crude oil 

or formation liquid (the native non-oil liquid inside the reservoir) could also be used to 

more closely replicate the environment, as well as use of different mineral species. 



113 

 

These experiments would also lend themselves well to exploration of similar systems, 

examining lubrication in combustion engines or mechanical systems, or catalytic 

cracking as used in the petroleum industry. Another, less-obvious route, would be to 

examine biological specimens found at deep-sea vents. The high temperatures and 

pressures found here lead to strange life forms that could be mined for potential 

biomimetic applications. 

With this work, we have not only expanded the understanding of these specific, 

important systems, but also provided tools and methods that will be useful beyond the 

experiments described here. There is, as ever, much that remains to be explored in 

our world. We hope that the information contained here may help those explorers yet 

to come. 



114 

 

Appendix A 

InvertMountain ImageJ Macro 

Information 

An ImageJ macro that finds local brightness maxima within an image, determines the maximal 

area around each maximum in which the brightness decreases, then inverts the brightness in 

those regions about a pre-determined inflection point. 

Adapted from the Supplementary Information from “High-throughput optical thickness and 

size characterization of 2D materials” by Dickinson, et al. published in Nanoscale in 2018 with 

permission from The Royal Society. 

Tested with ImageJ v1.50b  

Instructions for Use 

First, install the macro through use of the Plugins>Macros>Install... menu option. 

Second, select the image to be processed. The macro will act on the current selection within 

the image, or the entire image if no selection is made. Third, execute the macro through the 
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Plugins>Macros>Invert Mountain Tool menu option. This will generate a window with 

several parameters available for modification:  

Inflection Point: The brightness value that the inversion occurs 

about. Correlates with the value at which the brightness-vs-

layer number relationship inverts.  

Maxima Noise Tolerance: Minimum amount by which the brightness of a maximum 

must exceed the surrounding area. Must be >= 0.  

Exclude Edge Maxima: If true, a peak is only accepted if it is separated by two 

qualified valleys. If false, a peak is also accepted if separated by one qualified valley 

and by a border.  

Flood Noise Tolerance: Maximum value by which the brightness of neighboring 

pixels may exceed the brightness of the pixel being examined. Prevents noise in the 

image from prematurely terminating the mountain.  

Sanity Threshold: Pixels above this brightness value are automatically included in 

the mask. Prevents exclusion of “obviously inverted” points due to greater noise than 

expected. For analysis of layered materials, this should be above substrate value by a 

brightness corresponding to at least one layer.  

Fill Holes: If true, areas fully enclosed within a region that has been identified as 

part of a mountain will be added to the region before inversion occurs.  

Finally, after adjusting all parameters to the desired values, press the OK button, and the 

macro will act on the image.  
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Code 

Code also available at GitHub: (https://github.com/schniepp-lab/invert-mountain) 

 

// MIT License 
// Copyright (c) 2017 William W. Dickinson 
// 
//  Invert Mountain tool 
// An ImageJ macro that finds local brightness maxima within an image, 
//  determines the maximal area around each in which brightness decreases, 
// then inverts the brightness in those regions about a pre-determined 
// inflection point. 
// 
// Tested with ImageJ 1.50b 
// 
// =========== 
// 
// Instructions 
// ----------- 
// First, install the macro through use of the Plugins>Macros>Install... menu 
// option. 
// 
// Second, select the image to be processed. The macro will act on the current 
// selection within the image, or the entire image if no selection is made. 
// 
// Third, execute the macro through the Plugins>Macros>Invert Mountain Tool 
// menu option. This will generate a window with several parameters available 
// for modification (see below for descriptions). 
// 
// Finally, after adjusting all parameters to the desired values, press the OK 
// button, and the macro will act on the image. 
//  
// =========== 
// 
// Parameters 
// ----------- 
//  
// Inflection Point: 
// The brightness value that the inversion occurs about. Correlates with the 
// value at which the brightness-vs-layer number relationship inverts. 
// 
// Maxima Noise Tolerance: 
// Minimum amount by which the brightness of a maxima must exceed the 
// surrounding area. Must be >= 0. 
// 
// Exclude Edge Maxima: 
// If 'true', a peak is only accepted if it is separated by two qualified 
// valleys. If 'false', a peak is also accepted if separated by one qualified 
// valley and by a border. 
// 
// Flood Noise Tolerance: 
// Maximum value by which the brightness of neighboring pixels may exceed the 
// brightness of the pixel being examined. Prevents noise in the image from 
// prematurely terminating the mountain. 
// 
// Sanity Threshold: 
// Pixels above this brightness value are automatically included in the mask. 
// Prevents exclusion of "obviously inverted" points due to greater noise 
// than expected. For analysis of layered materials, this should be above 
// substrate value by a brightness corresponding to at least one layer. 
// 
// Fill Holes: 
// If 'true', areas fully enclosed within a region that has been identified as 
// part of a mountain will be added to the region before inversion occurs. 
 
// =========== 
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var stack = newArray(100000); // Array of pixels to be evaluated 
var stackSize;   // Current pixel in the stack being looked at 
var mask;   // Array showing which pixels are within a mountain 
var width;   // Pixel width of the image 
var height;   // Pixel height of image 
 
macro "Invert Mountain Tool" { 
 Dialog.create("Invert Mountains"); 
 Dialog.addNumber("Inflection Point:", 70.0); 
 Dialog.addNumber("Maxima Noise Tolerance:", 10); 
 Dialog.addCheckbox("Exclude Edge Maxima", true); 
 Dialog.addNumber("Flood Noise Tolerance:", 0.0); 
 Dialog.addNumber("Sanity Threshold:", 110.0); 
 Dialog.addCheckbox("Fill Holes", true); 
 Dialog.show(); 
 
 inflectionPoint = Dialog.getNumber(); 
 maximaTolerance = Dialog.getNumber(); 
 exclude = Dialog.getCheckbox(); 
 floodTolerance = Dialog.getNumber(); 
 sanityThreshold = Dialog.getNumber(); 
 fillHoles = Dialog.getCheckbox(); 
 options = ""; 
 if (exclude) options = options + " exclude"; 
 
 currentImage = getImageID; 
 width = getWidth; 
 height = getHeight; 
 mask = newArray(width * height); 
 Array.fill(mask, 0); 
   
 run("Find Maxima...", "noise="+ maximaTolerance +" output=List"+options); 
    
 setBatchMode(true); 
 roiManager("reset"); 
 
 stackSize = 0; 
 for(j=0; j < nResults; j++) { 
     x = getResult("X", j); 
  y = getResult("Y", j); 
  push(x,y); 
 } 
  
 findMountains(floodTolerance, sanityThreshold); 
  
 newImage("MountainAreas", "8-bit", width, height, 1); 
 selectImage("MountainAreas"); 
 
 for(i=0; i<width; i++){ 
  for(j=0; j<height; j++){ 
   if (mask[i+j*width]==1){ 
    setPixel(i,j,1); 
   }     
  } 
 } 
  
 run("Make Binary"); 
 if (fillHoles) 
  run("Fill Holes"); 
 run("Create Selection"); 
 roiManager("add"); 
 selectImage(currentImage); 
 roiManager("select", 0); 
 
 invertMountains(inflectionPoint); 
 
 if (isOpen("Results")) {  
  selectWindow("Results");  
  run("Close");  
 }   
  
} 
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// Determines the extent of the region around each of a list of pixels where 
// brightness decreases from that pixel. It checks each pixel to the left, 
// sequentially, for lower brightness than its neighbor and adds them to the 
// mask if this is true. It then checks those to the right, repeating the 
// process. It then checks pixels above, below, and diagonally adjacent to 
// each of the pixels on the line and adds them to the list of pixels to be 
// examined in this fashion. 
// 
// Parameters: 
// ------------ 
// 
// floodTolerance: 
// Amount of variation above the threshold value allowed before determining 
// that an inflection point has been reached. 
// 
// sanityThreshold: 
// Any pixel above this brightness value is always included in the mask. 
// Prevents exclusion of "obviously inverted" points due to greater noise 
// than expected. Should be at least 1 layer step above substrate value. 
 
function findMountains(floodTolerance, sanityThreshold) { 
 autoUpdate(false); 
 numScanned = 0; 
 while(true) {    
  coordinates = pop(); 
  if (coordinates ==-1) return; 
  numScanned++; 
  x = coordinates&0xffff; 
  y = coordinates>>16; 
  x1 = x; 
  x2 = x; 
   
  mask[x+y*width] = true; 
   
  limit = getPixel(x,y) + floodTolerance; 
   
  // prevent tolerance from creeping upward during scan-line changes 
  if (inMask(x,y-1))  
   limit = minOf(limit, getPixel(x,y-1) + floodTolerance); 
  if (inMask(x+1,y-1)) 
   limit = minOf(limit, getPixel(x+1,y-1) + floodTolerance); 
  if (inMask(x-1,y-1)) 
   limit = minOf(limit, getPixel(x-1,y-1) + floodTolerance); 
  if (inMask(x,y+1)) 
   limit = minOf(limit, getPixel(x,y+1) + floodTolerance); 
  if (inMask(x+1,y+1)) 
   limit = minOf(limit, getPixel(x+1,y+1) + floodTolerance); 
  if (inMask(x-1,y+1)) 
   limit = minOf(limit, getPixel(x-1,y+1) + floodTolerance); 
    
  // Checks pixels to left of the this one 
  i = x-1; 
  while (!inMask(i,y) && (getPixel(i,y)<=limit || 
getPixel(i,y)>sanityThreshold) && i>1) { 
   mask[i+y*width] = true; 
   x1 = i; 
   i--; 
   limit = minOf(getPixel(i,y) + floodTolerance, limit); 
  } 
   
  //Checks pixels to the right of this one 
  limit = getPixel(x,y) + floodTolerance; 
  i = x+1; 
  while(!inMask(i,y) && (getPixel(i,y)<=limit || 
getPixel(i,y)>sanityThreshold) && i<(width-1)) { 
   mask[i+y*width] = true; 
   x2 = i; 
   i++; 
   limit = minOf(getPixel(i,y) + floodTolerance, limit); 
  } 
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  // find pixels above this line 
  if (y>1){ 
   for (i=x1; i<=x2; i++) {  
    limit = getPixel(i,y) + floodTolerance; 
    if (!inMask(i,y-1) && getPixel(i,y-1)<=limit) { 
     push(i, y-1);} 
    if (i>1 && !inMask(i+1,y-1) && getPixel(i+1,y-1)<=limit) 
{ 
     push(i+1, y-1);} 
    if (i<(width-1) && !inMask(i-1,y-1) && getPixel(i-1,y-
1)<=limit) { 
     push(i-1, y-1);} 
   } 
  } 
 
  // find pixels below this line 
  if (y<(height-1)){ 
   for (i=x1; i<=x2; i++) {  
    limit = getPixel(i,y) + floodTolerance; 
    if (!inMask(i,y+1) && getPixel(i,y+1)<=limit) { 
     push(i, y+1);} 
    if (i>1 && !inMask(i+1,y+1) && getPixel(i+1,y+1)<=limit) 
{ 
     push(i+1, y+1);} 
    if (i<(width-1) && !inMask(i-1,y+1) && getPixel(i-
1,y+1)<=limit) { 
     push(i-1, y+1);} 
   } 
  } 
 } 
}         
 
// Adds pixel to stack 
function push(x, y) { 
 if (x>0 && x<(width-1) && y>0 && y<(height-1)){ 
  stackSize++; 
  stack[stackSize-1] = x + y<<16; 
 } 
} 
 
// Removes pixel from stack 
function pop() { 
 if (stackSize==0) 
  return -1; 
 else { 
  value = stack[stackSize-1]; 
  stackSize--; 
  return value; 
 } 
} 
 
// Checks if a pixel is in the mask. Returns false if outside the image border 
function inMask(x,y) { 
 if (x>0 && x<width && y>0 && y<height) 
  value = mask[x+y*width]; 
 else 
  value = false; 
 return value; 
} 
 
// Inverts selected region about the given inflection point. The "Invert" tool 
// will not make values below 0, instead shifting them higher until the lowest 
// is above 0. The offset value determined below accounts for this and permits 
// negative brightness values. 
function invertMountains(inflectionPoint) { 
 getStatistics(area, mean, min, max, std, hist1); 
 
 run("Invert"); 
 getStatistics(area, mean, min2, max2, std, hist1); 
  
 offset = (min - min2) + (2*inflectionPoint - (max+min)); 
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 run("Add...", "value="+offset); 
} 
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