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ABSTRACT

The Atlantic coast striped bass fisheries collapsed in the late 1970’s due to recruitment overfishing and poor habitat quality. Recovery of the fisheries in 1995 resulted from protection of mature females, favorable environmental conditions, and several years of strong recruitment. Today, the striped bass stock is overfished. The purpose of this study was to examine recruitment characteristics of juvenile striped bass during the pre- and post-recovery periods through (1) a comparison of mortality and hatch-date distribution between periods, and (2) to examine growth metrics of individuals from the post-recovery year classes. Lengths and otolith-derived daily ages from juvenile striped bass representing three year classes (2011, 2016, and 2017) from the James and Rappahannock subestuaries of the Chesapeake Bay were used to develop subestuary-specific age-length keys. Daily ages of juvenile striped bass from 32 year classes (1986 to 2017) spanning the pre- and post-recovery periods were projected from the age-length keys. Together with count data, the projected daily ages were used to estimate instantaneous daily mortality rates ($Z$, day$^{-1}$) for each year class. Although daily $Z$ estimates were relatively constant among the 32 year classes, mean hatch dates shifted earlier today (1996 to 2017) than prior to 1995. Within the post-recovery year classes, daily growth in length and weight was examined along with body condition (Fulton’s K). All growth metrics varied by year class and subestuary, but daily growth rates and body condition were inversely related. The results of this study indicate that recruitment dynamics of juvenile striped bass in the Virginia portion of the Chesapeake Bay have changed over time, and within the post-recovery year classes, those changes varied among fish from the James and Rappahannock subestuaries.
Recruitment Characteristics of Juvenile Striped Bass (*Morone saxatilis*) Across Recovery Periods, Year Classes, and Subestuaries in the Chesapeake Bay
INTRODUCTION

Striped bass, *Morone saxatilis*, are the top recreational species in terms of weight harvested along the Atlantic coast of the United States (NMFS 2018). In the Chesapeake Bay, striped bass support lucrative recreational and commercial fisheries, and provide cultural value as a symbol of the Chesapeake Bay. As such, striped bass fisheries are carefully managed along the Atlantic coast by the Atlantic States Marine Fisheries Commission (ASMFC) and within Virginia, by the Virginia Marine Resources Commission (VMRC) to maintain sustainable fisheries. However, striped bass fisheries in Chesapeake Bay experienced fluctuations during the last 50 years. Most notably, the fisheries collapsed in the early 1970’s as a result of recruitment overfishing (i.e., harvesting individuals before they have an opportunity to spawn) and habitat degradation (Richards & Rago 1999). To rebuild the population, managers protected spawners by enacting strict size limits, requiring mandatory monitoring of juvenile recruitment, and eventually imposing complete moratoria on the fisheries in 1985, in Maryland waters, and in 1989, in Virginia waters (ASMFC 2019). Ultimately, the combination of effective management measures, several years of high juvenile abundance, and favorable environmental conditions in nursery areas led to an increase in spawning stock abundance (McGovern & Olney 1996), which resulted in recovery of coast wide fisheries in 1995 (Richards & Rago 1999). Following recovery of the population, the spawning stock biomass increased to a peak in 2010 (ASMFC 2019). Although the spawning stock biomass of striped bass is greater today than it was before 1995, the stock is currently overfished, and overfishing is occurring (ASMFC 2019).
In addition, environmental conditions such as water temperature and freshwater flow have changed in the Chesapeake Bay during the last 50 years (Najjar et al. 2000; Preston 2004; Najjar et al. 2010; Ding & Elmore 2015; Rice & Jastram 2015), which may affect the probability that young striped bass will survive and recruit to the adult population. For example, water temperatures have increased throughout the Chesapeake Bay, particularly in spawning and nursery areas and during the winter and spring when adults are spawning and young striped bass are present. Increased water temperatures are of concern because temperature affects striped bass at several life stages. For example, temperature can increase survival of young fish because higher water temperatures are associated with more prey availability, but it can also decrease survival because larval and juvenile striped bass can grow and survive only within a certain temperature range. Further, water temperature is a cue for spawning, and earlier warming of estuarine waters may have resulted in earlier spawning migrations in the spring (Peer & Miller 2014). That is, the timing of striped bass spawning affects the time at which young fish encounter favorable environmental conditions for survival, and thus overall recruitment.

Because successful recruitment was a key process that promoted the recovery of striped bass in the past, a study of the characteristics of the juvenile population in recent years may provide insight into how the recovered population responded to population-level and environmental changes. Further, such a study may yield strategies to return the current population to sustainable levels. My research objectives were to compare characteristics of pre-recovery (1986 – 1994) and post-recovery (1995 – 2017) juvenile striped bass populations in terms of hatch-date distributions and survival (Chapter 1); and to evaluate annual and spatial variation in growth rates, body condition, and recruitment.
potential of post-recovery juvenile striped bass. In Chapter 1, I developed subestuary-specific age-length keys from otolith-derived ages of juvenile striped bass from the 2011, 2016, and 2017 year classes within the James and Rappahannock subestuaries of the Chesapeake Bay to estimate ages for juvenile striped bass for the year classes encompassing the pre-recovery (1986 to 1994) and post-recovery (1995 to 2017) periods. I also constructed hatch-date distributions and catch-curves for 32 year classes and compared them across the pre-recovery and post-recovery periods, among the 32 year classes, and between the James and Rappahannock subestuaries. In Chapter 2, I estimated daily growth rates and recruitment potential for three year classes associated with high (2011), low (2016), and average (2017) recruitment success. I also estimated and compared body condition of juvenile striped bass among nine year classes (2009 to 2017) and between the James and Rappahannock subestuaries. Results from this research indicate that characteristics of recruitment of juvenile striped bass have changed across and within recovery periods, and that these characteristics of recruitment vary among year classes and subestuaries. Further, at a time when the striped bass population is in decline, this study is particularly useful for scientists and managers who seek information regarding recruitment potential of striped bass to better guide management and return the fishery to sustainable levels.
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CHAPTER 1:
Mortality rates and hatch-date distributions for 32 year classes of juvenile striped bass: Implications for recruitment
ABSTRACT

The Atlantic striped bass fishery collapsed in the late 1970’s due to recruitment overfishing and poor habitat quality, was under strict management regulations in the 1980’s, and recovered in 1995. Recovery of the fishery resulted from protection of spawning females, favorable environmental conditions, and several years of strong recruitment. The 2018 stock assessment indicated that the striped bass stock is overfished. The purpose of this study was to examine recruitment characteristics of juvenile striped bass during the pre- and post-recovery periods to (1) identify shifts in mortality rates and hatch-date distributions of juvenile striped bass and (2) investigate the relationship between hatch-date distribution and relative abundance of juvenile striped bass. Lengths and otolith-derived daily ages from juvenile striped bass representing three year classes (2011, 2016, and 2017) from the James and Rappahannock subestuaries of the Chesapeake Bay were used to develop subestuary-specific age-length keys. Daily ages of juvenile striped bass from 32 year classes (1986 to 2017) spanning the pre- and post-recovery periods were projected from the age-length keys. Together with seine-survey catch data, the projected daily ages were used to estimate instantaneous daily mortality rates \((Z_{\text{day}^{-1}})\) for each year class. The effect of hatch-date distribution on relative abundance of juvenile striped bass was explored by examining attributes of the hatch-date distributions, such as median hatch date and hatch duration. Although instantaneous daily mortality rates were relatively constant among the 32 year classes, mean hatch-dates shifted earlier today than prior to 1995. Managers may wish to encourage longer hatching (and spawning) periods by extending season closures to mirror the observed shifts in hatch dates.
INTRODUCTION

Successful recruitment was a key process that promoted the recovery of anadromous striped bass along the Atlantic coast in the 1980’s and 1990’s. Contemporary landings of the Chesapeake Bay striped bass fishery peaked in the early 1970’s, but the fishery experienced significant declines later that decade due to recruitment overfishing (i.e., the harvesting of fish before they mature and spawn) and habitat degradation (Richards & Rago 1999). In the 1980’s fisheries managers enacted measures such as size limits, bag limits, and moratoria to protect spawners and enhance the number of two-year-old fish entering the fishery; these measures allowed for reproduction and promoted the age diversity of spawners. Strict regulations, favorable environmental conditions, and several years of relatively high juvenile abundance led to an increase in spawning stock abundance (McGovern & Olney 1996), and ultimately, the recovery of the population in 1995 (Richards & Rago 1999). Although the abundance of striped bass is higher in the post-recovery period (after 1995) than it was in the pre-recovery period (prior to 1994), the population is currently overfished (ASMFC 2019). In addition, environmental conditions such as freshwater flow and temperature have changed (Najjar et al. 2010), particularly in striped bass spawning and nursery areas, which may affect key processes such as survival of early life stages (Secor & Houde 1995; North & Houde 2001; Martino & Houde 2010) and recruitment (Szuwalski et al. 2015). Management efforts to rebuild the population in the pre-recovery period and sustain the population in the post-recovery period (1995-2017) may no longer be sufficient to insure stability in the population as environmental conditions that affect growth and survival of juvenile striped bass change through time.
In tidal freshwater regions of rivers and subestuaries where anadromous fishes spawn, freshwater discharge introduces terrestrial and upriver nutrients that can increase production and availability of prey for young stages, thereby increasing growth and survival rates of young fishes (Rutherford et al. 1997; North & Houde 2003; Purtlebaugh & Allen 2010). Similarly, warm temperatures increase prey abundance (Logan 1985; Franz & Tanacredi 1992; Rutherford et al. 1997), induce increased feeding (Houde 1989; Fonds et al. 1992; Lloret et al. 2014) and promote growth (Booth & Alquezar 2002). Thus, freshwater discharge and temperature may play a key role in survival and recruitment of anadromous fishes, such as striped bass.

Water temperatures in the Chesapeake Bay and its subestuaries have increased, and this trend is projected to continue into the future (Najjar et al. 2010; Ding & Elmore 2015; Rice & Jastram 2015; Wagena et al. 2018). Projections indicate that warmer temperatures in the Chesapeake Bay may cause stress in temperate species like striped bass (Najjar et al. 2010). Furthermore, the magnitude of warming varies spatially and temporally within Chesapeake Bay. In particular, most warming has occurred in the winter and spring (Preston 2004; Najjar et al. 2010), and spring coincides with the presence of early life stages of striped bass in nursery areas within subestuaries of the Chesapeake Bay. Although warm water temperatures are associated with growth and survival of young fishes, temperatures that surpass an optimal window can induce stress, and ultimately, lead to mortality in young fishes (Akimova et al. 2016; Sswat et al. 2018). In the last five years, temperatures greater than 30° C, which is greater than the optimal temperature range of 24-26° C for juvenile striped bass (Cox & Coutant 1981), have been observed more frequently than in the past in nursery areas within the James
and Rappahannock subestuaries of the Chesapeake Bay (Gallagher et al. 2017; 2018).

Juvenile striped bass can survive temporarily outside of their optimal window, but growth ceases when water temperatures reach 33.5°C (Cox & Coutant 1981). Prolonged exposure to temperatures greater than 30°C could result in persistent slow growth during early life, which may result in increased mortality and an overall decrease in juvenile abundance.

Annual indices of juvenile abundance are used to estimate recruitment of striped bass, and such indices indicate that recruitment in this species, like many other fishes, is highly variable from year to year (Jennings et al. 2001; Gallagher et al. 2018). One view of recruitment variability is that it represents a population-level, adaptive response to highly variable environmental conditions (Fogarty 2001). Indeed, in striped bass, recruitment success is associated with cool water temperatures and high flows in March, April, and May (Martino et al. 2006), as well as a high abundance of adult striped bass and a broad female age diversity (Secor 2000). Recruitment success may also be indirectly associated with environmental conditions that vary across time and space, such as temperature, because they often cue spawning behaviors of fishes (Uphoff 1989; Peer & Miller 2014; Fraser et al. 2019; Vine et al. 2019). For example, adult striped bass enter the subestuaries in the early spring to spawn when water temperatures are 12°C or greater (Uphoff 1989). The time period when water temperatures are ideal for spawning may shift annually and also vary among subestuaries and result in slightly different spawning times, and thus different hatch dates of offspring. Hatch dates strongly influence the time at which young fishes encounter favorable (or unfavorable) conditions for survival (Secor & Houde 1995; Lapolla & Buckley 2005; Chimura et al. 2009; Lozano et al. 2012;

One of the seminal hypotheses about recruitment in fishes is Cushing’s match-mismatch hypothesis (Cushing 1990); match-mismatch describes the higher survival rates of larvae that occur when first-feeding larvae coincide with an abundance of appropriate prey. In a given year, a shift in hatch date may alter the time at which first-feeding larvae are present, such that offspring with earlier hatch dates may be exposed to more (or less) favorable environmental conditions, and may exhibit higher (or lower) survival rates than their later-hatched conspecifics (Shepherd & Cushing 1980). Thus, annual variability in hatch dates reflects, in part, the influence of environment on spawning. Analysis of hatch dates in fishes can be used to study the dynamics of early-life stages (Secor & Houde 1995; Aldanondo et al. 2016; Bogner et al. 2016; Simonin et al. 2016). For example, Bogner and colleagues (2016) used attributes of the hatch-date distribution (e.g., hatch duration or peak hatch) to understand the effect of hatch-date distribution on the abundance of yellow perch (Perca flavescens) and bluegill (Lepomis macrochirus) in a North American lake. When hatch duration is long, abundances of larval yellow perch are greater, but larval bluegill abundances are greater when hatch duration is shorter (Bogner et al. 2016).

Hatch dates for juvenile fishes can be reconstructed from estimates of daily ages derived from otoliths, which are structures associated with hearing and balance that are located within the inner ear of fishes (Campana & Thorrold 2001). Otoliths grow over
time, and increments are formed as material accumulates along the outside of the otolith. In early-life stages of fishes, formation of these increments often occurs daily and as such, increment counts can be used to determine daily ages of fishes. Daily ages are critical for estimation of early-life-history traits, such as growth and mortality rates, and to understand environmental or species-specific conditions that drive those traits. For example, otoliths were used to show that Atlantic mackerel (*Trachurus trachurus*) exhibit faster growth rates in nearshore habitats than in other habitats (Van Beveren *et al.* 2016). In striped bass, the daily aging technique has been validated (Jones & Brother 1987; Secor & Dean 1989; Kline 1990; Douglas 1995), and daily ages of striped bass have been used to estimate many early life-history traits including, but not limited to, hatch dates, growth rates, and mortality rates of individual year classes (Kline 1990; McGovern & Olney 1991; Secor & Houde 1995; Bradley *et al.* 2017; Vanalderweireldt *et al.* 2019).

If abundance of adult striped bass continues to decline, managers may wish to take steps to encourage strong year classes of juveniles by protecting older females to allow them to spawn, and ensuring that season closures co-occur with the spawning period. Recruitment is determined by the number of offspring that survive to the juvenile and adult stages, and thus, reducing fishing pressure during the spawning season may allow more females to spawn over a longer period of time, thereby producing offspring during a longer period of time in spring. Although striped bass do not exhibit a strong stock-recruitment relationship, a broad distribution in hatch dates would yield offspring with a wide range of probabilities of survival, and possibly, a greater likelihood that offspring would survive into juvenile and adult stages. Therefore, the objectives of this study were to (1) investigate mortality of juvenile striped bass, (2) understand the
relationship between juvenile abundance and hatch-date distribution, and (3) examine changes in hatch dates through time. To address these objectives, I used information on abundance and size of juveniles collected by a long-term annual survey in nursery areas within the James and Rappahannock subestuaries of the Chesapeake Bay. I extracted otoliths from a subset of fish collected from three year classes (2011, 2016, and 2017) to estimate daily ages and develop age-length keys. These age-length keys were then used to estimate age of fish from a time series of lengths from 32 year classes of striped bass (1986-2017). Estimated daily ages provided hatch dates and allowed me to estimate mortality rates of juvenile striped bass within each subestuary. I also partitioned the 32-year time series into the pre-recovery period (1986-1994) and the post-recovery period (1995-2017) to permit comparison of mortality rates and hatch-date distributions of the recovering population of striped bass to those of the current, recovered population (i.e., the population prior to the overfished determination).
METHODS

Fish sampling & otolith preparation

Juvenile striped bass from three year classes (2011, 2016, and 2017) were obtained by the Virginia Institute of Marine Science (VIMS) juvenile striped bass seine survey (hereafter, the VIMS seine survey). The VIMS seine survey samples the Virginia subestuaries of the Chesapeake Bay, and uses a 30.5-m long seine with a 6.4-mm mesh net. It is a fixed-station survey that samples striped bass nursery areas in the Rappahannock (n=12 sites) and James (n=13 sites) subestuaries in July (Figure 1). Other subestuaries are sampled, but I focused my research on the James and Rappahannock subestuaries. The three year classes were selected because they were associated with variable recruitment, such that 2011, 2016, and 2017 year classes represented high, low, and average recruitment, respectively (Gallagher et al. 2018).

I used standard methods to prepare otoliths for age determination of juvenile striped bass (Secor et al. 1991). For each year class, the left sagittal otolith was removed from 75 randomly selected individuals from each subestuary (3 year classes x 75 fish x 2 subestuaries) for a total of 450 otoliths. Each otolith was mounted in flat embedding molds using epoxy resin. Once hardened, the molds were sectioned transversely with a low-speed Beuhler isomet saw and fixed to a microscope slide using Crystalbond. Each mounted otolith was ground using 320, 600, 800, and 1200 grit sandpaper until the core, which represents the otolith origin, was visible; otoliths were then polished with a microcloth containing a slurry of 0.3 µm alumina micropolish. Each polished otolith was photographed using a Nikon compound microscope at 600-1200X magnification, and NIS Elements BR 3.2 imaging software was used to annotate the images and facilitate
increment counts. I used the ObjectJ plug-in of ImageJ software to count otolith increments and determine age.

**Consistency of age determinations**

To ensure my age determinations were consistent, I randomly selected a subsample of 40 juvenile striped bass otoliths, representing the two subestuaries and three year classes, and determined increment readings for each of the 40 otoliths multiple times. I conducted these increment readings four times during a period of four weeks; from these four increment readings I calculated the deviance between each pair of readings for each otolith (e.g. first and second, first and third, and so on). With these deviances, I estimated error, bias, and average percent error between pairs of readings of the same otolith (Campana 2001). As used here, error describes the mean magnitude of the deviance between pairs of readings, and bias describes the mean deviance between pairs of readings (Campana et al. 1995; Campana 2001). That is, bias incorporates the positive or negative direction of the deviance for each reading of the same otolith. These metrics were estimated with the following formulae:

\[
(1) \text{Error} = \frac{\sum_{j=1}^{n} |a_{ij} - a_{kj}|}{n}
\]

\[
(2) \text{Bias} = \frac{\sum_{j=1}^{n} a_{ij} - a_{kj}}{n}
\]

where \(n\) is the total number of otoliths in each reading (n=40), \(a_{ij}\) and \(a_{kj}\) are the estimated ages obtained from otolith \(j\) in readings \(i\) and \(k\), where \(i \neq k\) and \(k = 2, 3, or 4\) (Gallagher et al. 2018). To assess bias, I used paired \(t\)-tests to compare mean increment counts from each combination of readings (e.g., readings one and two, one and three, one
and four, and so on), and used an alpha level of 0.05 to assess significance. The average percent error (APE) was estimated for each otolith, $j$, by estimating the average deviation from the mean age across the 4 readings with the following formula:

$$APE_j = \frac{\sum_{i=1}^{4} |\alpha_{ij} - \bar{\alpha}_j|}{\bar{\alpha}_j} \times 100$$

where $\alpha_{ij}$ is the estimated age for reading $i$ from otolith $j$ and $\bar{\alpha}_j$ is the mean age of otolith $j$ based on four readings (Campana 2001). $APE_j$ was averaged across the 40 otoliths to calculate an index of average percent error (Campana et al. 1995).

*Daily age estimation*

Because temperature during the yolk-sac larval stage affects first-increment deposition, increment counts must be adjusted to yield accurate ages. The following relationship describes the adjusted first day of increment deposition, $D$, based on mean temperature, $T$ (°C), during the yolk-sac larval stage:

$$D = 11.56 - 0.45T$$

(Houde & Moring 1990). Because fish were collected at the juvenile stage in 2011, 2016, and 2017 and water temperature was not monitored daily in nursery areas, I did not have temperature data for the time during which fish were in the yolk-sac larval stage. To address this deficiency, I estimated the apparent day of first deposition by subtracting the raw increment count from the collection date (expressed as calendar day). Next, I used daily estimates of water temperature during the time the fish were in the yolk-sac larval
stage to calculate the mean temperature during the yolk-sac larval stage. I calculated the average temperature during yolk-sac larval stage using the mean daily temperatures on each of the 10 days prior to the apparent day of first deposition because larvae remain in the yolk-sac stage for 5-10 days after hatching (Secor & Houde 1995). Biweekly temperatures were obtained from the Chesapeake Bay Program’s (CBP) water quality monitoring program (Water Quality Database for 1984 to present available at https://www.chesapeakebay.net/what/downloads/cbp_water_quality_database_1984_present). Biweekly temperatures from the CBP database were averaged across monitoring stations within the tidal fresh zone of each subestuary (Figure 2). The biweekly mean temperatures for each subestuary were then linearly interpolated from June to August of each year (1986-2017) to provide estimated mean daily temperatures for the tidal fresh zone of the James and Rappahannock subestuaries. With these daily temperatures, I estimated the mean day of first-increment deposition, \( D \), as 3.78 days (SE = 0.04) using equation (4); \( D \) ranged from 1.59 to 6.31 days, depending on year.

Adjusted ages were calculated using the following equation:

\[
(5) \quad A = I + D
\]

where \( A \) represents adjusted age, \( I \) represents increment count, and \( D \) is day of first-increment deposition, determined from equation (4).

**Age-length keys**

The relationship between fish length and daily age was used to develop age-length keys (Bettoli & Miranda 2001; Isermann & Knight 2005; Ailloud & Hoenig 2019) for juvenile striped bass from Virginia subestuaries. For this study, age-length keys were
used to estimate daily ages of juvenile striped bass from length information from 32 year classes collected by the VIMS seine survey (1986 – 2017). Age-length keys can be developed for an entire population (e.g., Chesapeake Bay juvenile striped bass), under the assumption that all individuals from the population have a similar age-length relationship (Ailloud & Hoenig 2019). However, individual striped bass may grow at different rates, particularly if they occupy subestuaries with varying prey resources and abundances of conspecifics. Thus, age-length keys were developed for each subestuary (James and Rappahannock) and each year class (2011, 2016, and 2017) using a multinomial logistic model, where age was a function of length category, subestuary, and year class (Rindorf & Lewy 2001; Gerritsen et al. 2006). The age-length relationship of juvenile striped bass is linear (Kline 1990), and preliminary observations of my age and length data supported a linear relationship. For these age-length keys, I grouped length into 3-mm bins, from 22 to 89-mm fork length (FL) because not all lengths were represented when I used smaller bins (i.e., 1-mm or 2-mm), and because larger bins would have provided a coarser age-length relationship. I used the method described in Gerritsen et al. (2006) in which a simple model is compared with more complex models using likelihood ratio tests to assess support for year-specific or subestuary-specific age-length keys. I did not consider year-specific keys within each subestuary due to low sample size. The simple model was:

$$(6) \ (Age)_k = \beta_0 + \beta_1 (Length)_l + \epsilon_l$$

where $$(Age)_k$$ = daily age of the k$^{th}$ individual, assumed to be normally distributed;

$$\beta_0$$ = intercept, overall mean value of age for juvenile striped bass from 32 year classes (from 1986 to 2017) in the James and Rappahannock subestuaries;

$$\beta_1$$ = regression coefficient accounting for effect of the l$^{th}$ length bin on age;

$$(Length)_l$$ = the l$^{th}$ length bin measured in mm;
\( \varepsilon_{jk} = \) random unexplained error, assumed to be normally distributed with mean of 0 and variance of \( \sigma_{\varepsilon}^2 \).

The year-class-specific model was:

\[
(7) \ (Age)_{jk} = \beta_0 + (Year)_j + \beta_2(Length)_l + \beta_3(Year \ast Length)_{jl} + \varepsilon_{jk}
\]

where \((Age)_{jk}\) = daily age of the \(k^{th}\) individual in the \(j^{th}\) year class \((j=1986 \text{ to } 2017)\), assumed to be normally distributed;
\(\beta_0\) = intercept, overall mean value of age for juvenile striped bass from 32 year classes (from 1986 to 2017) in the James and Rappahannock subestuaries;
\((Year)_j\) = effect of the \(j^{th}\) year class \((j=1986 \text{ to } 2017)\);
\(\beta_2\) = partial regression coefficient accounting for effect of length bin on age;
\((Length)_l\) = the \(l^{th}\) length bin measured in mm;
\(\beta_3\) = partial regression coefficient accounting for effect of the interaction of length and year class on age;
\((Year \ast Length)_{jl}\) = interaction of length bin and year class;
\(\varepsilon_{jk}\) = random unexplained error associated with the \(k^{th}\) individual from the \(j^{th}\) year class, assumed to be normally distributed with mean of 0 and variance of \(\sigma_{\varepsilon}^2\).

Similarly, the subestuary-specific model was:

\[
(8) \ (Age)_{ik} = \beta_0 + (Subestuary)_i + \beta_4(Length)_l + \beta_5(Subestuary \ast Length)_{il} + \varepsilon_{ik}
\]

where \((Age)_{ik}\) = daily age of the \(k^{th}\) individual in the \(i^{th}\) subestuary \((j=\text{James or Rappahannock})\), assumed to be normally distributed;
\(\beta_0\) = intercept, overall mean value of age for juvenile striped bass from 32 year classes (from 1986 to 2017) in the James and Rappahannock subestuaries;
\((Subestuary)_i\) = the \(i^{th}\) subestuary \((i=\text{James or Rappahannock})\);
\(\beta_4\) = partial regression coefficient accounting for effect of length bin on age;
\((Length)_l\) = the \(l^{th}\) length bin measured in mm;
\(\beta_5\) = partial regression coefficient accounting for effect of interaction of length bin and subestuary on age;
Because model 6 is nested within model 7 and model 8, likelihood ratio tests were used to compare models 7 and 8 with model 6 (Gerritsen et al. 2006).

The age-length key supported by the likelihood ratio test was applied to length measurements collected by the VIMS seine survey to estimate daily ages for juvenile striped bass from 32 year classes within the James and Rappahannock subestuaries.

**Instantaneous daily mortality rates (Z)**

I developed catch curves from estimated daily ages (1-day bins) and catches from the VIMS seine survey and compared estimated instantaneous daily mortality rates, Z, for the James and Rappahannock subestuaries during the pre-recovery period (1986 to 1994) and the post-recovery period (1995-2017); daily Z estimates were also examined for annual changes among the 32 year classes for fish captured between 1 and 31 July each year. Instantaneous daily mortality rates may be estimated using catch-curve analysis if the following assumptions are met: (1) the population is closed and there is no immigration or emigration, (2) daily Z is independent of age or length, (3) all fish are equally vulnerable to the gear, and (4) the sample is unbiased (Ogle 2016). Catch curves comprise an ascending limb, a dome, and a descending limb. The ascending limb and dome are composed of age- or length-classes of fish that have not fully recruited to the sampling gear. Fish are considered fully recruited to the gear at the age or size that the dome intersects with the descending limb. The descending limb is comprised of fish that
are fully recruited to the gear. The descending limb of the catch curve is linear when the assumptions of the catch curve are met, and the absolute value of the slope of this limb, $\beta_1$, represents the instantaneous daily mortality rate for the month of July (Miranda & Bettoli 2007; Ogle 2016). The slope of the line can be estimated using the following:

\begin{equation}
(9) \quad (\log_e(Catch))_t = \beta_0 + \beta_1(Age)_t + \varepsilon_t
\end{equation}

where $(\log_e(Catch))_t$ = log$_e$-transformed catch corresponding to the $t^{\text{th}}$ age bin, assumed to be normally distributed;

$\beta_0$ = intercept, overall mean log$_e$-transformed catch for juvenile striped bass from 32 year classes (from 1986 to 2017) in the James and Rappahannock subestuaries;

$\beta_1$ = regression coefficient accounting for effect of age on log$_e$-transformed catch;

$(Age)_t$ = $t^{\text{th}}$ age bin (daily);

$\varepsilon_t$ = random unexplained error associated with the $t^{\text{th}}$ age bin, assumed to be normally distributed with mean of 0 and variance of $\sigma^2_\varepsilon$.

Instead of developing 64 catch curves representing each year class within each subestuary, I used three analyses of covariance to compare the slope of the descending limb, or $Z$, between two periods, between subestuaries, and among year classes (Pope & Kruse 2007; Ogle 2016). If the difference in slopes was significantly different from zero, I developed separate catch curves and estimates of daily $Z$ for each group (e.g., pre- and post-recovery; Ogle 2016). The recovery-period model was:

\begin{equation}
(10) \quad (\log_e(Catch))_{kl} = \beta_0 + (Period)_k + \beta_2(Age)_l + \beta_3(Period \ast Age)_{kl} + \varepsilon_{kl}
\end{equation}

where $(\log_e(Catch))_{kl}$ = log$_e$-transformed catch corresponding to the $l^{\text{th}}$ age bin in the $k^{\text{th}}$ recovery period, assumed to be normally distributed;

$\beta_0$ = intercept, overall mean value of log$_e$-transformed catch for juvenile striped bass from 32 year classes (from 1986 to 2017) in the James and Rappahannock subestuaries;

$(Period)_k$ = effect of the $k^{\text{th}}$ recovery period ($k=$pre-recovery or post-recovery);

$\beta_2$ = partial regression coefficient accounting for effect of recovery period;
\[(Age)_l = \text{1}^{\text{th}} \text{age bin (daily)};\]
\[\beta_3 = \text{partial regression coefficient accounting for effect of interaction of recovery period and age};\]
\[(Period \ast Age)_{kl} = \text{interaction of recovery period and age};\]
\[\varepsilon_{kl} = \text{random unexplained error associated with the } l^{\text{th}} \text{ age bin from the } k^{\text{th}} \text{ recovery period, assumed to be normally distributed with mean of 0 and variance of } \sigma^2 \varepsilon.\]

The subestuary model was:

\[(11) \ (log_e(Catch))_{il} = \beta_0 + (Subestuary)_i + \beta_4(Age)_l + \beta_5(Subestuary \ast Age)_{il} + \varepsilon_{il}\]

where \((log_e(Catch))_{il} = \text{log}_e\text{-transformed catch corresponding to the } l^{\text{th}} \text{ age bin in the } i^{\text{th}} \text{ subestuary , assumed to be normally distributed};\]
\[\beta_0 = \text{intercept, overall mean value of log}_e\text{-transformed catch for juvenile striped bass from 32 year classes (from 1986 to 2017) in the James and Rappahannock subestuaries};\]
\[(Subestuary)_i = \text{effect of the } i^{\text{th}} \text{ subestuary (i= James or Rappahannock)};\]
\[\beta_4 = \text{partial regression coefficient accounting for effect of subestuary};\]
\[(Age)_l = \text{1}^{\text{th}} \text{ age bin (daily)};\]
\[\beta_5 = \text{partial regression coefficient accounting for effect of interaction of subestuary and age};\]
\[(Subestuary \ast Age)_{il} = \text{interaction of subestuary and age};\]
\[\varepsilon_{il} = \text{random unexplained error associated with the } l^{\text{th}} \text{ age bin from the } i^{\text{th}} \text{ subestuary, assumed to be normally distributed with mean of 0 and variance of } \sigma^2 \varepsilon.\]

The year-class model was:

\[(12) \ (log_e(Catch))_{jl} = \beta_0 + (Year)_j + \beta_6(Age)_l + \beta_7(Year \ast Age)_{jl} + \varepsilon_{jl}\]

where \((log_e(Catch))_{jl} = \text{log}_e\text{-transformed catch corresponding with the } l^{\text{th}} \text{ age bin in the } j^{\text{th}} \text{ year class , assumed to be normally distributed};\]
\[\beta_0 = \text{intercept, overall mean value of log}_e\text{-transformed catch for juvenile striped bass from 32 year classes (from 1986 to 2017) in the James and Rappahannock subestuaries};\]
\[(Year)_j = \text{effect of the } j^{\text{th}} \text{ year class (j=1986 to 2017)};\]
\[\beta_6 = \text{partial regression coefficient accounting for effect of year class};\]
\[(Age)_l = \text{1}^{\text{th}} \text{ age bin (daily)};\]
\[ \beta_7 = \text{partial regression coefficient accounting for effect of interaction of year class and age;} \]

\[ (Year \ast Age)_{jl} = \text{interaction term of year class and age bin;} \]

\[ \epsilon_{jl} = \text{random unexplained error associated with the l^{th} age bin in jth year class, assumed to be normally distributed with mean of 0 and variance of } \sigma^2_\epsilon. \]

A significant interaction between age and period, year class, or subestuary indicated that the difference between slopes of the descending limb of the catch curves differed from zero. This necessitated a separate catch curve for each group and a separate estimate of daily Z. For instance, if the interaction between period and age in model 10 was significant, the slope of the descending limb (Z) for fish collected during the pre-recovery period was significantly different from the slope of the descending limb (Z) for fish collected during the post-recovery period, requiring a separate catch-curve analysis (and daily Z estimates) for each period. I estimated 95% confidence intervals of the regression coefficients for age to compare the resulting daily Z estimates through time, between the pre-recovery and post-recovery period (1986 to 2017) and among subestuaries (James and Rappahannock).

**Hatch-date distributions**

To reduce bias in the analysis of hatch-date distributions, I considered estimated hatch dates only for juvenile fish that were fully recruited to the seine. Because growth rates vary through time and space, and because these variations may alter the age at which fish fully recruit to the gear, I conducted a graphical investigation of catch-at-length to identify the length at which juvenile striped bass were recruited to the seine. For this analysis catches were grouped into individual length classes (1 mm bins). Based on
this graphical analysis, the length at which juvenile striped bass were fully recruited to
the seine was 55 mm, and thus only fish greater than 55 mm were included in the analysis
of hatch-date distributions. More specifically, I used the estimated daily ages derived
from age-length keys but only for individuals greater than 55 mm. I subtracted the
estimated daily age of each fish from the date of collection to estimate hatch date for all
juveniles captured by the VIMS seine survey between 1 July and 31 July in the James and
Rappahannock subestuaries from 1986 to 2017. For example, a 50-day old juvenile
captured on calendar day 170 had an estimated hatch date of calendar day 120. I
developed hatch-date distributions for each year class from 1986 to 2017, rather than
subestuary specific hatch-date distributions for each year class because the James and
Rappahannock subestuaries appeared to have similar hatch-date distributions during the
32-year time span (see results).

In addition to restricting my analysis to only those fish that had fully recruited to
the seine, I also considered the effects of cumulative mortality on hatch-date
distributions. Cumulative mortality may occur because young fish experience fewer days
of mortality by the time of collection than older fish, causing a mortality differential
between age cohorts. The cumulative mortality differential can affect the observed hatch-
date distribution, such that the abundance of young fish (represented by later hatch dates)
appears much higher than the abundance of older fish (represented by earlier hatch dates).
Cumulative mortality differential between older and younger individuals is reduced when
fish are collected at a relatively older age or during a time in which mortality rates are
low. In my study, I restricted analyses to fish collected between 1 and 31 July; all these
fish were juveniles. To explore the potential effect of cumulative mortality on hatch-date
distribution, I calculated abundances of cohorts under a constant daily mortality assumption. For this exercise, I assumed juveniles experienced a mortality rate of 1% per day (Secor et al. 1995). I organized individuals into 15-day cohorts, and compared the resulting hatch-date distribution with the observed hatch-date distribution. If cumulative mortality was a concern, then the observed hatch-date distribution will appear skewed in relation to the mortality-adjusted hatch-date distribution. More specifically, the observed hatch-date distribution would show a relatively greater abundance of juveniles hatched later in the season relative to the distribution of the mortality-adjusted hatch-dates.

**Relationship between hatch-date distribution & abundance of juvenile striped bass**

I calculated multiple attributes of the annual hatch-date distributions including earliest, latest, peak, and median hatch dates (Table 1). I also calculated hatch duration (i.e., range) and truncated hatch duration, to remove the earliest and latest 1% of hatch dates. The truncated hatch duration reduces the potential error resulting from the application of age-length keys that I used to estimate daily ages and resulting hatch dates. More specifically, the estimated hatch dates that occur especially early (mid-March) and especially late (mid-June) may not be representative of actual hatch dates exhibited by the 32 year classes assessed in this study, and may instead result from unexplained, random error associated with my age-length key.

A generalized additive model (GAM) was used to describe the effects of attributes of annual hatch-date distributions on annual relative abundance of juvenile striped bass for 1986 to 2017. Annual indices of abundance of juvenile striped bass were provided by the VIMS seine survey and represented relative abundance. Graphical inspection of the
raw data suggested that the relationship between juvenile striped bass abundance and hatch-date distribution attributes may not be linear, so I applied a GAM. Pearson’s correlation (r) analysis was used to identify hatch-date attributes that were correlated with one another. Because truncated hatch duration is a direct result of first and last hatch, preliminary results suggested that first and last hatch were highly, significantly correlated with truncated hatch duration (r_{first hatch} = -0.69, p_{first hatch} < 0.05; r_{last hatch} = 0.51, p_{last hatch} < 0.05). I removed from consideration those attributes whose correlation was significantly different from zero and retained three attributes: truncated duration, peak hatch, and median hatch date. Further, the possibility of collinearity was explored with the ols_vif_tol() command in the olsrr package in R, which calculates tolerance values for each factor (tolerance values less than 0.1 indicate the presence of collinearity). I fitted the following GAM using non-parametric smoothing factors in the mgcv package in R:

\[
\text{(14) } (\text{Abundance})_l = \alpha + g_1(\text{Truncated duration}) + g_2(\text{Peak hatch}) \\
+ g_3(\text{Median hatch}) + \varepsilon_l
\]

where \((\text{Abundance})_l = \) juvenile striped bass abundance of the \(l\)th year class (\(l=\)from 1986 to 2017), assumed to be normally distributed;
\(\alpha = \) intercept, overall mean abundance of juvenile striped bass;
\(g_{1-3} = \) nonparametric smoothing functions for truncated hatch duration, peak hatch date, and median hatch date;
\(\varepsilon_l = \) random unexplained error, assumed to be normally distributed with mean of 0 and variance of \(\sigma^2\).

I evaluated model diagnostics using the gam.check() command in the mgcv package in R, using plots to assess the reasonableness of the assumptions of normality (quantile-quantile plot) and homogeneity of variance (residual plot), as well as adequacy of model fit (plots of residuals versus fitted). Preliminary inspection of the diagnostic
plots, especially the residuals versus fitted plot, showed that the assumption of homogeneity of variance was violated. I attempted to resolve this issue by modifying model (14) in one of two ways: (1) use of the gamma distribution to describe the relative abundance of juvenile striped bass and the negative reciprocal as the link function, and (2) use of the natural-log transformed relative abundance. Both solutions violated the assumption of homogeneity of variance, and neither solution resulted in residuals that reasonably met the assumption of normality. Given the violated assumptions, I assessed the relationship between attributes of the hatch-date distributions and relative abundance of juvenile striped bass with Spearman’s rank correlation, which is a non-parametric alternative to linear regression that measures the direction and strength of the relationship between two ranked variables (Gauthier 2001). Spearman’s rank correlation tests were conducted with the cor.test() command in R, which yielded an S-statistic, p-value, and an estimate of rho for each attribute of the hatch-date distribution and relative abundance.

Comparison of hatch-date distributions for 32 year classes

To understand how hatch-date distributions of juvenile striped bass changed through time, I developed a nested analysis of covariance (ANCOVA); here, hatch date (calendar day) was modeled as a function of subestuary, period, and year class (1986-2017) nested within period. Year was nested within period because each year class occurred within a single period (e.g., 1988 occurred within the pre-recovery period). I included temperature at hatch as a covariate to account for changing water temperatures in striped bass nursery areas through time, and to allow me to compare the mean hatch date in each subestuary, period, and year-class at a common temperature. Temperature at
hatch was estimated as described previously. The initial statistical model fitted to the
data using the lm() function in R (R Core Team 2019) was:

\[
(Hatch date)_{ijkl} = \beta_0 + (Subestuary)_i + (Period)_k + (Year(Period))_{jk} + \beta_1(Temp) + \epsilon_{ijkl}
\]

where \((Hatch date)_{ijkl}\) = The hatch date of the \(l^{th}\) individual in the \(i^{th}\) subestuary and the
\(j^{th}\) year class within the \(k^{th}\) period, assumed to be normally
distributed;

\(\beta_0\) = intercept, overall mean hatch date;

\(Subestuary_i\) = effect of the \(i^{th}\) subestuary (\(i=\) James or Rappahannock);

\(Period_k\) = effect of the \(k^{th}\) period (\(j=\) pre-recovery or post-recovery);

\((Year(Period))_{jk}\) = Effect of the \(j^{th}\) year class nested within the \(k^{th}\) recovery period
(i.e., 1986 to 1994 year classes in the pre-recovery period and
1995 to 2017 year classes in the post-recovery period);

\(\beta_1\) = regression coefficient accounting for effect of temperature
during hatch;

\((Temp)\) = Temperature during hatching measured in degrees Celsius;

\(\epsilon_{ijkl}\) = random unexplained error associated with the \(l^{th}\) individual in
the \(i^{th}\) subestuary and the \(j^{th}\) year class within the \(k^{th}\) period,
assumed to be normally distributed with mean of 0 and
variance of \(\sigma^2\).

All factors in the model were considered fixed effects. I examined residuals to assess
model fit and the assumption of homogeneity of variance. I also examined two-way
interaction plots to determine if interactions between predictors were present, but did not
detect interactions.
RESULTS

Consistency of age determinations

Aging error, or the mean magnitude of the deviance in estimated increment counts between two readings, ranged from 4.5 to 8 days (N = 40 otoliths). The mean average percent error (APE) across individual otoliths was 5.8% and ranged from 2.0 to 17%. Four otoliths or 10% of the subsampled otoliths had an APE greater than 10%. Furthermore, the 4 otoliths with an APE greater than 10% were equally representative of all sampled otoliths in that they encompassed all three year classes and both subestuaries. Bias ranged from -2.4 to 2.0 days across readings. I found a significantly negative age bias (t = -2.61, p < 0.05) between the second and third readings (2.3 days), but the bias was non-significant for all other reading combinations (Table 2). My error, bias, and APE estimates indicated that my age determinations did not exhibit a systemic bias, and thus, were used in further analyses.

Age-length keys

Although the age-length relationship varied between subestuaries (LR Statistic = 151; p < 0.05), I was not able to detect differences in the age-length relationship among year classes (LR Statistic = 260; p = 0.07). Based on these results, I developed age-length keys for each subestuary using the range of lengths observed in the VIMS seine survey (James: 28 to 89-mm FL; Rappahannock: 22 to 69-mm FL); these keys were then used to estimate daily ages of striped bass from the 32 year classes (1986-2017) using observed lengths. The average length of juvenile striped bass across 32 year classes was 62 mm (95% confidence interval [CI] = 59.9 – 63.9 mm). The average 62-mm juvenile striped
bass was about 74 days old (95% CI: 73.6 – 75.3 days) in the James subestuary, and 81 days old (95% CI: 79.4 – 82.0 days) in the Rappahannock subestuary.

*Instantaneous daily mortality rates (Z)*

For all catch curves the descending limb began at 80 days after hatch, and this was treated as the age of recruitment to the seine. I used the three ANCOVAs (models 10, 11, and 12) to compare daily Z estimates for the month of July among groups holding all other effects constant. I used model 10 to compare daily Z across periods, and found that the interaction between age and period was not significant ($F_{Age\times Period} = 0.04, p = 0.84$), whereas the mean effects of age and period were significant factors explaining the variation in observed catches ($F_{Age} = 98.2, p < 0.01$; $F_{Period} = 54.8, p < 0.01$). Daily Z was estimated for each period from model 10 such that the absolute value of the slope of the line was the estimate of daily Z for the post-recovery period, and the absolute value of the slope of the line plus the effect due to period was the daily Z estimate for the pre-recovery period. However, based on overlapping 95% confidence intervals, the daily Z estimates were not significantly different among periods: $Z = 0.132$ day$^{-1}$ (95% CI: 0.097-0.138 day$^{-1}$) in the pre-recovery period and $Z = 0.126$ day$^{-1}$ (95% CI: 0.088-0.158 day$^{-1}$) in the post-recovery period. Model 11 computed estimates of daily Z for the subestuaries, and indicated that the interaction between age and subestuary was not significant ($F_{Interaction} = 0.69, p = 0.41$); age was a significant factor in the model ($F_{Age} = 24.1, p < 0.01$), but subestuary was not ($F_{Subestuary} = 0.01, p = 0.93$). Therefore, this model indicates no difference in daily Z for the month of July between subestuaries, and suggests a single daily Z estimate of 0.106 day$^{-1}$ (95% CI: 0.031-0.181 day$^{-1}$).
representing the instantaneous daily mortality rate of juvenile striped bass from either subestuary. I used model 12 to compare daily Z estimates for the month of July across the 32 year classes (1986 to 2017). In model 12, the interaction between age and year class was not significant (F = 1.09, p = 0.38), and the main effects of age and year class were significant factors in the model (F_{Age} = 1753.5, p < 0.01; F_{Year-class} = 23.8, p < 0.01). Estimated daily Z ranged from 0.061 day^{-1} (2012) to 0.218 day^{-1} (1995), and averaged 0.147 day^{-1} (SE: 0.006) for the 32 year classes analyzed here (Table 3). However, the 95% confidence intervals for these estimates overlapped, suggesting that instantaneous daily mortality rates of juveniles in July did not vary among year classes (Figure 3).

Based on the observed daily Z estimates, the instantaneous monthly mortality estimates for the month of July (within each year class) ranged from 1.89 month^{-1} (2012) to 6.76 month^{-1} (1995). Discrete mortality rates (A) ranged from 0.06 day^{-1} for the 2012 year class to 0.20 day^{-1} for the 1995 year class (Table 3).

Relationship between hatch-date distributions & abundance of juvenile striped bass

The hatch-date distributions of 32 year classes of juvenile striped bass in the James and Rappahannock subestuaries did not change as a result of cumulative mortality. That is, cumulative mortality differential between younger cohorts and older cohorts was minimal, such that the observed and mortality-adjusted hatch-date distributions did not differ appreciably (Figure 4A and B).

No significant correlations were observed between attributes of the hatch-date distributions (truncated hatch duration, median hatch, peak hatch, first hatch, and last hatch) and relative abundance of juvenile striped bass (Table 4). However, the
Spearman’s rank correlation associated with truncated hatch duration was marginally significant (\(\rho = 0.30, p = 0.095\)).

*Comparison of hatch-date distributions for 32 year classes*

Hatch-date distributions of juvenile striped bass larger than 55 mm (i.e., length at which fish were fully recruited to the seine) depended on period, year class nested within period, and temperature at time of hatching. Hatch-dates pooled across 32 year classes from the James and Rappahannock subestuaries were normally distributed (Figure 5). Although my model results suggested that significantly later hatching (about 2 days) occurred in the Rappahannock subestuary compared with the James subestuary, I could not resolve this difference with my aging error of 4 to 8 days. As a result, and to simplify the model, subestuary was omitted from the model, and I retained period, year class nested within period, and temperature at time of hatching to explain the variation in mean hatch dates. This model accounted for 73.3% of the variation in mean hatch date across all year classes (\(R^2 = 0.7326, p < 0.05\)). Overlapping confidence intervals on interaction plots between subestuary and temperature during hatching indicated that the interaction, if present, was not strong (Figure 6). Other two-way interactions were minor or not present (i.e., interactions between subestuary, year class, recovery period, and temperature during hatch; Figure 6). The histogram of residuals (Figure 7A) and Q-Q plot (Figure 7B) indicated that the assumption of normality was met. I found no evidence of a pattern in the residuals to indicate heterogeneity of variance (Figure 7C). Box and whisker plots grouped by year class (Figure 7E), period (Figure 7F), and low (5.0 – 18.4
°C) and high (18.5 – 29.0 °C) temperature during hatching (Figure 7G) indicated that groups appeared to exhibit similar variances.

Mean hatch dates during the pre-recovery period (1986-1995) were significantly later than mean hatch dates during the post-recovery period (1996-2017; F = 452.41; p < 0.01). The least-squares mean hatch date during the pre-recovery period was day 125.8 (95% CI: 125.4-126.2), or May 5th, and the least-squares mean hatch date during the post-recovery period was day 121.9 (95% CI: 121.7-122.1), or May 1st. Mean hatch date varied among year classes (F = 233.00; p < 0.01), and appeared to decline through time, with mean hatch dates occurring earlier in recent year classes (Figure 8). The covariate, mean temperature during hatching, was also a significant factor in the model (F=18586; p < 0.01). The partial-regression coefficient for mean temperature at time of hatching was 3.89 (95% CI: 3.83-3.94). That is, the model-based relationship indicates that larvae that hatch later in the spring do so in warmer water temperatures.

Overall, hatch-distribution attributes shifted through time, but hatch duration appeared similar (about 48 to 65 days) regardless of year class or recovery period (Figure 10). Three observations, representing the 1986, 1988, and 1990 year classes have truncated hatch durations less than 30 days (Figure 10), but this likely reflected changes in the manner in which the VIMS seine survey completed the sampling in those years. Because the 1986, 1988, and 1990 year classes were each sampled during only three or fewer days in July it is likely that fish that were hatched later in the season were not collected, and reduced sampling in these years may have resulted in the appearance of a shorter truncated hatch duration. Additionally, attributes of the hatch-date distribution of 32 year classes of juvenile striped bass in the James and Rappahannock subestuaries
shifted to earlier dates in the post-recovery period. These hatch-date attributes included:
earliest hatch, latest hatch, peak hatch, and median hatch (Table 1). The shortest hatch
duration, excluding the 1986, 1988, and 1990 year classes, occurred in 1989 and lasted 41
days; the longest hatch duration occurred in 1998 and lasted 74 days. Although hatch
duration varied annually, average hatch duration across year-classes was about 65.3
(standard error [SE] = 1.87) days. Truncated hatch duration, which removes the extremes
of hatch duration, averaged 44.8 (SE = 1.33) days, and the shortest truncated hatch
duration occurred in 1998 and lasted about 23.3 days; the longest truncated hatch
duration occurred in 1996 and lasted about 58.3 days.
DISCUSSION

Between 1986 and 2017, instantaneous daily mortality rates (Z) of juvenile striped bass from the James and Rappahannock subestuaries in July were relatively constant, but mean hatch-dates varied among 32 year classes. Further, mean hatch dates in recent years shifted to earlier in the spring compared with those observed in years prior to 1995. If hatch timing affects the time at which juvenile striped bass encounter favorable environmental conditions for survival, then the results of my study suggest that a shift in hatch dates may mirror shifts in favorable environmental conditions through time, and thus may have contributed to the constant daily mortality rates I observed in July among year classes. The observed changes at the juvenile stage suggest responses at the adult stage, namely, spawning behavior may be changing, perhaps as a result of a changing environment. Such alterations in the reproductive behaviors of adult striped bass may have economic and ecologic impacts in the Chesapeake Bay. For example, if the season closure designed to protect spawning females from harvest is not adjusted to mirror the earlier hatch dates, and presumably earlier spawning times, observed in recent times then spawners may be harvested before they have an opportunity to spawn. Removal of spawners before they produce offspring may contribute to the recently observed decline in abundance of the striped bass population.

*Instantaneous daily mortality rates (Z)*

Instantaneous daily mortality rates of juvenile striped bass in July were relatively constant between recovery periods and across the James and Rappahannock subestuaries.
Although variable mortality rates are characteristic of the early life stages of most fishes, I observed little annual variability in instantaneous daily mortality rates for juvenile striped bass in July. However, variations in instantaneous daily mortality rates among year classes were difficult to discern because of the high uncertainty around estimates of mortality; this level of uncertainty likely resulted from the small number of fish in each daily age bin of the catch-curve analysis. Catch curves developed with age bins of 3 to 5 days can help to increase the number of observations per age bin, and this could result in greater certainty around instantaneous daily mortality estimates, however, such estimates will be coarser estimates of instantaneous daily mortality. Uncertainty around estimates of instantaneous daily mortality rates in my study may also be due to violation of the assumptions of the catch-curve model. Catch-curve analyses assume a closed population (e.g., no recruitment) with population losses occurring only as a result of mortality. Additionally, all fish are assumed to be equally susceptible to the sampling gear. Two protocols were used to ensure that the samples used in this analysis satisfied those assumptions: (1) only fish less than 89 mm were included in the analysis and (2) the time frame for estimation of instantaneous daily mortality rates was limited to July. Juvenile fish less than 89 mm in July are not large enough to evade the seine net and thus, all other factors being equal, their vulnerability to capture should be fairly constant. However, my estimates of mortality represent apparent mortality rates because juvenile fish may leave nearshore areas that are sampled by the seine. Thus my estimates of apparent mortality represent losses from the population of juveniles that are available to the seine. If habitat use remained relatively similar during the 32-year period of my study, then my estimates of apparent mortality suggest that mortality was relatively constant, albeit variable among
year classes. If habitat use varied during the 32-year period, then my estimates of mortality include losses due to the lack of availability of fish to the seine. The third possibility is that instantaneous daily mortality rates are indeed relatively constant for juvenile striped bass in July. This is supported by the observation that mortality at the juvenile stage of fishes is generally more stable than at the egg or larval stages (Houde 1989; Campana 1991; Lorenzen & Camp 2019). Future studies should estimate instantaneous daily mortality rates at a younger life stage (e.g., larval) to better investigate potential variation in mortality of pre-recruited striped bass among year classes and relate observed mortality rates to overall year-class strength.

Most mortality estimates for young striped bass that have been published to date pertain to larvae and young juveniles (McGovern & Olney 1991; Secor & Houde 1995; Kimmerer et al. 2000), and because mortality is highest at these earlier life stages I expected these rates would be greater than what I observed for juvenile striped bass in July in the Chesapeake Bay. Winter mortality in juvenile striped bass has also been studied because losses in winter are hypothesized to be high during this time as a result of low water temperatures and limited prey; these conditions can increase stress and lead to death (Hurst & Conover 2003; Martino & Houde 2012). Therefore, I expected to observe lower mortality rates in my study because the juvenile striped bass I examined were collected in July (summer). However, the instantaneous daily mortality rates in my study are particularly high in comparison to those reported in studies of larval (Secor & Houde 1995), early-juvenile (Secor et al. 1995), and late-juvenile (winter; Hurst & Conover 2003) striped bass, providing further evidence that my estimates represent an apparent mortality.
Attributes of the hatch-date distributions of fishes, such as longer hatch durations influence the likelihood that some portion of the young fish will encounter favorable conditions for growth and survival (Bogner et al. 2016). In my study, attributes of the hatch-date distribution were not associated with relative abundance of juvenile striped bass. However, truncated hatch duration was associated with a marginally significant Spearman’s correlation value of 0.30 (p = 0.095), suggesting that truncated hatch duration may be a useful attribute to characterize a year class of juvenile striped bass. Observed truncated hatch durations were relatively long, ranging over two to three months, which is consistent with a previous study that found that striped bass exhibit protracted spawning behaviors (Secor 2000). Protracted spawning is often associated with recruitment success because such behaviors increase the chances that at least some young fish will encounter favorable environmental conditions for survival. This idea is called the window of opportunity hypothesis, and is an extension of Cushing’s match-mismatch hypothesis (Bogner et al. 2016). The window of opportunity hypothesis states that, within a given year, and when optimal environmental conditions vary temporally, fish that spawn during a protracted period have a recruitment advantage over those that spawn during a shorter period (Humphries et al. 2013). Protracted spawning behaviors likely yield longer hatch durations, which result in greater mean relative abundances of larval yellow perch (Perca flavescens) and age-1 bluegill (Lepomis macrochirus; Bogner et al. 2016), and these relationships were attributed to a long hatch duration buffering against environmental variation in spring for larval yellow perch and environmental
variation in summer for age-1 bluegill. Although I did not observe a significant recruitment advantage from longer truncated hatch durations, perhaps a larger sample size of year classes, particularly those associated with especially strong or weak recruitment strength, would show a stronger relationship between truncated hatch duration and relative recruitment of juvenile striped bass.

Mean hatch dates for striped bass varied annually and occurred earlier in 2017 than they did prior to 1995, when the fishery was declared recovered. Two possibilities exist to explain this observed shift: (1) earlier warming of water temperatures in spring in spawning and nursery areas and (2) a greater abundance of older females in recent times. Water temperatures in the Chesapeake Bay have increased since 1949 (Preston 2004), and this increase is mostly due to higher temperatures during winter and spring (Preston 2004; Najjar et al. 2010). Adult striped bass are cued to begin their spawning migration when water temperatures reach about 12°C (Uphoff 1989). Temperatures may reach 12°C earlier in the spring now than prior to 1995, which could prompt earlier spawning runs, and result in earlier hatch dates. Indeed, the onset of spawning for striped bass in the Hudson River Estuary has shifted earlier since 1950, such that observations of annual egg counts indicate that spawning occurred 6.8 days earlier in 2012 than in 1976 (Nack et al. 2019). This change is consistent with the observed shift in hatch dates in my study. On an annual basis, movement of spawners into the Chesapeake Bay is largely influenced by spring water temperatures, and earlier warming results in earlier migrations (Peer & Miller 2014). Further, results of my study showed a correlation between temperature and hatch date, such that fish hatched later in the season experience warmer temperatures during hatching; this is as expected because hatching occurs between late-March and
early-June, as temperatures warm from spring into summer. The model-based relationship between hatch date and temperature is likely a result of the importance of temperature in cueing the spawning migration. As water temperatures increased through time, adult striped bass may have been cued to begin their spawning migration earlier, and thus hatch dates have shifted earlier today (2017) than prior to 1995. A second potential explanation for the observed shift in mean hatch dates is that the abundance of adult striped bass increased after recovery in 1995, and the more stable population included a greater relative abundance of older females (ASMFC 2019). The hatch-date distribution of striped bass may be relatively stable, and the observed shift of hatch dates in this study may partially reflect the contribution resulting from the greater abundance of early-spawning, older females (i.e., 8 years and older) in the post-recovery spawning population.

Daily ages were not available for samples from 32 year classes, so I used daily ages projected from age-length keys developed from otolith-derived ages from three post-recovery year classes from the James and Rappahannock subestuaries of the Chesapeake Bay to reconstruct the age composition of these year classes. As such, the results of my study were influenced by the limited number of samples used to construct age-length keys. For instance, otolith-derived daily ages are associated with aging bias and error. Most aging studies are careful to report aging error, bias, and average percent error (Campana 1991; Campana 1995; Gallagher et al. 2018). Common practice is to disregard otoliths with an average percent error greater than 10%, and instead calculate average percent error for the subset of otoliths with low (<10%) average percent error. I did not remove any aged-otoliths from my analysis. Although I did not use these metrics to make
adjustments to otolith-derived ages, I did consider error, bias, and average percent error in model selection and interpretation. More specifically, subestuary was not included in the model that described hatch date as a function of time (period and year class) and temperature (temperature during hatching) because the difference in mean hatch date between the James and Rappahannock subestuaries was two days which fell within the range of my aging bias and error. The difference in mean hatch date between the pre-recovery period and the post-recovery period (about 4 days) is within the range of my ageing error (4 to 8 days) also, but larger than the estimate of ageing bias (about -2 to 2 days), and was therefore used to interpret difference in mean hatch date between the two periods. Further, period was used as a nesting factor in my analysis, so although the difference between the pre-recovery and the post-recovery period falls within the range of aging error, the overall declining trend in mean hatch date from 1986 to 2017 supports the finding that mean hatch dates have shifted earlier today than prior to 1995.

Another source of potential error comes from the limitations of the application of age-length keys to length data. The assumption of an age-length key is that growth rates are similar among the groups of fish for which the key is used (Bettoli & Miranda 2001; Isermann & Knight 2005; Ogle 2016; Ailloud & Hoenig 2019). If growth rates are not similar among groups (e.g., between subestuaries), then the ages projected from the age-length key are not representative of the age structure of the sub-populations. I assessed the need for year- and subestuary-specific keys to curb this potential error, and developed James- and Rappahannock-specific age-length keys. Moreover, when I compared age-length relationships among year classes, there was a marginally significant difference among year classes ($p = 0.09$) suggesting that a year-class-specific age-length key may be
necessary. The marginal significance likely resulted from the low sample size for three of the year classes considered in my study; low sample sizes hamper the ability to detect the actual difference in the age-length relationships among year classes. Note, however, that the otolith-derived ages used to develop these keys were selected from three year classes that represented low, average, and high abundances of juveniles. Using observations from year classes that exhibit varying levels of abundance increased the chance that the sample of juvenile striped bass used to develop the age-length keys was representative of the populations of juvenile striped bass to which the age-length keys were applied. Nevertheless, additional year classes may be necessary to further refine age-length keys for juvenile striped bass.

Cumulative mortality, or the disproportionate mortality experienced by older versus younger juveniles, may have influenced the hatch-date distributions developed in this study. Cumulative mortality differentials between older and younger juveniles can skew hatch-date distributions and result in an apparent increase in the abundance of young fish which is not representative of the population. In this study, the observed hatch-date distribution did not vary from the mortality-adjusted hatch-date distribution, which suggests that the cumulative mortality differential between younger and older juveniles may be small. This likely occurred because I considered fish from the juvenile stage when hatch-date distributions have stabilized. Cumulative mortality differentials between young and old fish may be corrected by multiplying the inverse of the survival rate by the number of fish in each daily cohort (Method 1983; Yoklavit & Bailey 1990). I did not apply such adjustments to hatch-date distributions derived from juvenile striped
bass because these corrections are appropriate only when mortality rates are high, e.g., in larval fish.

The magnitude of climate-change effects varies with latitude along the Atlantic coast, thereby increasing the need to understand environmental effects on the recruitment of striped bass throughout its native range. My study of annual estimates of juvenile mortality rates and hatch-date distributions provides a first look at coarse changes in the population dynamics of juvenile striped bass during three decades. As environmental conditions continue to change, it will be important to understand the relationship between hatch date and growth and survival of individuals within a year class. For example, future studies should investigate mortality rates of cohorts within a single year class to gain a better understanding of the relationship between median hatch dates and relative abundance. A study of sub-cohort mortality and growth rates may provide insight into factors that differentiate juvenile striped bass that survive and those that do not.

Moreover, a contemporary study addressing differences among sub-cohort characteristics may be compared with results from studies conducted in the pre-recovery period, namely, Secor & Houde (1995) and McGovern & Olney (1996). I would expect such a comparison to show that the sub-cohorts that contribute most to overall year-class strength today (1996 to 2017) are not the same sub-cohorts that contributed most to overall year-class strength in the earlier studies, or that the sub-cohorts that contribute most to overall year-class strength today exhibit different growth rates than those from the earlier studies.

Although I examined hatch-date distributions and mortality rates of juvenile striped bass across two subestuaries within the Chesapeake Bay, future studies may
consider these recruitment characteristics across larger spatial scales, and throughout the species’ native range (Nova Scotia to South Carolina). That is, a study that includes striped bass collected from multiple spawning rivers along its native range (e.g., Hudson and Delaware rivers) may also shed light on factors that affect mortality rates and hatch dates of juvenile striped bass. For example, growth rates of juvenile striped bass are higher in the northern portions of the species’ range than in the southern portion (Conover et al. 1997), and perhaps hatch-date distributions and mortality rates at the juvenile stage vary along the range, as well. Notably, the effect of temperature during hatching on mean hatch date may vary across a larger spatial scale because temperature varies with latitude, and thus, the relationship between mean hatch date and temperature during hatching may change towards the northern limit of the species range. Differences in recruitment characteristics across the species range may be especially important as environmental conditions change as a result of climate change.

Never before have hatch-date distributions and mortality rates of juvenile striped bass been studied during three decades. The use of a long time series in this study shows that hatch timing can and has shifted earlier, and this information can be used to guide management regulations such as season closures. For example, the recreational striped bass fishery in the Virginia portion of the Chesapeake Bay, which targets adults from 51 to 71 cm (20-28 inches), is closed from 1 April to 15 May to protect spawning females, but my study shows that hatching occurs as early as late-March and as late as late-May to early-June. Noting that spawning and hatching are successive events, the earlier hatch dates of recent year classes imply an earlier presence of adult striped bass in the tidal freshwater regions of these subestuaries. The model-based relationship between
temperature during hatching and mean hatch date further supports the hypothesis that temperature is closely related to spawning and hatching. Recreational season closures have not been adjusted in many years, a practice which may negatively affect production of offspring because harvest of spawners may occur before spawners have an opportunity to reproduce. During cool years in the Chesapeake Bay, spawner movements co-occur with the trophy fishery and spawners may be harvested prior to spawning (Peer & Miller 2014). Alternatively, earlier hatch dates may reflect greater survival of earlier-hatched offspring. Striped bass may continue to hatch earlier as waters continue to warm in the region (Peer & Miller 2014; Nack et al. 2019), and as such, management measures that promote age diversity of females will be necessary to maintain longer spawning periods and the resulting longer hatch durations. Although a season closure that encompasses the entire protracted spawning period may be contentious, protection of spawners during the earlier portion of the spawning period (March) may result in the greater contribution of older females to spawning, which could be especially influential because older females produce larger offspring with a higher chance of survival (Zastrow et al. 1989).

Conclusions and recommendations

Studies of population attributes of juvenile striped bass will be necessary into the future because water temperatures, which are closely associated with hatch timing, are projected to increase in the Chesapeake Bay (Najjar et al. 2010). It will be important to understand how hatch timing continues to shift in response to those temperature changes, and the effect of shifts in hatch timing on mortality of early life stages of striped bass. In my study, instantaneous daily mortality rates were estimated during the juvenile stage
and were relatively constant regardless of the hatch-date distribution of a particular year class; future studies should measure mortality rates during the larval stage because mortality is especially high, has not yet stabilized and may show annual variation. Annual variability in larval daily mortality rates could be used to investigate the effects of hatch timing on survival of young striped bass, and thus elucidate the influence of hatch timing on overall recruitment. It will also be important to understand the relationship between hatch-date distributions and spawner demography because such an understanding could result in more targeted management measures. For example, if hatch duration is driven by age diversity, managers could consider altering size limits or the timing of the trophy fishery to protect older females. However, future studies should aim to age females as they move into the Chesapeake Bay to spawn, and compare those age distributions to hatch-date distributions of juveniles. This process would not only provide a direct relationship between the age distribution of spawners and the resulting hatch-date distribution, but would also provide an indication of the effect of female age on survival of the juvenile stage because only those fish that survive to the juvenile stage will be included in the assessment. A complete understanding of recruitment is unattainable, but investigating the causes and effects of shifting hatch dates for striped bass could allow fisheries managers to make predictions regarding future populations of striped bass, and thus ensure sustainable management of the fishery.
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Table 1. Attributes of the hatch-date distribution of 32 year classes of juvenile striped bass in the James and Rappahannock subestuaries of the Chesapeake Bay. Hatch-date distributions were developed from daily ages that were estimated using subestuary-specific age-length keys. Truncated hatch duration was calculated by removing the earliest and latest 1% of hatch dates, and rounded to the nearest day. Unless otherwise noted, all attributes were calculated using calendar days.

<table>
<thead>
<tr>
<th>Year class</th>
<th>Earliest hatch date</th>
<th>Latest hatch date</th>
<th>Median hatch date</th>
<th>Peak hatch date</th>
<th>Mean hatch date</th>
<th>Hatch duration (days)</th>
<th>Truncated hatch duration (days)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1986</td>
<td>95</td>
<td>134</td>
<td>119</td>
<td>117</td>
<td>119.9</td>
<td>39</td>
<td>29</td>
</tr>
<tr>
<td>1987</td>
<td>99</td>
<td>149</td>
<td>124</td>
<td>125</td>
<td>123.5</td>
<td>50</td>
<td>47</td>
</tr>
<tr>
<td>1988</td>
<td>115</td>
<td>139</td>
<td>124.5</td>
<td>137</td>
<td>125.7</td>
<td>24</td>
<td>24</td>
</tr>
<tr>
<td>1989</td>
<td>106</td>
<td>147</td>
<td>129.5</td>
<td>129</td>
<td>129.9</td>
<td>41</td>
<td>35</td>
</tr>
<tr>
<td>1990</td>
<td>105</td>
<td>153</td>
<td>131</td>
<td>132</td>
<td>130.6</td>
<td>48</td>
<td>29</td>
</tr>
<tr>
<td>1991</td>
<td>101</td>
<td>148</td>
<td>126</td>
<td>134</td>
<td>126.0</td>
<td>47</td>
<td>45</td>
</tr>
<tr>
<td>1992</td>
<td>92</td>
<td>153</td>
<td>128</td>
<td>125</td>
<td>128.2</td>
<td>61</td>
<td>48</td>
</tr>
<tr>
<td>1993</td>
<td>89</td>
<td>155</td>
<td>124</td>
<td>136</td>
<td>122.9</td>
<td>66</td>
<td>52</td>
</tr>
<tr>
<td>1994</td>
<td>87</td>
<td>149</td>
<td>122</td>
<td>127</td>
<td>121.7</td>
<td>62</td>
<td>51</td>
</tr>
<tr>
<td>1995</td>
<td>103</td>
<td>153</td>
<td>123.5</td>
<td>111</td>
<td>123.3</td>
<td>50</td>
<td>38</td>
</tr>
<tr>
<td>1996</td>
<td>86</td>
<td>154</td>
<td>117</td>
<td>109</td>
<td>117.0</td>
<td>68</td>
<td>59</td>
</tr>
<tr>
<td>1997</td>
<td>94</td>
<td>151</td>
<td>119.5</td>
<td>124</td>
<td>119.0</td>
<td>57</td>
<td>46</td>
</tr>
<tr>
<td>1998</td>
<td>78</td>
<td>152</td>
<td>124</td>
<td>129</td>
<td>123.5</td>
<td>74</td>
<td>47</td>
</tr>
<tr>
<td>1999</td>
<td>97</td>
<td>148</td>
<td>126</td>
<td>128</td>
<td>124.4</td>
<td>51</td>
<td>45</td>
</tr>
<tr>
<td>2000</td>
<td>99</td>
<td>157</td>
<td>128</td>
<td>127</td>
<td>129.4</td>
<td>58</td>
<td>42</td>
</tr>
<tr>
<td>2001</td>
<td>89</td>
<td>151</td>
<td>120</td>
<td>123</td>
<td>120.6</td>
<td>62</td>
<td>50</td>
</tr>
<tr>
<td>2002</td>
<td>87</td>
<td>145</td>
<td>123</td>
<td>128</td>
<td>122.2</td>
<td>58</td>
<td>48</td>
</tr>
<tr>
<td>2003</td>
<td>84</td>
<td>154</td>
<td>128</td>
<td>134</td>
<td>127.6</td>
<td>70</td>
<td>52</td>
</tr>
<tr>
<td>2004</td>
<td>90</td>
<td>153</td>
<td>119</td>
<td>110</td>
<td>118.7</td>
<td>63</td>
<td>51</td>
</tr>
<tr>
<td>2005</td>
<td>91</td>
<td>145</td>
<td>119</td>
<td>109</td>
<td>118.1</td>
<td>54</td>
<td>48</td>
</tr>
<tr>
<td>2006</td>
<td>98</td>
<td>148</td>
<td>127</td>
<td>125</td>
<td>127.1</td>
<td>50</td>
<td>43</td>
</tr>
<tr>
<td>2007</td>
<td>83</td>
<td>151</td>
<td>122</td>
<td>123</td>
<td>121.5</td>
<td>68</td>
<td>53</td>
</tr>
<tr>
<td>2008</td>
<td>88</td>
<td>154</td>
<td>123</td>
<td>126</td>
<td>122.8</td>
<td>66</td>
<td>54</td>
</tr>
<tr>
<td>2009</td>
<td>94</td>
<td>151</td>
<td>124</td>
<td>124</td>
<td>122.9</td>
<td>57</td>
<td>43</td>
</tr>
<tr>
<td>2010</td>
<td>93</td>
<td>156</td>
<td>125</td>
<td>129</td>
<td>124.8</td>
<td>63</td>
<td>43</td>
</tr>
<tr>
<td>2011</td>
<td>103</td>
<td>157</td>
<td>129.5</td>
<td>127</td>
<td>129.3</td>
<td>54</td>
<td>47</td>
</tr>
<tr>
<td>2012</td>
<td>89</td>
<td>144</td>
<td>112.5</td>
<td>113</td>
<td>112.7</td>
<td>55</td>
<td>49</td>
</tr>
<tr>
<td>2013</td>
<td>92</td>
<td>158</td>
<td>119.5</td>
<td>116</td>
<td>120.4</td>
<td>66</td>
<td>45</td>
</tr>
<tr>
<td>------</td>
<td>-----</td>
<td>-----</td>
<td>-------</td>
<td>------</td>
<td>-------</td>
<td>-----</td>
<td>-----</td>
</tr>
<tr>
<td>2014</td>
<td>91</td>
<td>160</td>
<td>123</td>
<td>118</td>
<td>122.7</td>
<td>69</td>
<td>41</td>
</tr>
<tr>
<td>2015</td>
<td>98</td>
<td>145</td>
<td>126</td>
<td>131</td>
<td>124.5</td>
<td>47</td>
<td>47</td>
</tr>
<tr>
<td>2016</td>
<td>96</td>
<td>144</td>
<td>121</td>
<td>120</td>
<td>123.0</td>
<td>48</td>
<td>42</td>
</tr>
<tr>
<td>2017</td>
<td>94</td>
<td>148</td>
<td>119</td>
<td>124</td>
<td>120.1</td>
<td>54</td>
<td>48</td>
</tr>
</tbody>
</table>
Table 2. Paired t-test statistics comparing mean otolith increment counts of each of the six pairs of reading combinations for striped bass otoliths. Each reading included increment counts from 40 striped bass otoliths subsampled across three year classes (2011, 2016, and 2017) within the James and Rappahannock subestuaries. Pairs exhibiting significant differences (p < 0.05) are highlighted with bold text.

<table>
<thead>
<tr>
<th>Reading combination</th>
<th>t</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 &amp; 2</td>
<td>1.66</td>
<td>0.11</td>
</tr>
<tr>
<td>1 &amp; 3</td>
<td>-0.14</td>
<td>0.89</td>
</tr>
<tr>
<td>1 &amp; 4</td>
<td>-0.18</td>
<td>0.86</td>
</tr>
<tr>
<td>2 &amp; 3</td>
<td>-2.61</td>
<td><strong>0.01</strong></td>
</tr>
<tr>
<td>2 &amp; 4</td>
<td>-2.00</td>
<td><strong>0.05</strong></td>
</tr>
<tr>
<td>3 &amp; 4</td>
<td>-0.10</td>
<td>0.92</td>
</tr>
</tbody>
</table>
Table 3. Estimated instantaneous daily mortality rates for the month of July and their 95% confidence intervals (CI) for 32 year classes (1986-2017) of juvenile striped bass from the James and Rappahannock subestuaries of the Chesapeake Bay. For ease of interpretation, discrete mortality rate, or the proportion of the population that is lost through mortality, was calculated with $1 - e^{-Z}$ and the monthly Z (for July) was calculated using daily Z estimates.

<table>
<thead>
<tr>
<th>Year class</th>
<th>Daily instantaneous mortality rate (day$^{-1}$)</th>
<th>Lower 95% CI (day$^{-1}$)</th>
<th>Upper 95% CI (day$^{-1}$)</th>
<th>Monthly instantaneous mortality rate (month$^{-1}$, for July)</th>
<th>Discrete daily mortality rate (% day$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1986</td>
<td>0.157</td>
<td>0.073</td>
<td>0.242</td>
<td>4.87</td>
<td>0.146</td>
</tr>
<tr>
<td>1987</td>
<td>0.100</td>
<td>0.037</td>
<td>0.164</td>
<td>3.10</td>
<td>0.095</td>
</tr>
<tr>
<td>1988</td>
<td>0.084</td>
<td>0.028</td>
<td>0.140</td>
<td>2.60</td>
<td>0.081</td>
</tr>
<tr>
<td>1989</td>
<td>0.130</td>
<td>0.019</td>
<td>0.240</td>
<td>4.03</td>
<td>0.122</td>
</tr>
<tr>
<td>1990</td>
<td>0.143</td>
<td>0.006</td>
<td>0.281</td>
<td>4.43</td>
<td>0.134</td>
</tr>
<tr>
<td>1991</td>
<td>0.166</td>
<td>0.046</td>
<td>0.286</td>
<td>5.15</td>
<td>0.153</td>
</tr>
<tr>
<td>1992</td>
<td>0.115</td>
<td>0.061</td>
<td>0.168</td>
<td>3.57</td>
<td>0.109</td>
</tr>
<tr>
<td>1993</td>
<td>0.137</td>
<td>0.089</td>
<td>0.186</td>
<td>4.25</td>
<td>0.128</td>
</tr>
<tr>
<td>1994</td>
<td>0.168</td>
<td>0.094</td>
<td>0.241</td>
<td>5.21</td>
<td>0.155</td>
</tr>
<tr>
<td>1995</td>
<td>0.218</td>
<td>0.150</td>
<td>0.287</td>
<td>6.76</td>
<td>0.196</td>
</tr>
<tr>
<td>1996</td>
<td>0.118</td>
<td>0.079</td>
<td>0.158</td>
<td>3.66</td>
<td>0.111</td>
</tr>
<tr>
<td>1997</td>
<td>0.168</td>
<td>0.086</td>
<td>0.250</td>
<td>5.21</td>
<td>0.155</td>
</tr>
<tr>
<td>1998</td>
<td>0.156</td>
<td>0.101</td>
<td>0.212</td>
<td>4.84</td>
<td>0.145</td>
</tr>
<tr>
<td>1999</td>
<td>0.123</td>
<td>0.042</td>
<td>0.204</td>
<td>3.81</td>
<td>0.116</td>
</tr>
<tr>
<td>2000</td>
<td>0.127</td>
<td>0.080</td>
<td>0.173</td>
<td>3.94</td>
<td>0.119</td>
</tr>
<tr>
<td>2001</td>
<td>0.171</td>
<td>0.125</td>
<td>0.218</td>
<td>5.30</td>
<td>0.157</td>
</tr>
<tr>
<td>2002</td>
<td>0.141</td>
<td>0.084</td>
<td>0.199</td>
<td>4.37</td>
<td>0.132</td>
</tr>
<tr>
<td>2003</td>
<td>0.155</td>
<td>0.106</td>
<td>0.205</td>
<td>4.81</td>
<td>0.144</td>
</tr>
<tr>
<td>2004</td>
<td>0.165</td>
<td>0.118</td>
<td>0.213</td>
<td>5.12</td>
<td>0.152</td>
</tr>
<tr>
<td>2005</td>
<td>0.155</td>
<td>0.081</td>
<td>0.230</td>
<td>4.81</td>
<td>0.144</td>
</tr>
<tr>
<td>2006</td>
<td>0.139</td>
<td>0.068</td>
<td>0.209</td>
<td>4.31</td>
<td>0.129</td>
</tr>
<tr>
<td>2007</td>
<td>0.158</td>
<td>0.108</td>
<td>0.208</td>
<td>4.89</td>
<td>0.146</td>
</tr>
<tr>
<td>2008</td>
<td>0.164</td>
<td>0.103</td>
<td>0.225</td>
<td>5.08</td>
<td>0.151</td>
</tr>
<tr>
<td>2009</td>
<td>0.195</td>
<td>0.126</td>
<td>0.264</td>
<td>6.05</td>
<td>0.177</td>
</tr>
<tr>
<td>2010</td>
<td>0.210</td>
<td>0.150</td>
<td>0.270</td>
<td>6.51</td>
<td>0.189</td>
</tr>
<tr>
<td>2011</td>
<td>0.177</td>
<td>0.127</td>
<td>0.227</td>
<td>5.49</td>
<td>0.162</td>
</tr>
<tr>
<td>2012</td>
<td>0.061</td>
<td>0.000</td>
<td>0.151</td>
<td>1.89</td>
<td>0.060</td>
</tr>
<tr>
<td>Year</td>
<td>Value1</td>
<td>Value2</td>
<td>Value3</td>
<td>Value4</td>
<td>Value5</td>
</tr>
<tr>
<td>------</td>
<td>--------</td>
<td>--------</td>
<td>--------</td>
<td>--------</td>
<td>--------</td>
</tr>
<tr>
<td>2013</td>
<td>0.130</td>
<td>0.046</td>
<td>0.213</td>
<td>4.03</td>
<td>0.122</td>
</tr>
<tr>
<td>2014</td>
<td>0.124</td>
<td>0.087</td>
<td>0.160</td>
<td>3.84</td>
<td>0.116</td>
</tr>
<tr>
<td>2015</td>
<td>0.125</td>
<td>0.084</td>
<td>0.167</td>
<td>3.88</td>
<td>0.118</td>
</tr>
<tr>
<td>2016</td>
<td>0.185</td>
<td>0.129</td>
<td>0.241</td>
<td>5.74</td>
<td>0.169</td>
</tr>
<tr>
<td>2017</td>
<td>0.131</td>
<td>0.073</td>
<td>0.190</td>
<td>4.06</td>
<td>0.123</td>
</tr>
</tbody>
</table>
Table 4. Spearman’s rank correlation ($\rho$) which measured the relationship between rankings of the attributes of the hatch-date distributions and rankings of the relative abundance of juvenile striped bass from 32 year classes in the James and Rappahannock subestuaries of the Chesapeake Bay. There were no significant correlations between attributes and relative abundance.

<table>
<thead>
<tr>
<th>Attribute of the hatch-date distribution</th>
<th>$\rho$</th>
<th>S-statistic</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Truncated hatch duration</td>
<td>0.30</td>
<td>3818</td>
<td>0.095</td>
</tr>
<tr>
<td>Median hatch date</td>
<td>-0.03</td>
<td>5601</td>
<td>0.886</td>
</tr>
<tr>
<td>Peak hatch date</td>
<td>0.15</td>
<td>4637</td>
<td>0.412</td>
</tr>
<tr>
<td>First hatch date</td>
<td>-0.03</td>
<td>5628</td>
<td>0.864</td>
</tr>
<tr>
<td>Last hatch date</td>
<td>0.22</td>
<td>4242</td>
<td>0.221</td>
</tr>
</tbody>
</table>
Figure 1. VIMS seine survey sites from which 32 year classes of juvenile striped bass (1986-2017) were sampled from the James and Rappahannock subestuaries of the Chesapeake Bay.
Figure 2. Temperature stations monitored by the Chesapeake Bay Program in tidal fresh (TF) regions of the James and Rappahannock subestuaries. Daily temperature values were linearly-interpolated from approximately biweekly monitoring data collected at each site, and were used to estimate mean temperature during hatch and during the yolk-sac larval stage.
**Figure 3.** Estimated daily instantaneous total mortality rate \((Z, \text{day}^{-1})\) of juvenile striped bass in July from 1986 to 2017 in the James and Rappahannock subestuaries of the Chesapeake Bay. Gray bars represent 95% confidence intervals. The lower confidence interval for the 2012 year class was negative, and thus truncated at zero.
Figure 4. The abundance (A) and percent of the total population (B) of juvenile striped bass within a 15-day cohort assuming no differential mortality between older and younger cohorts (black line) and assuming a loss of 1% per day (gray line; Secor et al. 1995). A greater proportional abundance of older cohorts of juvenile striped bass is expected in the mortality-adjusted distribution (gray line) than in the non-adjustment distribution (black line) if the differential mortality between older and younger cohorts is high.
Figure 5. Hatch-date distribution of juvenile striped bass from the James and Rappahannock subestuaries of the Chesapeake Bay. Hatch dates range between calendar days 78 and 169 and represent fish sampled from 1986 to 2017. The mean hatch date was 123.00 (SE = 0.14), which is May 3rd.
Figure 6. Interaction plots for subestuary, period, year, and temperature during hatch for 32 year classes (1986-2017) of juvenile striped bass in the James (JA) and Rappahannock (RA) subestuary of the Chesapeake Bay. There were no notable interactions between subestuary and period (A), temperature during hatch and period (C), year class and subestuary (D), or year and temperature during hatch (E). Panel B suggests a possible interaction between subestuary and temperature during hatching because the lines for the James (JA; black) and Rappahannock (RA; gray) subestuaries intersect; however, the 95% confidence intervals for low (5.0 - 18.4 °C, N = 3707) and high (18.5 - 29.0 °C, N = 4086) temperature bins overlap, which suggests that the interaction observed may not be strong. The threshold for the temperature bins was based on the observed mean (18.5°C).
Figure 7. Diagnostic plots from the analysis of covariance where hatch date of 32 year classes of juvenile striped bass within the James and Rappahannock subestuaries of the Chesapeake Bay was a function of period (pre- or post-), year nested within period (pre: 1986-1994; post: 1995-2017), and temperature during hatching was a covariate. The histogram of residuals (A) and Q-Q plot (B) show that the model meets the assumption of normality. For the most part, the values in the fitted versus residuals plot are evenly distributed around zero, and the assumption of homogeneity of variance appears reasonable. To further explore this assumption, box and whisker plots that group hatch dates by year class (E), period (F), and temperature during hatching (G) were used to compare variance among groups. Most year classes exhibited similar variances ranging from 110 to 163, and only four year classes exhibited variance values less than 110 ($\sigma_{1986}^2 = 51.7$, $\sigma_{1988}^2 = 53.7$, $\sigma_{1989}^2 = 56.9$, $\sigma_{1990}^2 = 55.0$). However, year class is nested within period in this model, and variance was similar among the pre- and post-recovery periods ($\sigma_{pre-recovery}^2 = 118$, $\sigma_{post-recovery}^2 = 148$). Temperature during hatching was grouped into low (5.0-18.4 °C, N = 3707) and high (18.5-29.0 °C, N = 4086) temperature groups, and variance appeared similar across the two temperature groups ($\sigma_{low}^2 = 115$, $\sigma_{high}^2 = 88.0$). Considering the similar variances among groups and the normal distribution of the residuals, I concluded that the assumption of homogeneity of variance was reasonably met. The predicted versus observed plot (D) shows an even distribution around the one-to-one line, indicating that this model can be used to make predictions about mean hatch dates.
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Figure 8. Estimated least-squares mean hatch date (calendar day), adjusted for temperature during hatching, and 95% confidence intervals for 32 year classes of juvenile striped bass in the James and Rappahannock subestuaries of the Chesapeake Bay. These means are from the analysis of covariance in which hatch date was a function of period and year nested within period, and temperature during hatching was the covariate. The solid line is a regression fit to mean hatch date through time, and shows the decline in hatch date through time. The solid line is for display purposes only and is not intended to be a predictive function.
Figure 9. A partial regression plot showing the model-based relationship between temperature during hatching and hatch date from the analysis of covariance in which hatch date of juvenile striped bass in the James and Rappahannock was a function of period and year nested within period, and temperature during hatching was the covariate. The solid line represents the correlation between temperature during hatching and hatch date (calendar day), and the gray dots represent the observed temperature on a given hatch date.
Figure 10. Truncated hatch duration in days (earliest and latest 1% of hatch dates removed) for 32 year classes (1986-2017) of juvenile striped bass in the James and Rappahannock subestuaries of the Chesapeake Bay. Hatch dates were estimated with daily ages estimated from subestuary-specific age-length keys.
CHAPTER 2:
Growth, body condition, and recruitment potential of juvenile striped bass in a declining population in the Chesapeake Bay
ABSTRACT

Based on the 2018 coast-wide stock assessment, the Atlantic coast striped bass fishery is overfished and overfishing is occurring. In the past, recruitment played a key role in the recovery of the fishery, and thus a contemporary study of recruitment may indicate the ability of the current population to recover. Year classes of juvenile striped bass were characterized using daily growth rates, body condition, and recruitment potential in the James and Rappahannock subestuaries of the Chesapeake Bay. Juvenile striped bass were collected annually by the VIMS seine survey between 2009 and 2017. Length and weight measurements were recorded for the entire time series, whereas otoliths were collected from three year classes associated with low (2016), average (2017), and high (2011) relative abundance of juveniles. Otolith-derived daily ages together with length, weight, and numbers of fish captured (catch) were used to estimate daily growth rate, weight-specific instantaneous growth rates (G, g/day), and instantaneous daily mortality rates (Z, day⁻¹). Length and weight of juvenile striped bass from 2009 to 2017 were used to calculate Fulton’s K as a measure of body condition. Daily growth rates and body condition were modeled as functions of year class, subestuary, and environmental variables to identify temporal and spatial similarities in characteristics of juvenile striped bass in the Virginia portion of the Chesapeake Bay. Mean daily growth rates ranged from 0.55 mm/day (95% CI: 0.53-0.59 mm/day) to 0.80 mm/day (95% CI: 0.78-0.84 mm/day), and were significantly greater in the James subestuary than in the Rappahannock subestuary. Body condition also varied between subestuaries, but exhibited the opposite pattern as daily growth rates, such that mean body condition was greater in the Rappahannock than in the James. Mean body condition varied among year classes and ranged from 1.02 (95% CI: 1.01-1.04) to 1.32 (95% CI: 1.28-1.35); mean condition increased from 2009 to 2012, but declined thereafter. Chlorophyll-a and temperature had no effect on mean daily growth rates of juvenile striped bass, but did significantly affect body condition, such that 30-day lagged chlorophyll-a negatively affected mean body condition and 30-day lagged temperature positively affected mean body condition. Unlike daily growth rates and body condition, recruitment potential, estimated by the ratio of G to Z, did not vary among year classes or between subestuaries. Moreover, G:Z was less than one for all year classes within each
subestuary (range: 0.11-0.44), which indicates that more biomass was lost through mortality, emigration, or both than gained through growth. The results of this study show that growth and body condition of juvenile striped bass are inversely related, and that environmental and biotic conditions in the James and Rappahannock subestuaries likely differ. Nevertheless, the annual recruitment potential of juvenile striped bass may not differ between these two subestuaries.
INTRODUCTION

In the United States, adult striped bass support lucrative recreational and commercial fisheries from Maine to South Carolina, with harvest records dating back to the 1600’s. The Atlantic striped bass fisheries collapsed in the early 1970’s as a result of recruitment overfishing and poor water quality in the nursery habitats (Richards & Rago 1999). Management agencies acted quickly to protect the spawning stock, and the stock recovered in 1995 after several years of strong recruitment and favorable environmental conditions (Richards & Rago 1999). More specifically, regulations successfully protected the 1982 and subsequent year classes of Atlantic coast striped bass, which allowed for reproduction, promoted age diversity of spawners, and achieved eventual recovery of the stock. Although striped bass are more abundant today (1996 to 2019) than they were in the midst of the collapse, the stock is currently overfished, and overfishing is occurring (ASMFC 2019). Moreover, the recent decline in striped bass abundance appeared to begin around 2010 (ASMFC 2019). Because recruitment success contributed to the previous recovery of the fishery, a re-examination of the population characteristics of juvenile striped bass during the recent period of decline may provide insight into the ability of the current population of striped bass to recover.

Recruitment, or the number of larvae that survive to the juvenile stage, is highly variable from year to year and this inter-annual variability is a defining characteristic of many fisheries, including striped bass (Jennings et al. 2001). One view of recruitment variability is that it represents a population-level, adaptive response to highly variable environmental conditions (Fogarty 2001). However, recruitment variability can be a concern to fisheries managers because such variability reduces the certainty about
predictions for future productivity of the stock. For example, fisheries supported by short-lived, opportunistic species, such as California Pacific sardine (*Sardinops sagax*) are often characterized by cycles of highly productive year-classes followed by years of poor production and possible collapse (Murphy 1966; Anderson *et al.* 2008). For long-lived fishes such as striped bass, the fishery may rely on a single strong year class, which can lead to collapse if that year class is removed from the population through harvesting, natural mortality, or both. However, the long life span of striped bass, and relatively early maturity, is believed to render the population more resilient to factors that lead to changes in abundance (i.e., the population can adapt to the presence of disturbance; Secor 2000). From a management perspective, it is necessary to acknowledge the role of recruitment variability in recovering stocks, and to adopt strategies that promote resiliency.

Variability in recruitment occurs because recruitment is a consequence of mortality and growth of early-life stages of fishes, and thus, slight changes in these factors can lead to dramatic variability in year-class strength (Miller 2007). The ratio of instantaneous growth rate to instantaneous mortality rate, G:Z, can be used to estimate the relative recruitment potential of the population of young fish (Ware 1975; Werner & Gilliam 1984; Houde 1997). Here, G is the weight-specific instantaneous daily growth rate and Z is the instantaneous daily total mortality rate. Year classes exhibit high recruitment potential when the G:Z ratio exceeds one because these year classes gain more biomass than they lose (i.e., growth across individuals in the population exceeds total losses; Houde 1997). The G:Z ratio may be used to assess environmental effects on recruitment potential and identify environmental conditions that are more (or less) suitable for growth and survival of early-life stages of fishes. For example, G:Z ratios of
pinfish and sand trout are negatively related to freshwater discharge in the Suwannee River, such that in years of high discharge, recruitment of pinfish and sand trout is low (Purtlebaugh & Allen 2010). The G:Z ratio may also be used to compare recruitment potential across year classes, such that a year class with a G:Z of 0.8 has a higher recruitment potential than a year class with a G:Z of 0.5 (Houde 1997).

Growth and mortality rates of juvenile fishes may be estimated using length and weight observations along with daily ages derived from otoliths, which are structures responsible for hearing and balance, and which are located within the inner ear of fishes (Barton 2007). Otolith growth occurs incrementally and increments are commonly associated with age in fishes (Campana & Thorrold 2001). In early-life stages of fishes, each increment represents one day. This daily aging technique was validated for juvenile striped bass (Jones & Brother 1987; Secor & Dean 1989; Kline 1990; Douglas 1995), and has been used to estimate growth and mortality rates of early-life stages of striped bass (e.g., Secor & Houde 1995; Vanalderweireldt et al. 2019). For example, daily age estimates, length, and catches of the 1991 year class of larval striped bass in the Patuxent River were used to estimate growth (G, g/day) and mortality rates (Z, day\(^{-1}\)) for sub-cohorts, or groups of fish within a single year class that hatched close together in time (Secor & Houde 1995). The resulting instantaneous G:Z ratios were greater than 1.0 for three of the six sub-cohorts, and showed that sub-cohorts experienced low mortality when they co-occurred with optimal temperature conditions (16-20°C) during the first 25 days of life (Secor & Houde 1995).

In young fishes, growth rates may be negatively correlated with mortality rates (Houde 1989; Sim-Smith et al. 2012), although this size-specific mortality hypothesis
does not have unequivocal support from empirical observations (Litvak & Leggett 1992; Houde 1997; Sogard 1997). Small changes in growth rates of early-life stages can lead to changes in mortality rates because slow-growing fishes are believed to be exposed to predation risk for longer periods of time (Miller et al. 1988). Growth and mortality of early-life stages of fishes are affected by a number of environmental factors including water temperature (Jobling 1988; Cowan et al. 1993; Houde & Zastrow 1993; Houde 1996; Koster et al. 2005) and, for anadromous and estuarine fishes, freshwater flow (Martino & Houde 2003; Hoffman et al. 2007; Martino & Houde 2010; Purtlebaugh & Allen 2010). These environmental conditions affect growth and survival because they impact prey abundance and feeding success of young fishes. More specifically, warm water temperatures are associated with increased prey abundances (Logan 1985; Franz & Tanacredi 1992; Rutherford et al. 1997) and increased feeding rates in juvenile fishes (Houde 1989; Fonds et al. 1992; Lloret et al. 2014), both of which influence growth of young fishes (Houde 1989; Rutherford et al. 1997; Booth & Alquezar 2002). High freshwater flow is associated with increased growth rates and survival because freshwater discharge introduces terrestrial and upriver nutrients that can increase production and prey availability (Rutherford et al. 1997; North & Houde 2003; Purtlebaugh & Allen 2010).

Annual variability in temperature and flow conditions in nursery areas plays a role in shaping recruitment variability in striped bass. For this species, recruitment success is associated with cool water temperatures and high flows in March, April, and May because this combination can prolong the spring phytoplankton bloom, allowing zooplankton abundance to increase and provide high concentrations of food for striped
bass larvae and juveniles (Martino et al. 2006). Moreover, high freshwater flow rates promote retention of eggs and larvae in the estuarine turbidity maximum zone through enhanced estuarine gravitational circulation (North & Houde 2003), and this retention ensures that larval striped bass co-occur spatially with their zooplankton prey (Martino et al. 2006). However, pulsed high-flow events can increase mortality of larval and early juvenile striped bass through advection or by flushing individuals from the system. Excessive or irregular freshwater discharge may also increase mortality rates of young striped bass by exposing them to water temperatures above or below their optimal range of 15°C to 20°C (Secor & Houde 1995).

Body condition, a proxy for individual health, may also contribute to variations in year-class strength (Balcombe et al. 2012; Lloret et al. 2014; Schloesser & Fabrizio 2016). Body condition, which reflects energy and lipid content in juvenile fishes (Schloesser & Fabrizio 2016, 2017), is associated with measures of fitness such as growth and swimming performance, and has been correlated with mortality of larval and juvenile fishes (Booth & Beretta 2004). Most juvenile fishes, including striped bass, allocate energy to growth rather than storage, and thus relatively fast (or slow) growth may result in low (or high) body condition (Francis 1997; Hurst & Conover 2003; Chapman et al. 2011; Lloret et al. 2014). In striped bass, higher body condition indices during the first winter are associated with greater survival of juveniles (Hurst & Conover 2002). Environmental conditions that affect growth can also affect body condition in fishes (Tanner et al. 2009; Vasconcelos et al. 2009; Morgan et al. 2010; Lloret et al. 2014). For example, body condition of juvenile Pacific cod (*Gadus macrocephalus*) is greater when water temperatures are warmer (Lloret & Ratz 2000; Ratz & Lloret 2003).
During the end of their first year of life (November to June), body condition of juvenile striped bass (117-200 mm) is affected by environmental factors such as salinity, temperature, and dissolved oxygen (Schloesser & Fabrizio 2019). Body condition of these juveniles also varies among subestuaries (Schloesser & Fabrizio 2017) and among year classes, reflecting annual variation in environmental conditions observed in nursery habitats and, perhaps, density-dependent responses (Schloesser & Fabrizio 2016).

Body condition of juvenile fishes can be ascertained using organosomatic or morphometric indicators (Lloret et al. 2014). Body condition values derived from organosomatic indicators require direct measurements of internal organs that are associated with lipid and energy storage. For example, the hepatosomatic index (HSI) is estimated using the weight of the liver, which is an important site for lipid storage in many fish species. One drawback of the organosomatic approach is that the fish must be euthanized. Morphometric indicators require only length and weight measurements, which are generally inexpensive and less invasive than organosomatic indicators. One such morphometric indicator is Fulton’s K, which assumes that for fish of the same length, heavier fish are in better body condition (Ricker 1975). For juvenile striped bass, morphometric indicators, such as Fulton’s K, can be better indicators of body condition than organosomatic indicators, such as HSI (Schloesser & Fabrizio 2017).

The objective of this study was to evaluate and compare (1) daily growth rates, (2) body condition, and (3) recruitment potential of juvenile striped bass during the first summer of life (June to July) among year classes of varying abundances, and between subestuaries. Because I investigated multiple year classes of varying abundances, the results of this study could be important in ascertaining the factors that influence.
recruitment success. Such knowledge may aid in future management of the declining stock of striped bass.
METHODS

To estimate daily growth rates and the elements of the G:Z ratio (weight-specific instantaneous daily growth rate, G, and instantaneous daily mortality rate, Z), otolith ages were obtained from juvenile striped bass from the 2011, 2016, and 2017 year classes. These year classes represented fish from high, low, and average year-class strength (Gallagher et al. 2019). I also estimated body condition of multiple year classes in the James and Rappahannock subestuaries of the Chesapeake Bay using weight data recorded by survey scientists. I applied multiple linear regression methods to compare daily growth rates and body condition among year classes and between subestuaries to elucidate patterns in growth and condition of the current population of juvenile striped bass across temporal and spatial scales. I considered temperature, freshwater flow, and chlorophyll-a (as a proxy for food availability) as covariates in each model because environmental variability likely contributed to variation in growth rate and body condition among year classes of juvenile striped bass. To better understand current characteristics of the juvenile striped bass population in the Virginia portion of the Chesapeake Bay, I tested several null hypotheses: (1) daily growth rates, (2) recruitment potential (G:Z ratio), and (3) body condition are similar among year classes and across subestuaries.

Fish sampling & otolith preparation

Length and weight data for estimation of body condition were obtained from nine year-classes (2009-2017) of juvenile striped bass from the James and Rappahannock subestuaries (Figure 1) as described in Chapter 1. To estimate otolith-derived daily ages, the left sagittal otolith was removed from 75 randomly selected juvenile striped bass from
each subestuary (Rappahannock and James) within three year classes (2011, 2016, and 2017), for a total of 450 otoliths. Each otolith was prepared using standard methods previously described (Chapter 1).

*Consistency of age determinations*

To ensure age determinations were consistent, I randomly selected a subsample of 40 juvenile striped bass otoliths, which represented both subestuaries and all three years, to age multiple times and estimated error, bias, and average percent error (APE) among my readings (Campana 2001). Here, error is defined as the mean magnitude of the deviance (absolute value) between each reading; bias incorporates the positive and negative direction of deviance, which describes the true mean deviance in increment count between readings of the same otolith (Campana *et al.* 1995; Campana 2001). APE provides a measure of precision among increment readings for each otolith (Campana 1995; Campana 2001; Gallagher *et al.* 2018). As described in Chapter 1, aging error ranged from 4.5 to 8 days for each reading, APE across individual otoliths was 5.8% and ranged from 2.0 to 17%, and bias ranged from -2.4 to 2.0 days across all readings. There was a significantly negative age bias between the second and third readings (2.3 days; p < 0.05) and between the second and fourth readings (2.0 days; p = 0.05), but bias was non-significant in all other reading combinations (Chapter 1). Based on my error, bias, and APE estimates, I concluded that my age determinations did not exhibit a systematic bias (Chapter 1).

*Environmental factors*

I included water temperature, chlorophyll-a, and freshwater flow as environmental factors in the models of fish growth and body condition. I obtained
temperature and chlorophyll-a observations from water quality monitoring stations sampled by the Chesapeake Bay Program (Figure 2; Water Quality Monitoring Database available at [www.chesapeakebay.net/data](http://www.chesapeakebay.net/data)). I calculated mean biweekly temperature and chlorophyll-a values for each subestuary (James and Rappahannock). I used mean biweekly, subestuary-specific temperature and chlorophyll-a values to linearly interpolate daily temperature and chlorophyll-a values in the James and Rappahannock subestuaries from April to August of each year, from 2009 to 2017; these linearly interpolated values were then used to calculate mean daily temperature and chlorophyll-a concentrations in the 30- and 60-day period prior to collection of fish by the VIMS seine survey. I obtained daily freshwater discharge records from the United States Geological Survey (USGS [http://waterdata.usgs.gov/va/nwis/rt](http://waterdata.usgs.gov/va/nwis/rt)) and calculated mean freshwater flow during the 30 days and 60 days prior to each specimen’s collection in the James and Rappahannock subestuaries of the Chesapeake Bay.

I chose 30-day and 60-day lags from the day each fish was collected because temperature, chlorophyll-a, and freshwater discharge likely affect growth and body condition of fish on the order of one to two months, rather than days or weeks. More specifically, the average age of juvenile striped bass at capture in this study was about 70 days; because striped bass larvae begin to feed 5 to 10 days post-hatch (Secor & Houde 1995), juvenile striped bass in this study experienced, on average, about 60 to 65 days of growth after initial feeding. The 30-day and 60-day mean temperature, chlorophyll-a concentration, and freshwater discharge were used as covariates in the growth and body condition models because both lags could reasonably explain changes in juvenile daily growth rates and body condition. That is, the temperature, chlorophyll-a concentrations,
and freshwater flow a young striped bass is exposed to within the first 30 to 60 days of life carryover to the juvenile period (Conroy et al. 2015; Gallagher et al. 2018).

Daily growth rates of juvenile striped bass

Daily growth rates of juvenile striped bass were estimated from total length (TL) and otolith-derived ages using:

\[
\text{Daily growth rate} = \frac{\text{Total length} - 3.1 \text{mm}}{\text{Age}}
\]

where 3.1-mm is the average length at hatch (Mansueti 1958; Mohan et al. 2015), and age is the number of daily increments, adjusted for temperature during hatching. I used juvenile fish collected between 21 June and 21 July for this analysis. After 21 July, juvenile striped bass begin to inhabit deeper waters and are less accessible to the gear, and thus, fish collected after 21 July may not be representative of the population of juvenile striped bass present in these nursery areas between June and July.

Mean daily growth rates were compared among three year classes of juvenile striped bass (2011, 2016, and 2017) and between two subestuaries (James and Rappahannock) controlling for the effects of environmental covariates. Temperature, flow, and chlorophyll-a were included in the analyses as covariates because they affect prey abundance, feeding rates, and overall growth and survival of juvenile striped bass (Logan 1985; Franz & Tanacredi 1992; Rutherford et al. 1997; North & Houde 2003; Purtlebaugh & Allen 2010). I used least-squares means, adjusted to covariates and estimated from an analysis of covariance (ANCOVA) that modeled daily growth rate as a function of subestuary, year class, and 30-day or 60-day lagged temperature, flow, and chlorophyll-a. The initial statistical model fit to the data using the lm() function in R statistical software (R Core Team 2019) was:
(2) Daily Growth$_{ijk}$
\[
= \beta_0 + (Subestuary)_i + (Year)_j + \beta_1(Chla) + \beta_2(Temp) + \beta_3(Flow) + \epsilon_{ijk}
\]
where Daily Growth$_{ijk}$ = mean daily growth rate of the $k^{th}$ individual in the $i^{th}$ subestuary ($i=$ James or Rappahannock) and the $j^{th}$ year class ($j=2011, 2016, or 2017$), assumed to be normally distributed;
$\beta_0$ = intercept, overall mean daily growth rate for juvenile striped bass from 3 year classes (2011, 2016, 2017) in the James and Rappahannock subestuaries;
$(Subestuary)_i$ = effect of the $i^{th}$ subestuary ($i=$ James or Rappahannock);
$(Year)_j$ = effect of the $j^{th}$ year class ($j=2011, 2016, or 2017$);
$\beta_1$ = partial regression coefficient accounting for effect of chlorophyll-a concentrations (30-day or 60-day lag) on daily growth rate;
$(Chla)$ = chlorophyll-a concentration with a 30-day or 60-day lag measured in $\mu$g/L;
$\beta_2$ = partial regression coefficient accounting for effect of temperature (30-day or 60-day lag) on daily growth rate;
$(Temp)$ = mean daily temperature with a 30-day or 60-day lag measured in $^\circ$C;
$\beta_3$ = partial regression coefficient accounting for effect of flow (30-day or 60-day lag) on daily growth rate;
$(Flow)$ = daily discharge with a 30-day or 60-day lag measured in $m^3/sec$;
$\epsilon_{ijk}$ = random unexplained error associated with the $k^{th}$ individual from the $i^{th}$ subestuary and $j^{th}$ year class, assumed to be normally distributed with mean of 0 and variance of $\sigma^2$.

All factors in the model were considered fixed effects. The 30-day lag includes environmental conditions on dates between 21 May and 21 June and the 60-day lag includes dates between 21 April and 21 May; the specific values for each fish depended on its collection date. I examined residuals to assess model fit and the assumption of homogeneity of variance. I used the ols_vif_tol() command in the olsrr package in R to calculate tolerance values for each factor and to identify collinearity issues (tolerance
values less than 0.1 indicate the presence of collinearity). I also examined interaction plots to detect the presence of interactions between independent factors. I used AIC to guide model selection (i.e., lowest AIC indicated the model with the most empirical support from among the models considered; Burnham & Anderson 2002).

**Body condition of juvenile striped bass**

I used fork length (mm) and wet-weight (g) to estimate Fulton’s K, a measure of body condition, with:

\[
(7) \quad K = \left(\frac{W}{L^3}\right) \times 10^N
\]

where \( W \) is wet weight (g), \( L \) is fork length (mm), and \( N \) is an integer that brings \( K \) closer to 1 (Ricker 1975). In my study, \( N \) was 5.

To compare mean body condition among nine year classes (2009-2017) of juvenile striped bass and between the James and Rappahannock subestuaries, I used the least-squares means, adjusted for covariates and estimated from the ANCOVA that modeled Fulton’s K as a function of subestuary and year. I also examined partial regression plots to understand the effect of temperature, flow, and chlorophyll-a concentrations on body condition of juvenile striped bass. The statistical model fitted to the data using the `lm()` function in R statistical software (R Core Team 2019) was:

\[
(8) \quad Body\ condition_{ijk} = \beta_0 + (Subestuary)_i + (Year)_j + \beta_1(Chla) + \beta_2(Temp) + \beta_3(Flow) + \varepsilon_{ijk}
\]
where $\text{Body condition}_{ijk} = \text{mean body condition of the } k^{\text{th}} \text{ individual in the } i^{\text{th}} \text{ subestuary (i= James or Rappahannock) and the } j^{\text{th}} \text{ year class (j= 2009-2017), assumed to be normally distributed;}

\beta_0 = \text{intercept, overall mean body condition for juvenile striped bass from 9 year classes (from 2009 to 2017) in the James and Rappahannock subestuaries;}

(Subestuary)_i = \text{effect of the } i^{\text{th}} \text{ subestuary (i= James or Rappahannock);}

(Year)_j = \text{effect of the } j^{\text{th}} \text{ year class (j=2009 to 2017);}

\beta_1 = \text{partial regression coefficient accounting for effect of chlorophyll-a concentration (30-day or 60-day lag) on body condition;}

(Chla) = \text{chlorophyll-a concentration with a 30-day or 60-day lag measured in } \mu\text{g/L;}

\beta_2 = \text{partial regression coefficient accounting for effect of mean daily temperature (30-day or 60-day lag) on body condition;}

(Temp) = \text{daily temperature with a 30-day or 60-day lag measured in } ^\circ\text{C;}

\beta_3 = \text{partial regression coefficient accounting for effect of flow (30-day or 60-day lag) on body condition;}

(Flow) = \text{daily discharge with a 30-day or 60-day lag measured in m}^3/\text{sec;}

\varepsilon_{ijk} = \text{random unexplained error associated with the } k^{\text{th}} \text{ individual in the } i^{\text{th}} \text{ subestuary and } j^{\text{th}} \text{ year class, assumed to be normally distributed with mean of 0 and variance of } \sigma^2_{\varepsilon}.

All factors in the model were considered fixed effects. As before, I examined residuals to assess model fit and the assumption of homogeneity of variance. I also examined interaction plots to detect the presence of interactions between predictors and covariates.

I developed multiple models with temperature, flow, and chlorophyll-a lagged by 30 or 60 days and used Akaike’s Information Criterion (AIC) to select the most parsimonious model (Burnham & Anderson 2002).

Preliminary observations of mean body condition across years suggested a period of increasing body condition from 2009 to 2011 or 2012 followed by a period of decreasing body condition. To confirm the presence of such a relationship in body condition of juvenile striped bass through time, I used the davies.test function in the segmented package in R. The davies.test function tests the null hypothesis that the
difference in slopes of body condition through time equals zero (i.e., the relationship between body condition and time can be explained by a single slope), and allows the user to specify the alternative hypothesis (e.g., two-sided, less than zero, or greater than zero). I used the two-sided alternative hypothesis in my analysis because preliminary observations suggested one positive slope (2009-2011) and one negative slope (2012-2017). To determine the breakpoint at which the slope changed, I used the segmented function in the segmented package in R to develop a piece-wise regression with an estimated breakpoint at $t$. I identified the initial breakpoint as 2011, which is required by the segmented function, but ultimately the breakpoint is identified by the model. The model was as follows:

\[
(9) \quad Y_k = \beta_0 + \beta_1(Year) + \epsilon_k, \quad \text{for } Year \leq t
\]

\[
Y_k = \beta_0 + \beta_2(Year) + \epsilon_k, \quad \text{for } Year > t
\]

where $Y_k$ = mean condition (Fulton’s K) of the $k^{th}$ individual, assumed be normally distributed;

$\beta_0$ = intercept, overall mean condition (Fulton’s K) for juvenile striped bass in the James and Rappahannock from 2009 to 2017;

$\beta_1$ = regression coefficient accounting for effect of year in segment 1 on $Y_k$;

$\beta_2$ = partial regression coefficient accounting for effect of year in segment 2 on $Y_k$;

$\epsilon_k$ = random unexplained error associated with the $k^{th}$ individual, assumed to be normally distributed with mean of 0 and variance of $\sigma^2$.

Recruitment potential of juvenile striped bass

To calculate the annual recruitment potential (G:Z) of three year classes (2011, 2016, and 2017) of juvenile striped bass in the James and Rappahannock subestuaries of the Chesapeake Bay, I estimated weight-specific instantaneous daily growth rates (G,
g/day) and instantaneous daily mortality rates (Z, day⁻¹). Weight-specific instantaneous
growth rates are usually given by:

\[ W_a = W_0 * e^{GA} \]

where \( W_a \) is the wet weight (g) at age \( a \), \( W_0 \) is the estimated wet weight at age-0 (i.e.,
weight-at-hatch), \( G \) is the estimated weight-specific instantaneous growth coefficient, and
\( A \) is the otolith-derived temperature-adjusted age (Houde & Lubbers 1986). This model
assumes a multiplicative error structure because there is more variability in weight-at-age
as age increases. I examined residuals to assess model fit and to ensure that assumptions
were reasonably met. However, model diagnostics indicated poor fit with equation 3. As
a result, I modified equation (3) following Kimura (2008):

\[ W_{ai} = W_{0i} * e^{G_iA_i} \]

where for the \( i^{th} \) individual, \( W_{ai} \) is the wet weight at age \( a \), \( W_{0i} \) is the estimated wet-
weight at age 0, \( G_i \) is the weight-specific instantaneous daily growth rate, and \( A_i \) is the
daily age. Further, \( W_{0i} \) and \( G_i \) were modeled as linear functions of covariates \( x_{ij} \):

\[
\begin{pmatrix}
W_{0i} \\
G_i
\end{pmatrix} = 
\begin{pmatrix}
\beta_{0w} + x_{i1}\beta_{1w} + x_{i2}\beta_{2w} + x_{i3}\beta_{3w} \\
\beta_{0g} + x_{i1}\beta_{1g} + x_{i2}\beta_{2g} + x_{i3}\beta_{3g}
\end{pmatrix}
\]

where \( x_{ij} \) is the \( j^{th} \) covariate with coefficients \( \beta_{jw} \) and \( \beta_{jg} \). This formulation allowed me
to include year class and subestuary as covariates in the model to better explain variation
in \( W_0 \) and \( G \).

Ten parameterizations of the exponential growth equation (4) were considered:
(M₁) no covariates for \( W_0 \) or \( G \); (M₂) year class as a covariate for \( W_0 \); (M₃) year class as a
covariate for \( G \); (M₄) year class as a covariate for \( W_0 \) and \( G \); (M₅) subestuary as a
covariate for \( W_0 \); (M₆) subestuary as a covariate for \( G \); (M₇) subestuary as a covariate for
\( W_0 \) and \( G \); (M₈) year class and subestuary as covariates for \( W_0 \); (M₉) year class and
subestuary as covariates for \( G \); and \( (M_{10}) \) year class and subestuary as covariates for \( W_0 \) and \( G \). The estimates of the \( \beta_0 \)s, represent how much a particular covariate increases or decreases model predictions of year-class-specific and subestuary-specific \( W_0 \) and \( G \), relative to the reference levels of the covariates. For the covariates considered, 2011 was set as the year-class reference level and the James subestuary was set as the subestuary reference level. This model was fit with the \( \text{nls()} \) command in R (R Core Team 2019). I compared AIC values to choose the most parsimonious model from among the 10 considered (Burnham & Anderson 2002).

To estimate instantaneous daily mortality rates in July, I used catch curves constructed from daily ages (independent variable) and log-transformed catches (dependent variable). The absolute value of the slope of the descending limb of the catch curve provides an estimate of the instantaneous daily mortality rate, \( Z \). This rate may be estimated using a catch curve if the following assumptions are met: (1) the population is closed and there is no immigration or emigration, (2) instantaneous daily mortality rates are independent of age or length, (3) all fish are equally vulnerable to the gear, and (4) the sample is unbiased (Ogle 2016). I used length data from the VIMS seine survey to estimate daily ages using the subestuary-specific age-length keys developed in Chapter 1. Catches were those from the VIMS seine survey, and ages were grouped by day (i.e., daily bins). To estimate daily \( Z \), I used the \( \text{catchCurve()} \) command in the FSA package in R (Ogle 2016). Discrete daily mortality (\( A \)) was estimated for each year class with:

\[
(6) \ A = (1 - e^Z) \times 100
\]

where \( A \) describes percent of fish lost from the population per day.
Finally, the ratio of G (g/day) to Z (d\(^{-1}\)) was used to estimate the recruitment potential for each year class within each subestuary. Graphical analysis was used to examine the relationship between G:Z and relative recruitment.
RESULTS

Daily growth rates of juvenile striped bass

The best model from among the 28 models I considered to assess changes in mean daily growth rates of juvenile striped bass included year, subestuary, 60-day-lagged chlorophyll-a concentrations, and 30-day lagged temperature (Table 1). Interaction plots exhibited no interactions among year and either 60-day lagged chlorophyll-a concentrations (Figure 3B), 30-day lagged temperature (Figure 3D), or subestuary (Figure 3E); no interactions among subestuary and 30-day lagged temperature (Figure 3C); and no interactions among 60-day lagged chlorophyll-a concentrations and 30-day temperature (Figure 3F). However, the interaction plot for subestuary and 60-day lagged chlorophyll-a showed that 60-day lagged chlorophyll-a positively affected daily growth rates of fish from the James subestuary, but had no effect on daily growth rates of fish from the Rappahannock subestuary (Figure 3A). More importantly, subestuary, 60-day lagged chlorophyll-a, and the interaction between subestuary and 60-day lagged chlorophyll-a were associated with tolerance values less than 0.1, indicating collinearity (Table 2). To address collinearity observed in the model, I centered the 60-day lagged chlorophyll-a observations by subtracting the mean from each observation, however, mean-centering of the chlorophyll-a values did not address the issue of collinearity, and graphical inspection suggested that chlorophyll-a was statistically confounded with subestuary. As a result, chlorophyll-a was removed from the model, and the next most parsimonious model was selected. The final ANCOVA included year and subestuary. The histogram of residuals (Figure 4A) exhibited a relatively normal, bell-shaped distribution of residuals, which further supported the use of this model for these data.
However, I observed some deviations from the expected line at the upper end of the Q-Q plot (large positive residuals; Figure 4B). The large positive residuals are likely the result of the small number of juvenile striped bass that exhibited a relatively large length at a young age. For example, I observed a few fish less than 90 days old that were greater than 70 mm (TL). The relationship between fitted and residual values (Figure 4C) indicated equal distribution of residuals around zero, and supported the assumption of homogeneity of variance. The plot of the predicted versus observed values (Figure 4D) exhibited equal distribution of residuals around the one-to-one line, indicating that the model could be used to make reasonable predictions about daily growth rates of juvenile striped bass.

On average, mean daily growth rates of juvenile striped bass were significantly greater in the James subestuary than in the Rappahannock subestuary (F = 70.09, p < 0.01). Mean daily growth rates, adjusted for temperature, were 0.737 mm/day (95% CI: 0.720-0.754 mm/day) in the James and 0.640 mm/day (95% CI: 0.623-0.658 mm/day) in the Rappahannock subestuary. Year class was also a significant factor in explaining the variation in daily growth rates of juvenile striped bass (F = 17.63, p < 0.01). The mean daily growth rates, adjusted for temperature, ranged from 0.60 mm/day (95% CI: 0.57-0.62 mm/day) for the 2011 year class in the Rappahannock subestuary to 0.78 mm/day (95% CI: 0.75-0.80 mm/day) for the 2017 year class in the James subestuary (Figure 5). In contrast, 30-day lagged temperature was not a significant factor in explaining variation in mean daily growth rates (F = 0.004, p = 0.95).
Body condition of juvenile striped bass

The model I selected to explain changes in mean body condition (Fulton’s K) of juvenile striped bass included year, subestuary, 30-day-lagged chlorophyll-a concentrations, 30-day lagged flow, and 30-day-lagged temperature (Table 3). I found no evidence for collinearity among the independent factors (all tolerance values were greater than 0.1; Table 4), and no apparent interactions between factors (Figure 6). The histogram of residuals (Figure 7A) and the Q-Q plot (Figure 7B) indicated that the assumption of normality was reasonable, and the fitted versus residuals plot (Figure 7C) showed that the assumption of homogeneity of variance was reasonably met.

Mean body condition of juvenile striped bass differed significantly between subestuaries \( (F = 50.06, p < 0.01) \), such that, in most years, mean condition was greater in the Rappahannock than in the James subestuary. Mean body condition of juvenile striped bass varied among year classes \( (F = 178.5, p < 0.01) \). Estimated mean body condition, adjusted for chlorophyll-a, temperature, and flow, ranged from 1.02 (95% CI: 1.01-1.03) for the 2017 year class in the James subestuary to 1.32 (95% CI: 1.29-1.36) for the 2012 year class in the Rappahannock subestuary (Figure 8). Temperature, flow, and chlorophyll-a were also significant factors in the model \( (F_{\text{Temp}} = 151.7, p_{\text{Temp}} < 0.01; F_{\text{Flow}} = 18.56, p_{\text{Flow}} < 0.01; F_{\text{Chl-a}} = 91.62, p_{\text{Chl-a}} < 0.01) \). Temperature, lagged by 30 days, had a positive effect on mean body condition, such that, mean body condition increased by 0.021 (95% CI: 0.018–0.024) units for every degree \( (^\circ C) \) increase in temperature (Figure 9). Chlorophyll-a, lagged by 30 days, had a negative effect on mean body condition, where mean body condition decreased by 0.009 (95% CI: 0.007–0.011) units for every µL/g increase in chlorophyll-a (Figure 10). Flow, lagged by 30 days, had a
positive effect on mean body condition, where mean body condition increased by 0.00010 (95% CI: 0.00005 – 0.00014) units for every m³/sec increase in freshwater flow discharge (Figure 11).

I found two significantly different slopes describing the relationship of body condition of juvenile striped bass across years, such that body condition increased from 2009 to 2011 and declined thereafter (breakpoint = 2012; p < 0.01 Davie’s test). The model estimate for the first slope (2009 to 2011) was 0.027 (95% CI: 0.016 – 0.036), indicating that body condition increased by 0.03 units each year until 2011. The model estimate for the second slope (2012 to 2017) was -0.043 (95% CI: -0.040 – 0.045), indicating that body condition decreased annually by 0.04 units beginning in 2012 (Figure 12).

Recruitment potential of juvenile striped bass

Based on AIC, the most parsimonious exponential growth model for juvenile striped bass aged 36 to 90 days old included both year class and subestuary as covariates for $W_0$ and $G$ (Table 5). Diagnostic plots showed that the assumptions of normality and homogeneity of variance were reasonable (Figure 13). The estimate of weight at age-0 (or weight at hatch), $W_0$, was significantly different among year classes and between subestuaries, ranging from 0.07 g for the 2011 year class in the James subestuary to 0.30 g for the 2017 year class in the Rappahannock subestuary (Figure 14). Similarly, the estimate of weight-specific instantaneous daily growth rate, $G$, also varied among year classes and between subestuaries, ranging from 0.01 g/day for the 2016 year class in the Rappahannock subestuary to 0.04 g/day for the 2011 and 2017 year classes in the James
Further, the model-based parameter estimates of $W_0$ were significantly greater for fish from the Rappahannock subestuary than from the James subestuary, and by nature of the exponential growth equation, the parameter estimates of $G$ for year classes of juvenile striped bass in the Rappahannock subestuary were significantly less than those in the James subestuary (Table 5).

The descending limb of the catch curve encompassed fish aged 79 to 100 days for all year classes, except for the 2011 and 2016 year classes from the James subestuary, which encompassed fish aged 72 to 100 days (Figure 17). The estimated daily $Z$ values ranged from 0.09 day$^{-1}$ for the 2011 year class in the James subestuary and the 2016 year class in the Rappahannock subestuary, to 0.19 day$^{-1}$ for the 2017 year class in the James subestuary (Table 6); discrete mortality ($A$) estimates ranged from 8.8% day$^{-1}$ for the 2016 year class in the Rappahannock subestuary to 17% day$^{-1}$ for the 2017 year class in the James subestuary (Figure 15).

The resulting $G:Z$ values for the month of July for each year class within each subestuary were less than 1, and ranged from 0.11 for the 2016 year class in the Rappahannock subestuary to 0.44 for the 2011 year class in the James subestuary (Table 6). Graphical examination indicated no linear relationship between $G:Z$ and relative abundance of juvenile striped bass.
DISCUSSION

Daily growth rates and body condition (Fulton’s K) of juvenile striped bass during their first summer in Chesapeake Bay varied among year classes and between subestuaries, and recruitment potential was less than one for all year classes within each subestuary. Further, daily growth rates and body condition of juvenile striped bass appeared to exhibit opposing patterns whereby growth rate was high when body condition was low, and vice versa. The observed variability in daily growth rate and body condition supported my hypothesis that spatially and temporally varying environmental conditions result in spatially and temporally varying growth and body condition of juvenile striped bass.

For a given year class, daily growth rates of juvenile striped bass in the James subestuary were significantly greater than those observed in the Rappahannock subestuary, which was unexpected because juvenile striped bass exhibit counter-gradient growth along the Atlantic coast (Conover et al. 1997). That is, young striped bass at northern latitudes exhibit faster growth rates than young striped bass from southern latitudes. For example, juvenile striped bass in New York exhibit faster growth rates than young striped bass in North Carolina (Conover et al. 1997). Because the Rappahannock subestuary is north of the James subestuary, I expected to observe faster growth rates in juvenile striped bass residing in the Rappahannock subestuary. Perhaps the counter-gradient pattern observed by Conover and colleagues (1997) was not observed in my study because subestuaries or rivers within a restricted geographic region, such as the subestuaries of the Chesapeake Bay, are much closer to one another than subestuaries and rivers across the eastern seaboard, such as those in New York and North Carolina. In
contrast to the results of my study, the 1986 and 1987 year classes of juvenile striped bass exhibited similar growth rates in the James and Rappahannock (Kline 1990). However, growth rates for the 1986 and 1987 year classes were estimated for juveniles collected between 1 July and 30 August, a period of collection that only partially overlaps with the time period that juvenile striped bass were collected in my study (22 June to 21 July); such sampling differences may explain the observed discrepancy in subestuary-specific growth rates between my study and Kline (1990). Moreover, environmental conditions in nursery areas have changed in the James and Rappahannock subestuaries since 1987 (Preston 2004; Gallagher et al. 2019). Perhaps rising water temperatures and increased precipitation (Ding & Elmore 2015; Rice & Jastram 2015) have affected the James and Rappahannock subestuaries unequally, and resulted in environmental conditions that promote faster growth of juvenile striped bass in the James subestuary. Alternatively, the difference in estimated growth rates between my study and Kline (1990) may reflect changes in growth rates in late summer. That is, growth rates may vary between subestuaries early in the summer (this study) but converge as the summer progresses (Kline 1990 study). Future studies should consider growth rates of juvenile striped bass in the James and Rappahannock subestuaries at progressive stages throughout the summer to identify subestuary-specific growth dynamics. Moreover, an estimate of subestuary-specific daily growth rates throughout the first year of life may help to understand the importance of each subestuary as nursery habitat for young juvenile striped bass.

Between early-June and mid-July, juvenile striped bass grew at significantly faster rates in 2016 and 2017 than they did in 2011. The 2011 year class, which exhibited the slowest daily growth rates on average, is associated with the highest relative
The abundance of juvenile striped bass in the Virginia portion of the Chesapeake Bay since 1967 (Gallagher et al. 2019). This year class exhibited strong recruitment in the Maryland portion of the Chesapeake Bay, as well (Durell & Weedon 2017). The pattern of daily growth rates among year classes of varying relative abundance observed in my study provides further evidence for density-dependent growth in juvenile striped bass, as reported by Martino & Houde (2012). Juvenile striped bass exhibit density-dependent growth when resources are limited, and under these conditions, slow growth could result in size-dependent mortality due to predation or to a lack of adequate energy reserves necessary for survival during the first winter (Martino & Houde 2012).

Body condition of juvenile striped bass varied among the nine year classes investigated in this study (2009-2017), which is consistent with the variability in body condition observed among year classes in older, larger (117-200 mm FL) juvenile striped bass in the Chesapeake Bay (Schloesser & Fabrizio 2016). In my study, the largest difference of 0.26 units in mean body condition occurred between the 2017 year class (1.04) and the 2012 year class (1.30). This difference implied that a 55-mm juvenile striped bass from the 2017 year class would weigh 1.73 g on average, but 2.16 g on average in 2012. Assuming size-selective mortality, this observed variability may affect overall recruitment of juvenile striped bass because, in this example, holding all other factors constant (e.g., food availability), a 55-mm juvenile striped bass from the 2012 year class is more likely to survive than a 55-mm juvenile striped bass from the 2017 year class. There were also significant differences in body condition among subestuaries, such that, juvenile striped bass in the Rappahannock subestuary exhibited significantly greater body condition than juveniles in the James subestuary, which further supported the idea...
that differences in environmental conditions in the James and Rappahannock subestuaries affect overall body condition and growth of juveniles in these subestuaries. Note, the observed pattern of body condition among subestuaries is reversed for daily growth rates in this study, where growth rates were significantly greater in juveniles from the James subestuary than juveniles in the Rappahannock subestuary.

Mean body condition for juvenile striped bass increased from 2009 to 2012, but decreased thereafter. This suggested that factors that affect body condition of juvenile striped bass may be different in recent years compared with earlier years. The pattern observed in body condition of juvenile striped bass during 2009 to 2017 may represent a response to large-scale climactic patterns, such as the North Atlantic Oscillation (NAO). The NAO index, modeled by the National Weather Service, was low during 2009 to 2011 and high during 2014 to 2017 (Climate prediction center; [https://www.cpc.ncep.noaa.gov/products/precip/CWlink/pna/ nao_index.html](https://www.cpc.ncep.noaa.gov/products/precip/CWlink/pna/nao_index.html)). Notably, the NAO index follows a similar pattern to the body condition pattern observed in my study, where fish collected between 2009 and 2011 were characterized by increasing body condition (low NAO index) and fish collected between 2014 and 2017 were characterized by decreasing body condition (high NAO index). However, because large-scale climatic patterns occur over decadal or greater time scales, it is necessary to observe metrics such as body condition over a long period of time to infer associations with these climate patterns. More specifically, future studies should measure body condition of juvenile striped bass for more than nine years, and investigate relationships between body condition and the NAO index.
The recent decline in mean body condition does not necessarily provide evidence for an unhealthy population of juvenile striped bass, but does suggest a progressive change in the population, perhaps as a result of changing environmental conditions in nursery habitats on which juvenile striped bass rely. As climate change continues, environmental conditions are expected to be increasingly variable (Najjar et al. 2010), which may reduce the value of nursery habitats in the James and Rappahannock subestuaries and potentially lead to lower recruitment. In support of this hypothesis is the observation that summer water temperature was more variable during 2013 to 2017, when mean body condition decreased, than it was during 2009 to 2012, when mean body condition increased (Water Quality Monitoring Database available at www.chesapeakebay.net/data). To better understand how the declining pattern of body condition may affect recruitment, future studies should investigate the relationship between body condition and recruitment strength. More specifically, year classes that exhibit low body condition on average, in mid-June to mid-July, may not be properly equipped to survive their first winter. The effect of low mean body condition on average winter survival may affect juvenile abundance, such that fewer striped bass may enter the fishery than predicted. An inaccurate estimate of the abundance of juvenile striped bass within a year class could result in poor management decisions because the recruiting cohort may be smaller than anticipated.

Freshwater flow had a significant positive effect on body condition of juvenile striped bass in the James and Rappahannock subestuaries. However, upon further examination I found that, although the effect of freshwater flow was statistically significant, flow may not have had a biologically relevant effect on body condition. More
specifically, the estimated effect of freshwater flow was an increase in one unit of body condition for every 0.0001 m³/sec increase in flow, which implies that an increase in mean body condition of 0.04 units would be expected with an increase in freshwater flow to 400 m³/sec. In this example, 400 m³/sec was one of the greatest flow rates observed in my study (range = 0.29 – 435 m³/sec). The relatively small effect size of freshwater flow during mid-May to mid-June did not appear to appreciably affect body condition of juvenile striped bass. However, recent evidence suggests that condition of older juvenile striped bass (117 – 200 mm FL) increases with increasing distance downriver (Schloesser & Fabrizio 2019), which may explain the negligible effect of freshwater flow on body condition of juvenile striped bass observed in my study because my samples were collected from upriver sites and exhibited a relatively narrow range of body condition indices. Future studies are necessary to understand the effect of freshwater flow on body condition of juvenile striped bass across multiple spatial scales.

Surprisingly, chlorophyll-a concentration had a significant negative effect on body condition of juvenile striped bass in the James and Rappahannock subestuaries. In my study, chlorophyll-a concentration was used as a proxy for zooplankton (prey) abundance. I would have expected to see a positive effect of chlorophyll-a on body condition of juvenile striped bass because high prey abundance typically yields fish in good body condition (Jorgensen 1992; Shulman et al. 2005; Lloret et al. 2014). However, the quality or composition of prey is also important for body condition in fishes (Rose & O’Driscoll 2002; Ferraton et al. 2007; Sherwood et al. 2007; Lloret et al. 2014; Latour et al. 2017), and quality of prey cannot be ascertained with proxies such as chlorophyll-a concentrations. If zooplankton abundance is high (i.e., high chlorophyll-a), but the
abundance of optimal prey, *Bosmina longirostris* or *Eurytemora affinis* (Martino & Houde 2010), is low, striped bass may not gain the necessary nutrients for growth, and body condition may decline. Another explanation for the negative relationship is that chlorophyll-a directly represents phytoplankton abundance, and thus the negative relationship between chlorophyll-a and body condition was a consequence of top-down control: juvenile striped bass consume zooplankton, which consume phytoplankton. Perhaps the higher concentrations of chlorophyll-a, and thus phytoplankton abundance, occurred because the abundance of zooplankton was low. The low abundance of zooplankton, and thus limited prey resources, may have resulted in juvenile striped bass with lower body condition. Alternatively, the 30-day lag used for this covariate may not have adequately represented the effect of chlorophyll-a concentration on body condition of juvenile striped bass.

Water temperatures in the James and Rappahannock subestuaries from 2009 to 2017 had a significant positive effect on body condition of juvenile striped bass in mid-June to mid-July. However, the opposite pattern was observed during the first winter, such that high temperatures negatively affected body condition (Schloesser & Fabrizio 2019). The negative relationship between body condition and temperature during the winter reflected the temperature-dependent energy allocation strategy of this species (Schloesser & Fabrizio 2019); during winter, when temperatures are relatively lower, juvenile fish allocate energy to growth in length rather than to lipid storage (Hurst & Conover 2002; Schloesser & Fabrizio 2016). Notably, juvenile striped bass feeding is limited to periods of time when temperatures are above 10° C (Hurst & Conover 2001), which may occur rarely during the winter, but would not be limited during the summer in
the Chesapeake Bay. Therefore, temperature effects on energy allocation of juvenile fish are not likely to be the same in summer as they are in winter. Further, the higher summer temperatures drive increased prey abundances and overall feeding rates (Houde 1989; Fonds et al. 1992; Lloret et al. 2014); this is more so than in winter when only sporadic warm temperatures (> 10°C) may be observed.

Growth and body condition of juvenile fishes can be used as indicators of habitat quality (Houde 1989; Lloret et al. 2014; Van Beveren et al. 2016; Schloesser & Fabrizio 2019) and can provide an indication of the overall health of the juvenile population (Miller 2007; Lloret et al. 2014). Although I did not make direct comparisons between body condition and growth rates of individuals, the results of my study showed opposite patterns of growth in length and body condition for the three year classes (2011, 2016, and 2017). That is, the 2011 year class exhibited high mean body condition and slow mean daily growth rate, the 2016 year class exhibited moderate mean body condition and mean daily growth rate, and the 2017 year class exhibited low mean body condition and fast mean daily growth rate. Further, daily growth rates were significantly higher and body condition was significantly lower in the James than they were in the Rappahannock subestuary. These findings suggest that juvenile striped bass allocated energy to increases in body length rather than increases in weight during the early period of their first summer (i.e. late-June to mid-July). This observed pattern in body condition and growth of juvenile striped bass is common among juvenile fishes, such that body condition is high during periods of slow growth and declines during periods of fast growth (Francis 1997; Sim-Smith et al. 2013; Schloesser & Fabrizio 2016). Future studies should directly
compare growth rates and body condition indices to quantify the observed relationship found in this study.

The pattern of growth in length of juvenile striped bass observed in the James and Rappahannock subestuaries was also observed in the results from the exponential model of growth in weight. This model indicated that, although juvenile striped bass in the James subestuary were associated with smaller weights at hatch ($W_0$) than those in the Rappahannock, juvenile striped bass from the James subestuary grew at a faster rate than those in the Rappahannock subestuary. For example, an 80-day old juvenile striped bass from the 2011 year class weighed, on average, 1.61 g in the James subestuary, but only 1.25 g in the Rappahannock subestuary. Notably, juvenile striped bass from the Rappahannock subestuary began life larger than those in the James subestuary, but the presence (or absence) of some factor (e.g., food availability, food quality, predators) resulted in slower overall growth in the Rappahannock subestuary. To better understand the pattern in growth rates (and body condition) between subestuaries, future studies should seek to identify differences in physical and biological factors between the James and Rappahannock subestuary that could potentially affect growth of juvenile striped bass.

There did not appear to be a relationship between recruitment potential (G:Z) and the recruitment index expressed as relative juvenile abundance for the three year classes and two subestuaries investigated in my study, although a larger number of year classes is required to address this relationship. I expected the G:Z ratio to reflect the same variability in recruitment potential as the variability exhibited in the recruitment index for juvenile striped bass in the Virginia portion of the Chesapeake Bay, but the G:Z ratios
measured in mid-June to mid-July did not vary significantly across year classes or among subestuaries. Moreover, G:Z ratios were less than 1.0 for all year classes (2011, 2016, and 2017) within each subestuary, which indicated that in mid-June to mid-July populations of juvenile striped bass lost more biomass through apparent mortality than they gained through growth. A G:Z ratio less than 1.0 during an early life stage is expected, but I did not expect the 2011 year class, which is associated with the highest relative abundance of juvenile striped bass since 1967 (Gallagher et al. 2019), to exhibit a G:Z ratio less than 1.0. Perhaps the G:Z estimates in this study did not follow the same pattern as the juvenile recruitment index because the stage during which the G:Z ratios were estimated (juveniles between 22 and 89 mm) is not the stage when daily Z is highest, and thus this metric may not have provided the best representation of the overall biomass dynamics for juvenile striped bass. G:Z was proposed as a measure of recruitment for the larval stage (Houde & Rutherford 1992), and correlations between the G:Z ratio at the larval stage and the juvenile recruitment index have been observed for juvenile striped bass in Maryland (Rutherford et al. 1997). However, no studies have estimated G:Z values for older juveniles (22-89 mm) in mid-June to mid-July, or compared the G:Z ratio at the juvenile stage to the juvenile recruitment index. Both G and Z estimates for juveniles are marked by high uncertainty, and thus future studies should continue to focus on larval stages, especially considering the high mortality rates during the larval stage. Conceivably, the juvenile sizes and ages investigated in this study may not have truly exhibited annual variation in G:Z, but G:Z estimates for more than three year classes are necessary to address this hypothesis. The G:Z ratio, or recruitment potential, may not be the best method to understand recruitment in juvenile striped bass,
although my observations cannot be used to confirm that G:Z ratios are (more or) less accurate than recruitment indices. However, using G:Z ratios to understand recruitment of juvenile striped bass requires otolith-derived daily ages, which is more time consuming than estimation of a recruitment index based on abundance of juveniles.

Although my study suggested that G:Z may not be the best metric to estimate recruitment at the juvenile stage, my study did show that growth and body condition of juvenile striped bass were inversely related and that mean body condition of juvenile striped bass decreased since 2012. Moreover, the inverse relationship between growth and body condition of juvenile striped bass was true on both temporal (annual) and spatial (subestuaries) scales, indicating that an unmeasured factor (e.g., prey quality) or combination of factors (e.g., prey availability and predator avoidance) acting in nursery habitats favor growth in length over growth in weight (lipid gain). Factors that favor growth or body condition of juvenile striped bass vary, but are likely closely associated with environmental or biotic conditions in the nursery habitats. Notably, environmental conditions in nursery habitats have shifted in the Chesapeake Bay during the previous 30 years as a result of climate change (Preston 2004). Currently, year-class strength of juvenile striped bass is estimated at the juvenile stage in the summer because the abundance of a year class at the juvenile stage is correlated with the abundance of that year class when it recruits to the fishery (Goodyear 1985); however, I note that this correlation was established about 30 years ago, prior to shifts in environmental conditions resulting from climate change (Preston 2004). Perhaps the use of additional metrics such as growth rates and body condition could allow managers to more fully characterize year classes and perhaps allow for more informed predictions about future recruitment to the
fishery. Ultimately, recruitment success was crucial in the recovery of the fishery in 1995, and should be considered again, as managers seek to return the current population to sustainable levels, especially as environmental conditions in nursery habitats continue to change.
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Table 1. Models considered to describe daily growth of three year classes (2011, 2016, and 2017) of juvenile striped bass in the James and Rappahannock subestuaries of the Chesapeake Bay (N = 450). AIC and ΔAIC are presented for the final model (shaded), the model with the lowest AIC (bold), and alternate models. Symbols in the model are: the model intercept ($\beta_0$), partial regression coefficients ($\beta_{1-5}$) for year class (Year), subestuary (Subestuary), chlorophyll-a ($\text{Chla}_{30\,\text{day\,lag}}$ or $\text{Chla}_{60\,\text{day\,lag}}$), temperature ($\text{Temp}_{30\,\text{day\,lag}}$ or $\text{Temp}_{60\,\text{day\,lag}}$), and freshwater flow ($\text{Flow}_{30\,\text{day\,lag}}$ or $\text{Flow}_{60\,\text{day\,lag}}$). The asterisk (*) in the model notation indicates the inclusion of subestuary, chlorophyll-a, and the interaction between subestuary and chlorophyll-a in the model.

<table>
<thead>
<tr>
<th>Model</th>
<th>-2log(L)</th>
<th>AIC</th>
<th>ΔAIC</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Y = \beta_0 + \beta_1(\text{Year})_i + \varepsilon_i$</td>
<td>67.23</td>
<td>-537.86</td>
<td>72.57</td>
</tr>
<tr>
<td>$Y = \beta_0 + \beta_2(\text{Subestuary})_i + \varepsilon_i$</td>
<td>95.04</td>
<td>-570.27</td>
<td>40.16</td>
</tr>
<tr>
<td>$Y = \beta_0 + \beta_1(\text{Year})_i + \beta_2(\text{Subestuary})_i + \varepsilon_i$</td>
<td>60.15</td>
<td>-601.49</td>
<td>8.94</td>
</tr>
<tr>
<td>$Y = \beta_0 + \beta_1(\text{Year})_i + \beta_2(\text{Subestuary})<em>i + \beta_3(\text{Chla}</em>{10,\text{day,lag}}) + \varepsilon_i$</td>
<td>43.21</td>
<td>-604.93</td>
<td>5.50</td>
</tr>
<tr>
<td>$Y = \beta_0 + \beta_1(\text{Year})_i + \beta_2(\text{Subestuary})<em>i + \beta_3(\text{Chla}</em>{60,\text{day,lag}}) + \varepsilon_i$</td>
<td>43.54</td>
<td>-609.54</td>
<td>0.89</td>
</tr>
<tr>
<td>$Y = \beta_0 + \beta_1(\text{Year})_i + \beta_2(\text{Subestuary})<em>i + \beta_3(\text{Temp}</em>{30,\text{day,lag}}) + \varepsilon_i$</td>
<td>49.96</td>
<td>-599.49</td>
<td>10.94</td>
</tr>
<tr>
<td>$Y = \beta_0 + \beta_1(\text{Year})_i + \beta_2(\text{Subestuary})<em>i + \beta_3(\text{Temp}</em>{60,\text{day,lag}}) + \varepsilon_i$</td>
<td>49.99</td>
<td>-599.91</td>
<td>10.52</td>
</tr>
<tr>
<td>$Y = \beta_0 + \beta_1(\text{Year})_i + \beta_2(\text{Subestuary})<em>i + \beta_3(\text{Flow}</em>{30,\text{day,lag}}) + \varepsilon_i$</td>
<td>49.96</td>
<td>-599.82</td>
<td>10.61</td>
</tr>
<tr>
<td>$Y = \beta_0 + \beta_1(\text{Year})_i + \beta_2(\text{Subestuary})<em>i + \beta_3(\text{Flow}</em>{60,\text{day,lag}}) + \varepsilon_i$</td>
<td>49.96</td>
<td>-599.49</td>
<td>10.94</td>
</tr>
<tr>
<td>$Y = \beta_0 + \beta_1(\text{Year})<em>i + \beta_2(\text{Subestuary})<em>i + \beta_3(\text{Chla}</em>{10,\text{day,lag}}) + \beta_4(\text{Temp}</em>{30,\text{day,lag}}) + \varepsilon_i$</td>
<td>37.71</td>
<td>-603.43</td>
<td>7.00</td>
</tr>
<tr>
<td>Y = β₀ + β₁(Year)₁ + β₂(Subestuary)₁ * β₃(Chla₃₀ day lag) + β₄(Temp₆₀ day lag) + εᵢ</td>
<td>37.68</td>
<td>-602.93</td>
<td>7.50</td>
</tr>
<tr>
<td>Y = β₀ + β₁(Year)₁ + β₂(Subestuary)₁ * β₃(Chla₆₀ day lag) + β₄(Temp₃₀ day lag) + εᵢ</td>
<td>38.15</td>
<td>-610.43</td>
<td>0.000</td>
</tr>
<tr>
<td>Y = β₀ + β₁(Year)₁ + β₂(Subestuary)₁ * β₃(Chla₃₀ day lag) + β₄(Temp₆₀ day lag) + εᵢ</td>
<td>38.06</td>
<td>-608.97</td>
<td>1.46</td>
</tr>
<tr>
<td>Y = β₀ + β₁(Year)₁ + β₂(Subestuary)₁ * β₃(Chla₆₀ day lag) + β₄(Temp₃₀ day lag) + εᵢ</td>
<td>37.68</td>
<td>-602.93</td>
<td>7.50</td>
</tr>
<tr>
<td>Y = β₀ + β₁(Year)₁ + β₂(Subestuary)₁ * β₃(Chla₃₀ day lag) + β₄(Temp₆₀ day lag) + εᵢ</td>
<td>37.97</td>
<td>-607.56</td>
<td>2.87</td>
</tr>
<tr>
<td>Y = β₀ + β₁(Year)₁ + β₂(Subestuary)₁ * β₃(Chla₆₀ day lag) + β₄(Temp₃₀ day lag) + εᵢ</td>
<td>37.69</td>
<td>-603.00</td>
<td>7.43</td>
</tr>
<tr>
<td>Y = β₀ + β₁(Year)₁ + β₂(Subestuary)₁ * β₃(Chla₆₀ day lag) + β₄(Temp₆₀ day lag) + εᵢ</td>
<td>37.97</td>
<td>-607.59</td>
<td>2.84</td>
</tr>
<tr>
<td>Y = β₀ + β₁(Year)₁ + β₂(Subestuary)₁ + β₃(Temp₃₀ day lag) + β₄(Temp₆₀ day lag) + εᵢ</td>
<td>42.70</td>
<td>-597.82</td>
<td>12.61</td>
</tr>
<tr>
<td>Y = β₀ + β₁(Year)₁ + β₂(Subestuary)₁ + β₃(Temp₆₀ day lag) + β₄(Temp₃₀ day lag) + εᵢ</td>
<td>42.75</td>
<td>-598.46</td>
<td>11.97</td>
</tr>
<tr>
<td>Y = β₀ + β₁(Year)₁ + β₂(Subestuary)₁ + β₃(Temp₆₀ day lag) + β₄(Temp₆₀ day lag) + εᵢ</td>
<td>42.68</td>
<td>-597.49</td>
<td>12.94</td>
</tr>
<tr>
<td>Y = β₀ + β₁(Year)₁ + β₂(Subestuary)₁ + β₃(Temp₆₀ day lag) + β₄(Temp₆₀ day lag) + εᵢ</td>
<td>42.71</td>
<td>-597.91</td>
<td>12.52</td>
</tr>
<tr>
<td>Y = β₀ + β₁(Year)₁ + β₂(Subestuary)₁ * β₃(Chla₃₀ day lag) + β₄(Temp₃₀ day lag) + β₅(Flow₃₀ day lag) + εᵢ</td>
<td>33.42</td>
<td>-601.47</td>
<td>8.96</td>
</tr>
<tr>
<td>Y = β₀ + β₁(Year)₁ + β₂(Subestuary)₁ * β₃(Chla₆₀ day lag) + β₄(Temp₆₀ day lag) + β₅(Flow₆₀ day lag) + εᵢ</td>
<td>33.39</td>
<td>-601.58</td>
<td>8.85</td>
</tr>
<tr>
<td>Y = β₀ + β₁(Year)₁ + β₂(Subestuary)₁ * β₃(Chla₆₀ day lag) + β₄(Temp₆₀ day lag) + β₅(Flow₃₀ day lag) + εᵢ</td>
<td>33.39</td>
<td>-600.93</td>
<td>9.50</td>
</tr>
<tr>
<td>Y = β₀ + β₁(Year)₁ + β₂(Subestuary)₁ * β₃(Chla₆₀ day lag) + β₄(Temp₆₀ day lag) + β₅(Flow₃₀ day lag) + εᵢ</td>
<td>33.81</td>
<td>-601.00</td>
<td>9.43</td>
</tr>
<tr>
<td>Y = β₀ + β₁(Year)₁ + β₂(Subestuary)₁ * β₃(Chla₆₀ day lag) + β₄(Temp₆₀ day lag) + β₅(Flow₃₀ day lag) + εᵢ</td>
<td>33.82</td>
<td>-608.62</td>
<td>1.68</td>
</tr>
<tr>
<td>Y = β₀ + β₁(Year)₁ + β₂(Subestuary)₁ * β₃(Chla₆₀ day lag) + β₄(Temp₆₀ day lag) + β₅(Flow₃₀ day lag) + εᵢ</td>
<td>33.72</td>
<td>-608.76</td>
<td>1.67</td>
</tr>
<tr>
<td>Y = β₀ + β₁(Year)₁ + β₂(Subestuary)₁ * β₃(Chla₆₀ day lag) + β₄(Temp₆₀ day lag) + β₅(Flow₃₀ day lag) + εᵢ</td>
<td>33.72</td>
<td>-607.04</td>
<td>3.39</td>
</tr>
<tr>
<td>Y = β₀ + β₁(Year)₁ + β₂(Subestuary)₁ * β₃(Chla₆₀ day lag) + β₄(Temp₆₀ day lag) + β₅(Flow₆₀ day lag) + εᵢ</td>
<td>33.73</td>
<td>-607.19</td>
<td>3.24</td>
</tr>
</tbody>
</table>
Table 2. Tolerance values for effects in the ANCOVA model of mean daily growth rate as a function of year class (2011, 2016, and 2017), subestuary (James or Rappahannock), 60-day lagged chlorophyll-a (covariate), and 30-day lagged temperature. Tolerance values for the effect of “Year: 2011” and “Subestuary: James” were not calculated because these effects are included in the intercept of the ANCOVA. Tolerance values less than 0.1 indicate collinearity among variables. To address collinearity, chlorophyll-a data were centered by subtracting the mean chlorophyll-a, which yielded new tolerance values less than 0.1.

<table>
<thead>
<tr>
<th>Effect</th>
<th>Tolerance</th>
<th>Tolerance (centered Chl-a)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Year: 2016</td>
<td>0.23</td>
<td>0.23</td>
</tr>
<tr>
<td>Year: 2017</td>
<td>0.21</td>
<td>0.21</td>
</tr>
<tr>
<td>Subestuary: Rappahannock</td>
<td>0.01</td>
<td>0.15</td>
</tr>
<tr>
<td>Chlorophyll-a</td>
<td>0.02</td>
<td>0.02</td>
</tr>
<tr>
<td>Temperature</td>
<td>0.34</td>
<td>0.40</td>
</tr>
<tr>
<td>Subestuary * Chlorophyll-a</td>
<td>0.004</td>
<td>0.03</td>
</tr>
</tbody>
</table>
Table 3. Models considered to describe body condition (Fulton’s K) of nine year classes (2009-2017) of juvenile striped bass in the James and Rappahannock subestuaries of the Chesapeake Bay. AIC and ΔAIC are presented for each model; the model with the lowest AIC is indicated in bold. Symbols in the model are: the model intercept ($\beta_0$), partial regression coefficients ($\beta_{1-5}$) for year class ($Year$), subestuary ($Subestuary$), chlorophyll-a ($Chla_{30\ day\ lag}$ or $Chla_{60\ day\ lag}$), temperature ($Temp_{30\ day\ lag}$ or $Temp_{60\ day\ lag}$), and freshwater flow ($Flow_{30\ day\ lag}$ or $Flow_{60\ day\ lag}$).

<table>
<thead>
<tr>
<th>Model</th>
<th>-2log(L)</th>
<th>AIC</th>
<th>ΔAIC</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Y = \beta_0 + \beta_1(Year)_i + \varepsilon_i$</td>
<td>414.2</td>
<td>-8283.2</td>
<td>256.7</td>
</tr>
<tr>
<td>$Y = \beta_0 + \beta_2(Subestuary)_i + \varepsilon_i$</td>
<td>1065.6</td>
<td>-6393.7</td>
<td>2146.2</td>
</tr>
<tr>
<td>$Y = \beta_0 + \beta_1(Year)_i + \beta_2(Subestuary)_i + \varepsilon_i$</td>
<td>379.3</td>
<td>-8343.5</td>
<td>196.4</td>
</tr>
<tr>
<td>$Y = \beta_0 + \beta_1(Year)_i + \beta_2(Subestuary)<em>i + \beta_3(Chla</em>{30\ day\ lag}) + \varepsilon_i$</td>
<td>349.7</td>
<td>-8392.5</td>
<td>147.4</td>
</tr>
<tr>
<td>$Y = \beta_0 + \beta_1(Year)_i + \beta_2(Subestuary)<em>i + \beta_3(Chla</em>{60\ day\ lag}) + \varepsilon_i$</td>
<td>347.6</td>
<td>-8343.5</td>
<td>196.4</td>
</tr>
<tr>
<td>$Y = \beta_0 + \beta_1(Year)_i + \beta_2(Subestuary)<em>i + \beta_3(Temp</em>{30\ day\ lag}) + \varepsilon_i$</td>
<td>351.6</td>
<td>-8437.7</td>
<td>102.2</td>
</tr>
<tr>
<td>$Y = \beta_0 + \beta_1(Year)_i + \beta_2(Subestuary)<em>i + \beta_3(Temp</em>{60\ day\ lag}) + \varepsilon_i$</td>
<td>351.1</td>
<td>-8426.8</td>
<td>113.1</td>
</tr>
<tr>
<td>$Y = \beta_0 + \beta_1(Year)_i + \beta_2(Subestuary)<em>i + \beta_3(Flow</em>{30\ day\ lag}) + \varepsilon_i$</td>
<td>347.6</td>
<td>-8342.2</td>
<td>197.7</td>
</tr>
<tr>
<td>$Y = \beta_0 + \beta_1(Year)_i + \beta_2(Subestuary)<em>i + \beta_3(Flow</em>{60\ day\ lag}) + \varepsilon_i$</td>
<td>347.8</td>
<td>-8347.1</td>
<td>192.8</td>
</tr>
<tr>
<td>$Y = \beta_0 + \beta_1(Year)<em>i + \beta_2(Subestuary)<em>i + \beta_3(Chla</em>{30\ day\ lag}) + \beta_4(Temp</em>{30\ day\ lag}) + \varepsilon_i$</td>
<td>327.8</td>
<td>-8523.3</td>
<td>16.60</td>
</tr>
<tr>
<td>$Y = \beta_0 + \beta_1(Year)<em>i + \beta_2(Subestuary)<em>i + \beta_3(Chla</em>{30\ day\ lag}) + \beta_4(Temp</em>{60\ day\ lag}) + \varepsilon_i$</td>
<td>326.8</td>
<td>-8495.5</td>
<td>44.40</td>
</tr>
</tbody>
</table>
\[ Y = \beta_0 + \beta_1(Year)_i + \beta_2(Subestuary)_i + \beta_3(Chla_{60\ day\ lag}) + \beta_4(Temp_{30\ day\ lag}) + \epsilon_i \]

<table>
<thead>
<tr>
<th>Year</th>
<th>Subestuary</th>
<th>Chla_{60\ day\ lag}</th>
<th>Temp_{30\ day\ lag}</th>
<th>Flow_{60\ day\ lag}</th>
<th>ε</th>
<th>R²</th>
</tr>
</thead>
<tbody>
<tr>
<td>Year 1</td>
<td>Subestuary 1</td>
<td>Chla_{60\ day\ lag} 302.2</td>
<td>Temp_{30\ day\ lag} 302.8</td>
<td>Flow_{60\ day\ lag} 325.1</td>
<td>305.0</td>
<td>859.9</td>
</tr>
<tr>
<td>Year 1</td>
<td>Subestuary 2</td>
<td>Chla_{60\ day\ lag} 325.1</td>
<td>Temp_{30\ day\ lag} 324.9</td>
<td>Flow_{60\ day\ lag} 324.5</td>
<td>304.9</td>
<td>853.1</td>
</tr>
<tr>
<td>Year 1</td>
<td>Subestuary 3</td>
<td>Chla_{60\ day\ lag} 302.2</td>
<td>Temp_{30\ day\ lag} 302.8</td>
<td>Flow_{60\ day\ lag} 325.1</td>
<td>305.0</td>
<td>859.9</td>
</tr>
<tr>
<td>Year 1</td>
<td>Subestuary 4</td>
<td>Chla_{60\ day\ lag} 325.1</td>
<td>Temp_{30\ day\ lag} 324.9</td>
<td>Flow_{60\ day\ lag} 324.5</td>
<td>304.9</td>
<td>853.1</td>
</tr>
<tr>
<td>Year 2</td>
<td>Subestuary 1</td>
<td>Chla_{60\ day\ lag} 302.2</td>
<td>Temp_{30\ day\ lag} 302.8</td>
<td>Flow_{60\ day\ lag} 325.1</td>
<td>305.0</td>
<td>859.9</td>
</tr>
<tr>
<td>Year 2</td>
<td>Subestuary 2</td>
<td>Chla_{60\ day\ lag} 325.1</td>
<td>Temp_{30\ day\ lag} 324.9</td>
<td>Flow_{60\ day\ lag} 324.5</td>
<td>304.9</td>
<td>853.1</td>
</tr>
<tr>
<td>Year 2</td>
<td>Subestuary 3</td>
<td>Chla_{60\ day\ lag} 302.2</td>
<td>Temp_{30\ day\ lag} 302.8</td>
<td>Flow_{60\ day\ lag} 325.1</td>
<td>305.0</td>
<td>859.9</td>
</tr>
<tr>
<td>Year 2</td>
<td>Subestuary 4</td>
<td>Chla_{60\ day\ lag} 325.1</td>
<td>Temp_{30\ day\ lag} 324.9</td>
<td>Flow_{60\ day\ lag} 324.5</td>
<td>304.9</td>
<td>853.1</td>
</tr>
</tbody>
</table>
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Table 4. Tolerance effects for variables in the ANCOVA model of mean body condition (Fulton’s K) as a function of year class (2009-2017), subestuary (James or Rappahannock), and 30-day lagged chlorophyll-a, temperature, and flow (covariates). Tolerance values for the “Year: 2009” and “Subestuary: James” effects were not calculated because these effects are included in the intercept of the ANCOVA. Tolerance values less than 0.1 indicate collinearity among variables. There is no collinearity present among these variables.

<table>
<thead>
<tr>
<th>Effect</th>
<th>Tolerance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Year: 2010</td>
<td>0.45</td>
</tr>
<tr>
<td>Year: 2011</td>
<td>0.33</td>
</tr>
<tr>
<td>Year: 2012</td>
<td>0.83</td>
</tr>
<tr>
<td>Year: 2013</td>
<td>0.30</td>
</tr>
<tr>
<td>Year: 2014</td>
<td>0.32</td>
</tr>
<tr>
<td>Year: 2015</td>
<td>0.25</td>
</tr>
<tr>
<td>Year: 2016</td>
<td>0.20</td>
</tr>
<tr>
<td>Year: 2017</td>
<td>0.12</td>
</tr>
<tr>
<td>Subestuary: Rappahannock</td>
<td>0.23</td>
</tr>
<tr>
<td>Temperature</td>
<td>0.32</td>
</tr>
<tr>
<td>Chlorophyll-a</td>
<td>0.18</td>
</tr>
<tr>
<td>Flow</td>
<td>0.60</td>
</tr>
</tbody>
</table>
Table 5. Residual sum-of-squares (RSS), Akaike's Information Criterion (AIC), and ∆AIC for models M_1 - M_{10} fitted to juvenile striped bass weight-at-age data collected from the 2011, 2016, and 2017 year classes within the James and Rappahannock subestuaries of the Chesapeake Bay.

<table>
<thead>
<tr>
<th>Model</th>
<th>Covariates</th>
<th>Effect on</th>
<th>RSS</th>
<th>No. of Parameters</th>
<th>AIC</th>
<th>∆AIC</th>
</tr>
</thead>
<tbody>
<tr>
<td>M_1</td>
<td>None</td>
<td></td>
<td>149.7</td>
<td>3</td>
<td>797.2</td>
<td>96.9</td>
</tr>
<tr>
<td>M_2</td>
<td>Year class</td>
<td>β_{W_0}</td>
<td>138.5</td>
<td>5</td>
<td>465.2</td>
<td>64.8</td>
</tr>
<tr>
<td>M_3</td>
<td>Year class</td>
<td>β_{G}</td>
<td>139.7</td>
<td>5</td>
<td>769.1</td>
<td>68.8</td>
</tr>
<tr>
<td>M_4</td>
<td>Year class</td>
<td>β_{W_0}, β_{G}</td>
<td>135.3</td>
<td>7</td>
<td>758.4</td>
<td>58.1</td>
</tr>
<tr>
<td>M_5</td>
<td>Subestuary</td>
<td>β_{W_0}</td>
<td>133.2</td>
<td>4</td>
<td>745.2</td>
<td>44.9</td>
</tr>
<tr>
<td>M_6</td>
<td>Subestuary</td>
<td>β_{G}</td>
<td>131.9</td>
<td>4</td>
<td>740.6</td>
<td>40.2</td>
</tr>
<tr>
<td>M_7</td>
<td>Subestuary</td>
<td>β_{W_0}, β_{G}</td>
<td>131.2</td>
<td>5</td>
<td>740.2</td>
<td>39.9</td>
</tr>
<tr>
<td>M_8</td>
<td>Year class, subestuary</td>
<td>β_{W_0}</td>
<td>124.7</td>
<td>6</td>
<td>718.7</td>
<td>18.3</td>
</tr>
<tr>
<td>M_9</td>
<td>Year class, subestuary</td>
<td>β_{G}</td>
<td>122.3</td>
<td>6</td>
<td>709.6</td>
<td>9.3</td>
</tr>
<tr>
<td>M_{10}</td>
<td>Year class, subestuary</td>
<td>β_{W_0}, β_{G}</td>
<td>118.3</td>
<td>9</td>
<td>700.3</td>
<td>0.0</td>
</tr>
</tbody>
</table>
Table 6. Estimates and 95% confidence intervals (in parentheses) of weight-specific instantaneous growth rates (G, g/day), instantaneous daily mortality rates (Z, day⁻¹), and recruitment potential (G:Z) for juvenile striped bass from the James and Rappahannock subestuaries. The juvenile recruitment index values were provided by the VIMS seine survey (Gallagher et al. 2018).

<table>
<thead>
<tr>
<th>Subestuary</th>
<th>Year class</th>
<th>G</th>
<th>Z</th>
<th>G:Z</th>
<th>Juvenile recruitment index (VIMS seine survey)</th>
</tr>
</thead>
<tbody>
<tr>
<td>James</td>
<td>2011</td>
<td>0.04</td>
<td>0.09 (0.07-0.12)</td>
<td>0.44</td>
<td>10.64</td>
</tr>
<tr>
<td></td>
<td>2016</td>
<td>0.03</td>
<td>0.12 (0.08-0.17)</td>
<td>0.25</td>
<td>5.48</td>
</tr>
<tr>
<td></td>
<td>2017</td>
<td>0.04</td>
<td>0.19 (0.07-0.30)</td>
<td>0.21</td>
<td>5.57</td>
</tr>
<tr>
<td>Rappahannock</td>
<td>2011</td>
<td>0.02</td>
<td>0.13 (0.06-0.20)</td>
<td>0.15</td>
<td>10.72</td>
</tr>
<tr>
<td></td>
<td>2016</td>
<td>0.01</td>
<td>0.09 (0.04-0.14)</td>
<td>0.11</td>
<td>3.71</td>
</tr>
<tr>
<td></td>
<td>2017</td>
<td>0.02</td>
<td>0.12 (0.06-0.18)</td>
<td>0.22</td>
<td>5.44</td>
</tr>
</tbody>
</table>
Figure 1. Location of VIMS seine survey sites from which juvenile striped bass were collected from the 2009 to 2017 year classes in the James and Rappahannock subestuaries of the Chesapeake Bay.
Figure 2. Location of temperature stations (TF = tidal fresh zone, RET = riverine-estuarine transition zone, LE = lower estuarine zone) monitored by the Chesapeake Bay Program. Daily temperature values were linearly interpolated from approximately biweekly observations at each site. Daily chlorophyll-a values were also linearly interpolated using approximately biweekly observations collected at each site.
Figure 3. Interaction plots for year, subestuary, 60-day lagged chlorophyll-a, and 30-day lagged temperature for the model of daily growth rates for the 2011, 2016, and 2017 year classes of juvenile striped bass in the James (JA) and Rappahannock (RA) subestuaries of the Chesapeake Bay. Panels A-D show the interaction between the categorical factors (subestuary and year class) and the continuous covariates (60-day lagged chlorophyll-a and 30-day lagged temperature). The points represent the observed chlorophyll-a (A and B) and temperature (C and D) associated with daily growth rates, and the solid lines represent the effect of the covariate on daily growth rate for each categorical variable. For example, in panel A, chlorophyll-a has a positive effect on daily growth rate in the James (black), but a negative effect on daily growth rate of fish in the Rappahannock subestuary (blue). Panel E shows the interaction plot between subestuary and year class. Panel F shows the interaction plot between the two covariates, where 60-day lagged chlorophyll-a is grouped into three bins (0.0-9.4 µg/L, N = 147; 9.5-12.4 µg/L, N = 132; 12.5-21.0 µg/L, N = 150) and 30-day lagged temperature is grouped into two bins (black: 22.0-25.0°C, N = 196; blue: 25.0-30.0°C, N = 233). The vertical bars on the points in panels E and F represent the 95% confidence interval. Generally, interactions are indicated when lines intersect and, for panels E and F, if lines intersect and confidence intervals do not overlap. There were no appreciable interactions between temperature and subestuary (C), subestuary and year class (E), and chlorophyll-a and temperature (F). Although it appeared that interactions occurred between chlorophyll-a and year class (B) and temperature and year class (D) because the lines for each group
intersect, the variability in the observed points is high, which suggests that an interaction cannot be determined. The interaction plot showing subestuary and chlorophyll-a concentrations (A) shows an interaction between subestuary and 60-day lagged chlorophyll-a, such that there is an effect of 60-day lagged chlorophyll-a on daily growth rates of fish in the James, but not in the Rappahannock subestuary.
**Figure 4.** Diagnostic plots for the analysis of covariance where daily growth rate was a function of year class (2011, 2016, and 2017) and subestuary (James or Rappahannock).
**Figure 5.** Estimated least-squares (LS) mean daily growth rates for 3 year classes of juvenile striped bass in the James (black dots) and the Rappahannock (gray dots) subestuaries. These LS means are derived from an ANCOVA in which daily growth rate is a function of year class and subestuary. The vertical bars indicate the 95% confidence intervals.
Figure 6. Interaction plots for year, subestuary, 30-day lagged chlorophyll-a, 30-day lagged temperature, and 30-day lagged flow for nine year classes (2009-2017) of juvenile striped bass in the James (JA) and Rappahannock (RA) subestuaries of the Chesapeake Bay. The vertical bars represent the 95% confidence interval. An interaction is indicated when the lines in the figures intersect. If the confidence intervals overlap there is not a significant interaction between factors. There is no interaction observed for year and chlorophyll-a concentrations (A), subestuary and chlorophyll-a concentrations (B), year and temperature (C), subestuary and temperature (D), or year and subestuary (F). The interaction plot of temperature and chlorophyll-a (E) depicts an intersection for the lines corresponding to low (7-15.231 µg/L; black) and high (15.323-25 µg/L; gray) concentrations of chlorophyll-a; however, the confidence intervals around the mean response for high and low concentrations of chlorophyll-a overlap for low (22.00-26.31°C) and high (26.32-30.00°C) temperature, which indicated a lack of interaction between the two factors. A similar pattern can be observed in the interaction plots for year and flow (G), subestuary and flow (H), chlorophyll and flow (I), and temperature and flow (J).
Figure 7. Diagnostic plots for the ANCOVA where body condition (Fulton’s K) was a function of year class (2011, 2016, and 2017), subestuary (James and Rappahannock), 30-day lagged temperature, chlorophyll-a, and flow.
Figure 8. Estimated least-square means for body condition, adjusted for the effects of temperature chlorophyll-a and flow, for nine year classes of juvenile striped bass in the James (black) and Rappahannock (gray) subestuaries. These least-square means were estimated from the ANCOVA in which body condition (Fulton’s K) was a function of year class, subestuary, 30-day lagged temperature, 30-day lagged chlorophyll-a, and 30-day lagged flow.
Figure 9. The partial regression plot showing the effect of 30-day lagged temperature, holding all other factors constant, on mean body condition (Fulton’s K) of juvenile striped bass, from the ANCOVA in which body condition is a function of year class, subestuary, and 30-day lagged temperature, chlorophyll-a, and flow. For every one degree increase in temperature, mean body condition increased by 0.021 (95% CI: 0.018 – 0.024) units. The dashed red lines represent the 95% confidence interval.
**Figure 10.** The partial regression plot showing the effect of 30-day lagged chlorophyll-a, holding all other factors constant, on mean body condition (Fulton’s K) of juvenile striped bass, from the ANCOVA in which body condition is a function of year class, subestuary, and 30-day lagged temperature, chlorophyll-a, and flow. For every one µL/g increase in chlorophyll-a, mean body condition decreased by 0.009 (95% CI: 0.007 – 0.011) units. The dashed red lines represent the 95% confidence interval.
Figure 11. The partial regression plot showing the effect of 30-day lagged flow, holding all other factors constant, on mean body condition (Fulton’s K) of juvenile striped bass, from the ANCOVA in which body condition is a function of year class, subestuary, and 30-day lagged temperature, chlorophyll-a, and flow. For every one m$^3$/sec increase in flow, mean body condition increased by 0.00010 (95% CI: 0.00005 – 0.00014) units. The dashed red lines represent the 95% confidence interval.
Figure 12. Mean body condition of juvenile striped bass in the James and Rappahannock subestuaries from 2009 to 2017. Body condition (Fulton’s K) was modeled as a function of year, and the estimated breakpoint occurred in 2011. The solid line represents the effect of year on body condition from 2009 to 2012, and the dotted line represents the effect of year on body condition from 2012 to 2017. The red circle represents the breakpoint, or point at which the effect of year on body condition changes. The gray shading represent the 95% confidence interval.
Figure 13. Diagnostic plots for the exponential growth model where known weights and otolith-derived daily ages of the 2011, 2016, and 2017 year classes of juvenile striped bass within the James and Rappahannock subestuaries were used to estimate weight-specific instantaneous growth rates ($G$) and weight at hatch ($W_0$). Panel A showed that the assumption of normality is met and panel B showed that the assumption of homogeneity of variance was reasonable.
Figure 14. Observed weight-at-age (dots) and predicted exponential growth curves from model M_{10} for juvenile striped bass from the 2011 (black), 2016 (blue), and 2017 (gray) year classes within the (A) James and (B) Rappahannock subestuaries of the Chesapeake Bay.
**Figure 15.** The catch curves used to estimate daily $Z$ values for the 2011 (A), 2016 (C), and 2017 (E) year classes in the James subestuary and the 2011 (B), 2016 (D), and 2017 (F) year classes in the Rappahannock subestuary. The points represent log-transformed catch at each daily age. The solid points represent the juvenile striped bass that were fully recruited to the gear. Daily $Z$ values were estimated using the slope of the black line. $Z$ (instantaneous daily mortality rate) and $A$ (discrete daily mortality rate calculated as $1 - e^{-Z}$) for each year class within each subestuary are indicated on each plot.
CONCLUSIONS

In this thesis I evaluated and compared characteristics of juvenile striped bass across pre-recovery (1986 to 1994) and post-recovery (1995 to 2017) periods in the James and Rappahannock of the Chesapeake Bay. To characterize recruitment of juvenile striped bass during a period of recent population decline I further examined characteristics of year classes within the post-recovery period. Hatch timing, mortality, growth rates, and body condition of juvenile striped bass were measured, as well as effects of temperature, freshwater flow, and chlorophyll-a concentrations on these measurements, which can be used to characterize incoming year classes of juvenile striped bass and perhaps predict their potential contribution to the striped bass fishery. Further, managers may use the information reported in this thesis to better guide regulations aimed at returning the current striped bass fishery to sustainable levels.

In Chapter 1, daily ages were projected for 32 year classes of juvenile striped bass within the James and Rappahannock subestuaries with subestuary-specific age-length keys. Together with catch data, projected daily ages were used to estimate instantaneous daily mortality rates and hatch-date distributions for each year class. Because environmental conditions in the Chesapeake Bay have changed, I expected to observe significantly different mortality rates between the pre-recovery period and the post-recovery period. However, I observed relatively constant juvenile mortality rates between the two periods, as well as, among the 32 year classes and across the James and Rappahannock subestuaries. Mortality rates stabilize by the juvenile stage, and thus, instantaneous daily mortality rates
at an earlier life stage (e.g., larval) would likely be higher and show more variability, and thus may provide a better indication of differences in survival of young striped bass across year classes. If, however, morality rates are in fact constant across the 32 year classes assessed in this study, then perhaps hatch timing shifted in such a way that the same proportion of young striped bass still encounter favorable (or unfavorable) environmental conditions today as compared to those in the pre-recovery period. Mean hatch dates are significantly earlier today than they were prior to 1995. Further, the first, last, median, and peak hatch dates shifted earlier as well, suggesting that entire hatch-date distribution, not just mean hatch date, shifts earlier as the years progress, which indicates a potential shift in adult spawning. The positive correlation between temperature during hatching and mean hatch date is likely associated with timing. That is, striped bass hatch from late-March to early-June, as waters warm from spring into summer. Note that as temperatures warm, waters within the Chesapeake Bay reach higher temperatures earlier, and thus, hatch dates can be expected to shift earlier. Further, because hatching and spawning are closely associated these results indicate that spawning may occur earlier today than it did prior to 1995, which supports the earlier spawning migrations observed by Peer and Miller (2014).

In Chapter 2, otolith-derived daily ages were estimated for juvenile striped bass from three year classes associated with high (2011), low (2016), and average (2017) recruitment strength in the James and Rappahannock subestuaries. Together with lengths, weights, and catch data (VIMS seine survey), daily ages
were used to estimate the ratio of weight-specific instantaneous growth rate and instantaneous mortality rate, recruitment potential (G:Z), and daily growth rates. Recruitment potential was less than one for all year classes and within both subestuaries, indicating that these year classes of juvenile striped bass lost more biomass through mortality than they gained through weight-specific growth. However, because recruitment potential did not mirror the variability observed in the recruitment index, I concluded that recruitment potential measured during the juvenile stage may not be the best metric to assess recruitment of juvenile striped bass. Further, there is an observed relationship between recruitment potential of larval striped bass and abundance at the juvenile stage, but there is no such published observation for recruitment potential measured at the juvenile stage. Unlike, recruitment potential, daily growth rates did vary among year classes, and were significantly greater in the James subestuary than in the Rappahannock subestuary. Body condition of juvenile striped bass exhibited a reversed pattern compared to daily growth rates, such that body condition was significantly greater for fish in the Rappahannock subestuary than for fish in the James subestuary. Further, mean body condition was higher for fish in year classes associated with slower growth rates, a pattern that is commonly observed in juvenile fishes (Francis 1997; Sim-Smith et al. 2013; Schloesser & Fabrizio 2016). I also observed a pattern in body condition, such that body condition of juvenile striped bass increased from 2009 to 2012, and declined thereafter. Note that this study was conducted using fish from mid-June to mid-July, and thus the patterns in daily growth rates and body condition for these fishes may be indicative of the
state in which juvenile striped bass enter winter, which is a period characterized by low survival. The condition in which juvenile striped bass enter the winter may have implications for recruitment, in particular, larger fish that exhibit better condition are likely to survive and recruit to the fishery.

Although instantaneous daily mortality at the juvenile stage is constant across 32 year classes, mean hatch dates have shifted earlier today than prior to 1995, and may continue to do so if temperatures continue to rise as projected (Najjar et al. 2010). A shift in hatch dates indicates earlier spawning, and thus managers may consider shifting season closures, reducing maximum size limits to encourage older, more productive females to spawn before being harvested. Recently, and in response to the overfished status of striped bass, managers in Virginia reduced bag limits for the recreational fishery to protect the spawning stock biomass. They have also decreased the maximum size limits to ensure that more, older females have the opportunity to spawn because a greater abundance of older females is associated with stronger year classes of offspring. Adjusted bag limits and size limits are necessary first steps to return the fishery to sustainability, but the earlier shift in hatch-date distributions and implied earlier shift in spawning migration may warrant future regulatory action. Further, the current population of striped bass exhibit fast mean daily growth rates when mean body condition is low, and mean body condition of juvenile striped bass has decreased since 2012. The decline in mean body condition may be indicative of faster mean daily growth rates, which may result in stronger year classes because larger juvenile fish are more likely to survive. Alternatively, a declining mean
body condition may suggest a change in the quality of nursery habitats, and thus close monitoring of nursery habitats within the Chesapeake Bay may be necessary. Ultimately, the current population of striped bass is in flux, and information supplied from this study about characteristics of juvenile striped bass may prove useful in developing strategies to return the stock to sustainable levels.
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APPENDIX A. Consistency between increment counts from each otolith reading; the black dots represent increment counts from Readings 1 and 2 (A), Readings 2 and 3 (B), Readings 1 and 3 (C), Readings 2 and 4 (D), Readings 1 and 4 (E), and Readings 3 and 4 (F). The dashed line represents a one-to-one line (intercept = 0, slope = 1). The closer the dots are to the dashed line the more consistent are the increment counts between readings.
APPENDIX B. The daily age-at-length relationship for juvenile striped bass from the 2011, 2016, and 2017 year classes within the James and Rappahannock subestuaries of the Chesapeake Bay. Daily ages were estimated from otoliths.
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