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ABSTRACT

A comprehensive study of the gluonic content in the nucleon from a first principles

lattice quantum chromodynamics calculation is presented. The unpolarized gluonic

distribution in the nucleon is calculated using the pseudo-PDF framework on the lattice.

First, the spectral analyses of the low-lying states in the nucleon, as well as in the ∆ are

performed on the lattice, identifying baryon states with hybrid characteristics, in which

the gluons play a manifestly structural role, and determining a set of operators which

have significant overlaps onto the ground state of the nucleon. Techniques such as

distillation for smearing the quark fields, momentum smearing to achieve a better signal

at the higher momenta, the gradient flow technique for suppressing the gauge

fluctuations, and the solution of the summed generalized eigenvalue problem employing a

set of operators determined by the nucleon spectral analysis are implemented to calculate

the gluonic matrix elements. A combination of these techniques provides the most

precise lattice determination of the gluonic distribution in the nucleon to date. Short

distance factorization provides the perturbative matching kernel which, in turn, allowed

us to calculate the gluon Ioffe-time distribution in the MS scheme at µ = 2 GeV. To

accomplish this task, a parametrization in terms of Jacobi polynomials is used in an

approximation in which the mixing with the quark singlet sector is neglected. Finally,

the results are compared with the phenomenological determinations.
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CALCULATION OF GLUON PDF IN THE NUCLEON USING PSEUDO-PDF

FORMALISM WITH WILSON FLOW TECHNIQUE IN LQCD



CHAPTER 1

Introduction

Most of the visible universe is made of leptons such as electrons, and hadrons such

as protons and neutrons. The method of classifying hadrons, according to the symmetry

properties, known as the Eightfold Way, not only leads to the prediction of the existence of

heavier hadrons but also puts forth the idea that hadrons might have internal structures.

Indeed, to explain the basis of the Eightfold Way, in 1964, Murray Gell-Mann [2] theorized

that hadrons consist of quarks, establishing the foundation for the modern quark model

of hadrons. This concept of hadrons having inner structure was established through the

Nobel-prize winning SLAC-MIT experiment [3]. From then, understanding the structure

of hadrons in terms of quarks and gluons has been one of the holy grails of modern physics.

There is a long history of exploring the nature of hadrons through investigating the energy

spectra, but deep inelastic scattering processes (DIS) in which hadrons are probed with

leptons allow us to enhance our knowledge regarding hadrons in-depth.

Hadrons are classified into two groups: mesons with integer spin, and baryons with

half-integer spin. The lightest baryon is the nucleon, which is a collective name for pro-

tons and neutrons. The nucleon is one of the most important building blocks of almost
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everything in the visible universe.

Most of the resonances registered in the Particle Data Group [4], which stem from the

analysis of scattering data from different experiments, can be explained by phenomeno-

logical approaches like the quark model [5, 6, 7] which exhibits a counting of energy levels

commensurate with SU(6) ⊗ O(3) spin-flavor symmetry [8]. Also predicted are “hybrid”

baryon states [1] for which there is no evidence in the spectra obtained from the scattering

experiments, but suggested by various models describing the behaviors of hadrons. Such

models include the bag model [9] where the quark and gluon fields are confined within a

cavity with the fields satisfying appropriate boundary conditions at the wall of the cav-

ity. In the flux-tube model [10, 11], quarks sit at the ends of a string-like structure. A

meson contains a single flux tube between a quark and an antiquark; in a hybrid meson,

this string is excited by a transverse oscillation. For the case of a baryon, there are three

tubes that either meet at a junction or form a triangle. There is also the QCD sum rule

method [12] that makes predictions about the hybrid baryons.

In the hybrid baryons, the gluonic degrees of freedom play an essential, structural role,

with a common mechanism with comparable states in the meson spectra. For the case

of mesons, there can exist “exotic” states that have quantum numbers JPC not available

within a regular qq̄ valence structure. Such states may have a dominant qqq̄q̄ component,

the so-called tetraquarks [13, 14], or be predominantly “hybrid” qq̄g states [15, 16, 17, 18,

19], with a manifestation of the gluonic valence component. Thus it is straightforward

to separate some “exotic” meson states from regular ones. But for baryons, the regular

qqq states can have all the JP values. So, the hybrid states will always have to “share”

quantum numbers with the regular states, thus making them very difficult to identify.

To explain the experimental results of Nπ scattering, the concept of an excitation

of the nucleon with the mass between its ground state and first negative parity state

N∗(1535), was introduced [20]. This excitation, N∗(1440) is known as the Roper resonance.
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FIG. 1.1: Phenomenological parton distribution functions (PDFs) of the up (u), down (d),
strange (s) quarks, their corresponding antiquarks and gluon in the nucleon from global fits to
experimental data, JAM20 [26] for next-to-leading (NLO) PDF parametrizations at renormal-
ization scale, µ2 = 4 GeV2.

Within the quark model, the Roper has been identified predominantly as a qqq state

augmented by a meson cloud [21], but the quark model fails to predict the low-mass Roper

seen in the experiments. Hybrid baryon, i.e. a qqqg with nontrivial gluonic structure [22,

23] and a qqqqq̄ like structure [24, 25] have been suggested in an attempt to explain the

Roper resonance.

With the rise of the deep inelastic scattering (DIS) experiments, which can provide

us a better picture of the internal structure of hadrons, the interest in investigating the

nucleon more closely is growing, the goal being to understand the behavior of partons, as

quarks and gluons are called collectively, inside hadrons. One way to probe the internal
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structure of hadrons is to examine the parton distribution function (PDF) which is the

probability density of finding the corresponding parton with a longitudinal momentum

fraction x in a hadron.

There are long-standing efforts to conduct the global analyses [27, 28, 29, 30, 31] of

the data from the available DIS and the related hard scattering processes to explore the

nature of the PDFs. In Figure 1.1, the phenomenological PDFs in the nucleon from global

fits to experimental data, JAM20 [26] is shown. High energy experiments such as the

Higgs boson production [32] and jet production [33] at the Large Hadron Collider (LHC),

and the J/ψ photo production [34] at Jefferson Lab are means of determining the gluon

PDFs. Future colliders, such as the Electron-Ion Collider (EIC) [35, 36, 37], which is to be

built at the Brookhaven National Lab, and the Electron-Ion Collider in China (EicC) [38],

are expected to make a significant impact on the precision of the gluon PDFs. While

the precision of the extracted gluon distribution, g(x) has been improved over the last

decade, several issues remain unresolved; for example, the suppression of the PDF in the

momentum fraction region 0.1 < x < 0.4 when ATLAS and CMS jet data are included [28]

and how to obtain a more precise determination of g(x) are subjects of ongoing efforts.

The interactions among the partons are governed by the electromagnetic, the weak,

and the strong forces. As the electromagnetic and the weak interactions are perturba-

tive around the accessible energy and distance scale, the theoretical formulations of these

interactions are perturbative in nature, given by the SU(2) ⊗ U(1) electroweak theory.

For the strong force, however; the mathematical treatment becomes complicated as this

interaction is non-perturbative.

The initial formulation of a quantum field theory for the strong interactions was done

by Yang and Mills [39] by replacing the abelian symmetry of quantum electrodynamics

(QED) with a non-abelian group. Necessary modifications were added to formulate a

Lagrangian with both the gauge fields and quark fields; this becomes quantum chromody-
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namics (QCD). The physics community became interested when the asymptotic freedom

of QCD was discovered by David Politzer [40], and independently by David Gross and

Frank Wilczek [41]. The strong interaction is asymptotically free in the sense that the

coupling of strong interaction increases significantly at large distances and drops at short

distances. Only a non-abelian gauge theory can let the effective coupling between quarks

go to zero at zero distance, making quarks asymptotically free within hadrons.

In analytical calculations employing QCD, ultra-violet (UV) divergences appear. These

divergences are absent in physical quantities and need to be removed. The process of re-

moving these UV divergences is known as renormalization. QCD is a renormalizable theory

making it a suitable candidate to describe strong interactions. QCD needs to be a SU(3)

gauge theory to incorporate the properties of quarks and gluons. This additional degree

of freedom is known as the color-charge. The Lagrangian of QCD is given by

L =
∑
q

ψ̄αq (i /Dαβ −mqδαβ)ψβq −
1

4
[Gµν

a Ga
µν ] . (1.1)

Here, the sum is over the different flavors of quarks, ψq is the quark field for the quark of

flavor, q, Dµ
αβ = ∂µδαβ − igtcαβAµc is the gauge covariant derivative in the SU(3) symmetry

group, Ga
µν = ∂µA

a
ν−∂νAaµ− gfabcAµbAνc is the field-strength tensor, tc are the generating

matrices, fabc are the structure constants for SU(3) symmetry group, α, β are the color

indices, a, b, c are the indices of the SU(3) generators, and µ, ν are the spacetime indices.

The non-abelian SU(3) symmetry allows the massless strong force-carrying bosons, the

gluons, to interact with each other, in contrast to the U(1) theory of QED.

In nature, only color-neutral particles are found to exist freely; no observation of any

particle with net color-charge has been made to date. In hadrons, quarks always form

color-singlet states. This property of strong interactions is known as color confinement.

Confinement is not analytically proved in QCD; it is an assumption based on the related
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observations and experiments.

Because of the non-perturbative nature of QCD at the hadronic scale, an analytical

calculation of the PDFs is not possible. One way to circumvent this problem is to perform

the calculation with the lattice regularized QCD [42] where the spacetime locations of the

fields are restricted to be on the sites or the links between the sites of a four-dimensional

lattice with the discretization acting as the regulator. Lattice QCD is the only first prin-

ciples determination of QCD in the non-perturbative regime.

In this dissertation, two manifestations of gluon degrees of freedom in the nucleon

are explored. The first concerns the evidence for “hybrid” baryons, where gluon degrees

of freedom are manifest. The results of this lattice calculation are published in [43]. The

second concerns the role of gluons in the structure of the ground state nucleon through the

calculation of the gluon PDF. The results of this lattice calculation are published in [44].

This dissertation is organized as follows. Chapter 2 discusses the parton model, and its

successes and limitations. In chapter 3, the lattice regularized QCD and the techniques

of performing the PDF calculations on the lattice are presented. Chapter 4 details the

methodologies implemented on the relevant lattices and the associated parameters. In

chapter 5, the spectral analyses of the delta and the nucleon are presented. In chapter 6,

the gluon PDF in the nucleon is extracted from the lattice calculation. Chapter 7 presents

some concluding remarks.
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CHAPTER 2

Parton Model and Light-cone PDF

Multiple attempts were made to model the strong interaction before the formulation

of QCD. We can look at some of these approaches which give an intuitive picture of the

strong interactions before discussing QCD. The parton model is one of these approaches.

2.1 Parton Model

The parton model was formulated by Feynman [45] and formalized by Bjorken and

Paschos [46] to understand the deep inelastic scattering (DIS) where a lepton, l is scattered

on a hadron, N , producing one or more different hadrons. The lepton can be an electron,

muon, or neutrino and the hadron can be a nucleon or a heavier nucleus. The process can

be expressed as:

l +N(P )→ l′ +X . (2.1)

Here, the incoming lepton’s momentum is lµ, the incoming hadron’s momentum is P µ,

the outgoing lepton’s momentum is l′µ and X denotes the final hadronic state. This is
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an inclusive process in that only the outgoing lepton is detected. The process can be

an electron beam colliding against a proton beam, like in the HERA accelerator at the

DESY laboratory or the future EIC, or an electron beam focused into a container of liquid

hydrogen, like at the Jefferson Laboratory.

A hadron, such as a proton, has a size of around 1 fm. So, in the hadron’s rest frame,

the constituents of the hadron interact with each other on a time scale of order 1 fm/c.

This motivated Feynman to approximate that when the spacelike momentum transfer,

qµ = lµ − l′µ is large in the short-distance electron-constituent collision, the interactions

that bind the constituents into a hadron can be neglected.

In the parton model, Feynman proposed that in the DIS, the photon coming from

the lepton couples to a single constituent of the target hadron, and the strong interactions

among the constituents of the hadron during the collision can be neglected. Generally, in

the calculation, it is convenient to use the Breit frame, where the hadron’s momentum is

in the +z direction and the virtual photon’s momentum is in the −z direction. So, in this

frame, the struck quark gets its 3-momentum exactly reversed. It is also preferred to use

the light-front coordinates [47]. If the Lorentz coordinates of a vector a are a0, a1, a2, a3

, then the light-front coordinates of a are defined as:

a+ =

(
1√
2

)(
a0 + a3

)
,

a− =

(
1√
2

)(
a0 − a3

)
, (2.2)

The other two coordinates, a1 and a2 remain the same. Let us consider a parton of the

momentum k inside its parent hadron with the momentum P , and apply a large boost

to the hadron. Then, in the light-front coordinate, with the +z axis in the direction of

the hadron, the plus component of the parton’s momentum, k+ is bigger than the other

components of the momentum. The fractional momentum of the parton, a boost invariant
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FIG. 2.1: The handbag diagram (left), the parton model in the field theory for the quark
distribution (right).

quantity, is defined by x = k+/P+

The parton model asserts that the inclusive DIS cross section should be approximated

as the incoherent scattering of the leptons on the quasi-free partons. For a large momentum

transfer, the incoming and outgoing partons can be approximated as massless free particles

and the transverse momentum of the incoming parton can be neglected. The outgoing

parton has high energy and can be approximated as a free particle. Though the strong

interaction is neglected, the lowest-order electromagnetic interaction is taken into account.

Let us assume that the hadron consists of some number of partons and the fractional

plus momenta are x1, x2, ..., which sums to unity:
∑
xi = 1. In the parton model, it is

postulated that there is a number distribution of the partons j, in the hadron h, fj/h(x)

such that fj/h(x) dx is the expectation of the number of the partons of flavor j with the

fractional momentum x to x + dx. This fj/h(x) is the parton density or distribution

function of the parton j in the hadron h.

When the struck parton scatters off the virtual photon which is coming from the lep-
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ton, the struck parton goes into the final state, undergoing the hadronization interactions

which convert it to observable hadrons. The parton model makes the assumption that the

transverse distribution of the hadrons under fragmentation is small, and that the essential

physics is described by the partonic degrees of freedom. The struck parton momentum, k

has a large plus component, and relatively small minus and transverse components as the

calculation is done in the Breit frame. The final state interactions rearrange the content

of the final state but do not greatly affect the probability that scattering has occurred. As

a result, the final state interactions cancel to a first approximation in the inclusive cross

section. Parton scattering in DIS after the cancellation of the hadronization and the final

state interactions of the partons can be represented by the handbag diagram in Figure 2.1

(left diagram). Let dσpartoniclj be the differential cross section for the lepton-parton scatter-

ing. According to the parton model, for multiple flavors of partons involved in the process,

the inclusive DIS cross section is

dσ =
∑
j

∫
dx fj/h(x) dσpartoniclj . (2.3)

This formula relates the cross section of a hadronic target to the cross section of a calculable

partonic one. Now, the Lorentz-invariant inclusive DIS cross section can be written as

πe4

2s

∑
X

δ(4)(pX − P − q)
∣∣∣∣〈l′|jleptλ |l〉

1

q2
〈X, out

∣∣jλ|P 〉∣∣∣∣2 =
2α2

sQ4
LµνW

µν . (2.4)

Here, s is the center-of-mass energy, α is the fine-structure constant, the sum over X

denotes the Lorentz-invariant sum and integral over all the hadronic final states |X〉, jleptλ

and jλ are the currents for the leptonic and the hadronic fields respectively, Lµν is the

leptonic tensor, W µν is the hadronic tensor, virtuality of the photon is Q2 = −q2, and x

is equal to the Bjorken variable, xB = − q2

2P ·q in the parton model approximation. Now,

translating one of the currents from the origin to a location z, and using the completeness
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relation of the hadronic final states,
∑

X |X〉 〈X| = 1, the hadronic tensor can be expressed

as

W µν =
1

4π

∫
d4z eiq·z〈P, S|jµ(z) jν(0)|P, S〉 . (2.5)

Here, Sµ is the incoming hadron’s spin vector. Eq. (2.5) holds only if the hadronic final

states form a complete set, i.e. all the hadronic final states need to be considered in the

theoretical calculation. This is the reason why the DIS experiment needs to be inclusive

so that all possible outgoing hadronic states are taken into account.

Now, in the DIS for a large momentum transfer, Q2, the plus component of the

momentum is much bigger than the other components in both the struck parton and the

incoming hadron. So, the squared center-of-mass energy can be written as: (xP + q)2 '

2xP · q up to the power-law corrections, and the parton model approximation for W µν is

W µν
PM =

∑
j

∫
dx

x
fj/h(x) Cµν

j, partonic . (2.6)

Here, Cµν
j, partonic is like W µν , but is computed on a free massless parton j and momentum,

kµ = (xP+, 0,0T ) in the light-front coordinate, neglecting all the interactions, and fj/h(x)

is the non-perturbative, long-distance parton distribution.

2.2 Successes and Limitations

A prediction of the parton model is that at a fixed Bjorken variable, xB, and a large

Q, the structure functions are independent of Q, the momentum transferred between

the lepton and the hadron [48]. This is called Bjorken scaling. Experimentally, it was

first observed in the well-known SLAC-MIT experiment on the DIS, carried out at the

Stanford Linear Accelerator Center. It was found that for the proton, Bjorken scaling is
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approximately true at moderate x, between 0.1 to 0.5. This region is relevant to a model

where a substantial amount of the momentum of the proton is carried by three valence

quarks, with a typical x around 1/3.

The parton model does not require the partons to be completely free massless particles.

In this model, the partons are approximately free and are used to estimate only the short-

distance cross section. The parton model gives correct results for a super-renormalizable

model theory without the gauge fields. When the gauge field is added to the theory, i.e. the

interaction between quarks is considered, the parton model starts to break down. Bjorken

scaling is also violated after allowing for strong interactions.

2.3 Field-theoretic Implementation

The parton model can be expressed in the language of field-theory. Using the light-

front coordinates in the Breit frame, fj/h(x) can be defined, for a DIS process as,

fj/h(x) =

∫
dk− d2kT

(2π)4
Tr

γ+

2
Lj(k, P ) . (2.7)

Here, kT is the transverse momentum of the parton where the parton momentum can be

expressed in light-front coordinate as kµ = (xP+, k−,kT ), γ+ is the projection of the Dirac

matrix trace in the “plus” direction, Lj(k, P ) represents the lower subgraph in Figure 2.1

(right diagram), and the traces are taken over both the color and the Dirac indices. The

normalization factor here, in the light-front quantization, allows us to interpret fj/h(x) as

the unpolarized parton distribution function or the number density of the quark of the

flavor j. This PDF can be expressed as a matrix element of a bilocal operator,

fj/h(x) =

∫
dz−

2π
e−ixP

+z−
〈
P |ψj(0, z−,0T )

γ+

2
ψj(0)|P

〉
c

. (2.8)

13



FIG. 2.2: The gauge invariant diagram for the unpolarized gluon distribution, where the double
line is for the Wilson line.

Here, in the matrix element, only the contribution from the quark fields connected to

the target state |P〉 are to be included, which is indicated by the subscript c. The field,

ψj(0) represents the extraction of a quark by the hard scattering, and, z− is the Fourier

conjugate to the opposite light-front component k+ in the momentum space. The hard

scattering corresponds to the DIS on a free quark target, i.e., the process γ∗+ q → q with

the quarks on-shell and of zero momentum.

To make the quark PDF gauge invariant, a Wilson line exactly along the lightlike line

joining the fields needs to be included. So, the PDF becomes,

f(0)j/h(x) =

∫
dz−

2π
e−ixP

+z−
〈
P |ψ(0)

j (0, z−,0T ) W (z−, 0)
γ+

2
ψ

(0)
j (0)|P

〉
c

, (2.9)

where,

W (z−, 0) = P
{
e−ig0

∫ z−
0 dy− A+

(0)α
(0,y−,0T )tα

}
. (2.10)

Here, W (z−, 0) is the Wilson line between the fields, the symbol, P means that the integral
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is path ordered, and tα are the generating matrices for the gauge group in the fundamental

representation. This is the bare quark PDF, as the fields used in the definition are bare

fields. To get the full PDF, renormalization needs to be done.

The unpolarized gluon PDF can be defined by joining two field-strength tensors by a

Wilson line.

f(0)g(x) =

∫
dz−

2πxP+
e−ixP

+z−
〈
P |G+ρ

(0)α(0, z−,0T )WA(z−, 0)αβ G
+ρ
(0)β(0)|P

〉
c
. (2.11)

Here, WA denotes the Wilson line in the adjoint representation, and traces over the color

indices are assumed. Like the quark PDF, the gluon PDF needs to be renormalized to

obtain the correct and final definition of the PDFs. Figure 2.2 contains the gauge invariant

diagram for the unpolarized gluon distribution. The double line is the Wilson line, and the

short line at the top represents the flow of the external momentum at the parton density

vertex.
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CHAPTER 3

Lattice QCD

At high energy, the strong interaction has a weak coupling, which enables us to apply

the perturbation theory successfully in the calculation. But, at low energy, as the coupling

becomes strong, the perturbation theory breaks down, and the need for solving QCD non-

perturbatively becomes apparent. To solve QCD non-perturbatively, Wilson [42] proposed

to replace the spacetime with a lattice of regularly spaced points. A functional integral can

be used over the fields on a lattice to approximate Euclidean Green’s function. The fields

exist either on the sites or on the links between the sites. The lattice sites are separated

by the lattice spacing a. The lattice spacing might be different in the space dimensions

and different in the temporal dimension, constituting the anisotropic lattice, or might be

the same in all the four dimensions, constituting an isotropic lattice. Such a theory can

have a well-defined strong coupling limit and opens up the possibility of computing the

properties of a highly nontrivial quantum field theory numerically.
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3.1 Clover Fermion Action

3.1.1 Naive Fermion Action

QCD is formulated by requiring invariance under the local rotations among the color

indices of the quarks. To implement this rotation, an independent complex 3 × 3 matrix

is chosen at each spacetime point. These matrices belong to the special unitary group,

SU(3), meaning each of these matrices has the determinant equal to 1 and its conjugate

transpose is equal to its inverse.

On the lattice, the same formulation is used. The lattice version of the free fermion

action, without any gauge field, is

S0
F [ψ, ψ] = a4

∑
n∈Λ

ψ(n)

(
4∑

µ=1

γµ
ψ(n+ µ̂)− ψ(n− µ̂)

2a
+mq ψ(n)

)
. (3.1)

Here, Λ is the set of all the lattice sites, n being a lattice site, µ indicates the direction on

the lattices, ψ(n) is the fermion field on the lattice, and mq is a constant. Under a gauge

transformation Ω(n) in SU(3), the quark and antiquark fields transform as:

ψ(n)→ ψ′(n) = Ω(n)ψ(n) ,

ψ(n)→ ψ
′
(n) = ψ(n) Ω†(n) . (3.2)

The lattice mass term is invariant under this transformation. The quark bilinears

comprising the first term transform as,

ψ(n)ψ(n+ µ̂)→ ψ
′
(n)ψ′(n+ µ̂)

= ψ(n) Ω†(n) Ω(n+ µ̂)ψ(n+ µ̂) , (3.3)

which is not gauge invariant. To make this term gauge invariant, a field, Uµ(n) with a
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directional index µ can be introduced as an element of the SU(3) group with the trans-

formation defined as,

Uµ(n)→ U ′µ(n) = Ω(n)Uµ(n) Ω†(n+ µ̂) . (3.4)

This field, Uµ(n), can be related to the gauge field. A gauge-invariant term can be con-

structed from the quark fields and Uµ(n),

ψ
′
(n)U ′µ(n)ψ′(n+ µ̂) = ψ(n) Ω†(n)U ′µ(n) Ω(n+ µ̂)ψ(n+ µ̂)

= ψ(n)Uµ(n)ψ(n+ µ̂) . (3.5)

This new field Uµ(n) is associated with the link of the lattice and referred to as link variable,

living on the link which connects the sites, n and n+ µ̂. The link variable, U−µ(n) points

from n to n− µ̂, and defined as

U−µ(n) ≡ U †µ(n− µ̂) . (3.6)

The gauge transformation property of the link variable in the negative direction is,

U−µ(n)→ U ′−µ(n) = Ω(n)U−µ(n) Ω†(n− µ̂) . (3.7)

Using the link variables, Eq. (3.1) can be generalized into the gauge-invariant naive fermion

action

SF [ψ, ψ, U ] = a4
∑
n∈Λ

ψ(n)

(
4∑

µ=1

γµ
Uµ(n)ψ(n+ µ̂)− U−µ(n)ψ(n− µ̂)

2a
+mq ψ(n)

)
.

(3.8)

Now, Eq. (3.8) can be written in terms of the naive Dirac operator on the lattice,

SF [ψ, ψ, U ] = a4
∑
n,m∈Λ

∑
c,d,α,β

(
ψ(n)α cD(n|m)α c, β d ψ(m)β d

)
, (3.9)
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where

D(n|m)α c, β d =
4∑

µ=1

(
γµ
)
αβ

Uµ(n)cd δn+µ̂,m − U−µ(n)cd δn−µ̂,m
2a

+mq δαβ δcd δnm

)
.

(3.10)

3.1.2 Wilson Fermion

The inverse of the lattice Dirac operator is called the quark propagator. For simple

cases like the free fermion, the quark propagator is better realized in momentum space.

For the case of the free lattice fermion, where Uµ(n) = 1, the Fourier transform of the

lattice Dirac operator becomes

D̃(p|q) =
1

|Λ|
∑
n∈Λ

e−i(p−q)·na

(
4∑

µ=1

γµ
eiqµa − e−iqµa

2a
+mq1

)

= δ(p− q)D̃(p) . (3.11)

Here, D̃(p) is

D̃(p) = mq1 +
i

a

4∑
µ=1

γµ sin(pµa) . (3.12)

Thus, the momentum space quark propagator is

D̃(p)−1 =
mq1− i a−1

∑
µ γµ sin(pµa)

m2
q + a−2

∑
µ sin(pµa)2 . (3.13)

In the case of a massless fermion, mq = 0, the naive quark propagator has the physical

pole at p = (0, 0, 0, 0),

D̃(p)−1
∣∣∣
mq=0

=
−i a−1

∑
µ γµ sin(pµa)

a−2
∑

µ sin(pµa)2

a→0−−→
−i
∑

µ γµpµ

p2
. (3.14)
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On the lattice, however, this propagator has an additional 15 poles. The poles are at

p = (0, 0, 0, 0) ,
(π
a
, 0, 0, 0

)
,
(

0,
π

a
, 0, 0

)
, . . . ,

(π
a
,
π

a
,
π

a
,
π

a

)
. (3.15)

The 15 unphysical poles are called doublers. Wilson suggested a way to remove these

unwanted poles by adding an extra term to the momentum space Dirac operator,

D̃(p) = mq1 +
i

a

4∑
µ=1

γµ sin(pµa) + 1
1

a

4∑
µ=1

(1− cos(pµa)) . (3.16)

The third term, the Wilson term, vanishes for pµ = 0, but provides an additional 2
a

contribution for pµ = π
a
. This additional term combines with the mass term. In the

continuum limit, a→ 0, the doublers become heavy and decouple from the theory. When

the Wilson term is added, the unwanted poles are removed, and the only pole remaining

is the physical one. The Dirac operator incorporating the Wilson term can be expressed

as

D(f)(n|m)α c,β d =

(
m(f)
q +

4

a

)
δαβ δcd δnm

− 1

2a

±4∑
µ=±1

(1− γµ)αβ Uµ(n)cd δn+µ̂,m . (3.17)

Here, γ−µ = −γµ, where µ = 1, 2, 3, 4, and the index f stands for the flavors of the quarks.

The fermion action for QCD which reproduces the continuum action up to O(a), with Nf

flavors becomes

SF [ψ, ψ, U ] =

Nf∑
f=1

a4
∑
n,m∈Λ

ψ
(f)

(n)D(f)(n|m)ψ(f)(m) . (3.18)

3.1.3 Wilson Gauge Action

The link variables can be related to the gauge fields of the continuum formulation.

The gauge transformation property of the link variables in Eq. (3.4) is similar to the
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transformation property of the gauge transporter in the continuum. The gauge transporter

is the path ordered exponential integral of the gauge field, Aµ along some curve, Cxy

connecting two points, x and y,

G(x, y) = P exp

(
i

∫
Cxy

A · ds

)
, (3.19)

which transform under the gauge transformation as

G(x, y)→ Ω(x)G(x, y) Ω†(y) . (3.20)

This transformation property is as same as the one for the link variable. So, the link

variable, Uµ(n) can be interpreted as the lattice version of the gauge transporter and can

be expressed in terms of the lattice gauge fields, Aµ(n),

Uµ(n) = ei aAµ(n) . (3.21)

The lattice gauge action can be constructed from the link variable, but the action needs to

be gauge invariant. One way to achieve this is to take the product of the link variables in

a closed loop on the lattice and take the trace. For the gluon action, it is sufficient to use

the shortest, nontrivial closed loop on the lattice, known as the plaquette, Uµ,ν(n), where

Uµ,ν(n) = Uµ(n) Uν(n+ µ̂) U †µ(n+ ν̂) U †ν(n) . (3.22)

The graphical representation of the plaquette is shown in Figure 3.1. The Wilson gauge

action [42] can be expressed as the sum over all the plaquettes on the lattice, with each

plaquette counted with only one orientation,

SG[U ] =
2

g2
s

∑
n∈Λ

∑
µ<ν

Re tr[1− Uµ,ν(n)] (3.23)

To check whether, in the a→ 0 limit, this action approaches the continuum form,
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FIG. 3.1: The four link variables which build up the plaquette, Uµ,ν(n).

SG[A] =
1

2g2
s

∫
d4x tr[Fµν(x)Fµν(x)] , (3.24)

where Fµν(x) is the field strength tensor, the plaquette is expanded using the Baker-

Campbell-Hausdorff formula and Taylor expansion, and it can be written as

Uµ,ν = exp (i a2
(
∂µAν(n)− ∂νAµ(n) + i[Aµ(n), Aν(n)]) +O(a3)

)
= exp

(
i a2Fµν(n) +O(a3)

)
. (3.25)

Here, [A,B] ≡ AB − BA. Expanding the exponential, the Wilson gauge action can be

expressed as

SG[U ] =
a4

2g2
s

∑
n∈Λ

∑
µ,ν

tr
[
F 2
µν(n)

]
+O(a2) . (3.26)

In the limit a→ 0 Eq. (3.26) gives Eq. (3.24) up to O(a2).

3.1.4 Symanzik Improvement

In order to reduce the discretization effects, the lattice action needs to be modified.

Correction terms with all the symmetries associated with the theory are identified using

the continuum language. Discretized versions of these correction terms are added to the

22



lattice action with suitable coefficients to remove or reduce discretization uncertainties at

a given order in a. This approach to improving the theory is known as the Symanzik

improvement program [49, 50]. For the fermion action with Wilson’s Dirac operator, the

leading continuum correction term, L(1)(y) can be written as a linear combination of the

five possible dimension-5 operators,

L
(1)
1 (y) = ψ(y)σµvFµv(y)ψ(y) ,

L
(1)
2 (y) = ψ(y)

−→
Dµ(y)

−→
Dµ(y)ψ(y) + ψ(y)

←−
Dµ(y)

←−
Dµ(y)ψ(y) ,

L
(1)
3 (y) = mq tr[Fµν(y)Fµν(y)] ,

L
(1)
4 (y) = mq

(
ψ(y) γµ

−→
Dµ(y)ψ(y)− ψ(y) γµ

←−
Dµ(y)ψ(y)

)
,

L
(1)
5 (y) = m2

q ψ(y)ψ(y) . (3.27)

Here, σµν ≡ [γµ, γν ]/2i, andDµ is the Dirac operator. Using the field equation (γµDµ +mq)ψ =

0, the following relations between the operators can be derived,

L
(1)
1 − L

(1)
2 + 2L

(1)
5 = 0 ,

L
(1)
4 + 2L

(1)
5 = 0 , (3.28)

which can be used to eliminate the terms L
(1)
2 (y) and L

(1)
4 (y). These relations hold beyond

tree level [51]. Terms of the form L
(1)
3 (y) and L

(1)
5 (y) already exist in the action, and

therefore correspond to a redefinition of their coefficients in the action. So, the Pauli

term, L
(1)
1 (y) alone gives the O(a) improvement of the Wilson lattice action, the improved

action being [52]

SI = SWilson + cSW a5
∑
n∈Λ

∑
µ<ν

ψ(n)
1

2
σµν F̂µν(n)ψ(n) . (3.29)

The real coefficient cSW is referred to as the Sheikholeslami-Wohlert coefficient, which is

determined non-perturbatively for the exact cancellation of the discretization effects. Here,
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FIG. 3.2: Graphical representation of the sum, Qµν(n) of the plaquettes in the µ− ν plane.

F̂µν(n) is the lattice form of the field strength tensor. One choice of calculating F̂µν(n) is

to take the combination of the plaquettes so that,

F̂µν(n) =
−i
8a2

(Qµν(n)−Qνµ(n)) , (3.30)

where Qµν(n) is the sum of the plaquettes Uµ,ν(n) in the µ − ν plane such that all the

positive and negative combinations of µ and ν are taken. The graphical representation of

Qµν(n) is shown in Figure 3.2.

Qµν(n) = Uµ,ν(n) + Uν,−µ(n) + U−µ,−ν(n) + U−ν,µ(n) . (3.31)

On the lattice, this structure has the shape of a clover leaf. This is why the last term in

Eq. (3.29) is sometimes referred to as the clover term.

3.2 Importance Sampling and Lattice QCD

In the lattice gauge theory, as the spacetime is discretized, the Euclidean SO(4) ro-

tational symmetry is violated, but the gauge invariance is kept in place. In the continuum

limit where the lattice spacing a→ 0 limit is taken, the four-dimensional Euclidean sym-

metry is recovered. In lattice QCD, the nonzero lattice spacing a, acts as a UV regulator.

24



As the calculation on the lattice takes place in the Euclidean space, the Feynman path-

integral is Wick rotated, setting tM = −itE, where tM is time in the Minkowskian space

and tE is time in the Euclidean space.

For a pure SU(3) gauge theory, the vacuum expectation value of an observable, O on

the lattice is formally given by the functional integral

〈O〉 =
1

Z

∫
D[U ] e−SG[U ] O[U ] , (3.32)

where Z =
∫
D[U ] e−SG[U ], SG[U ] is the pure SU(3) gauge action, and U is the gauge

configuration on the lattice.

If the gauge configurations are chosen randomly, a precise result can not be expected

in a reasonable calculation time. Instead, importance sampling is implemented, where each

gauge configuration gets a weight of e−SG . In Euclidean space, the action, SG becomes

real, so the weight factor can be treated as a probability distribution. This technique is

known as the importance sampling Monte Carlo method. Now, Eq. (3.32) can be rewritten

as

〈O〉 =

∫
D[U ] e−SG[U ] O[U ]∫
D[U ] e−SG[U ]

. (3.33)

If the gauge configurations are randomly sampled with the normalized probability distri-

bution, also known as the Gibbs measure [53],

dP (U) =
e−SG[U ]D[U ]∫
D[U ] e−SG[U ]

, (3.34)

the expectation value of the observable, O is approximated in the importance sampling

Monte Carlo integration by an average over Nu number of gauge configurations,

〈O〉 = lim
Nu→∞

1

Nu

Nu∑
u=1

O[Uu] . (3.35)

25



The statistical error of the result will be proportional to 1/
√
Nu and the exact value will

be obtained for Nu →∞, thus providing complete control over the statistical error.

In order to generate the gauge configurations Uu following Eq. (3.34), the homoge-

neous Markov process is used. One can start from some arbitrary configuration and then

construct a stochastic sequence of configurations that eventually follows an equilibrium

distribution, P (U), i.e.

U0 −→ U1 −→ U2 −→ ..... (3.36)

In this Markov chain configuration, Uu is generated subsequently. The index n labels the

configurations in the order they appear in the chain; it is often referred to as the computer

time. The change of a gauge configuration to a new one is called an update or a Monte

Carlo step.

A Markov process is characterized by a conditional transition probability, T
(
Uu|Uu−1

)
to get Uu if starting from Uu−1. This probability depends only on the configuration Uu

and the previous configuration Uu−1 but not on the index u. The transition probability

follows the relations,

0 ≤ T
(
Uu|Uu−1

)
≤ 1 ,

∑
Uu

T
(
Uu|Uu−1

)
= 1 . (3.37)

The inequality tells the range of a probability. The sum states that the total probability

of jumping from a configuration Uu−1 to any target configuration Uu is equal to 1. There

is another important restriction for T
(
Uu|Uu−1

)
. Once the system is in equilibrium, the

Markov process cannot have sinks or sources of probability. Thus the probability to hop

into a configuration Uu at the step Uu−1 −→ Uu has to be equal to the probability for
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hopping out of Uu at this step. The corresponding detailed balance equation reads as

∑
Uu−1

T
(
Uu|Uu−1

)
P (Uu−1) =

∑
Uu−1

T
(
Uu−1|Uu

)
P (Uu) . (3.38)

Here, P (Uu) is the probability of the system being in the configuration, Uu. Now, using

the normalization property of Eq. (3.37) it is found that,

∑
Uu−1

T (Uu|Uu−1)P (Uu−1) = P (Uu) , (3.39)

indicating that the equilibrium distribution P (Uu−1) is a fixed point of the Markov process.

Once the equilibrium distribution is obtained, the system stays there upon applying T .

To obtain the correct results, the Markov chain must be able to access all the con-

figurations. If the transition matrix T
(
Uu|Uu−1

)
is strictly positive for all pairs, Uu−1 and

Uu, then the process is aperiodic and every configuration can be eventually reached. This

property is called strong ergodicity. This means that the entire phase space of the gauge

configurations will eventually be sampled and by increasing the number of configurations,

the expectation value of the calculated observable will systemically improve. In practice,

the calculation of the observables according to Eq. (3.35) starts after a sufficient number

of equilibrating Monte Carlo steps, when the distribution of the considered configurations

is already close enough to the equilibrium distribution.

There is a sufficient condition for the solution of the balance equation Eq. (3.38),

T (Uu|Uu−1)P (Uu−1) = T (Uu−1|Uu)P (Uu) . (3.40)

This sufficient condition is known as the detailed balance condition. Although other solu-

tions are known, most algorithms use the detailed balance condition. One of the common

implementations of the Monte Carlo algorithm with the detailed balance condition is the
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Metropolis algorithm.

In the Metropolis algorithm, to advance the Markov chain from a configuration, Uu−1

to a new configuration, Uu, first a candidate configuration, Uu is chosen according to a

priori selection probability T0

(
Uu|Uu−1

)
. Then the candidate configuration is accepted as

the new configuration with the acceptance probability,

TA
(
Uu|Uu−1

)
= min

(
1,

T0(Uu−1|Uu) P (Uu)

T0

(
Uu|Uu−1

)
P (Uu−1)

)
. (3.41)

Here, P (Uu) ∝ e−SG[Uu]. If the suggested change is not accepted, the unchanged configu-

ration is considered again in the Markov chain, another candidate configuration is chosen

again and the procedure is repeated. It is straightforward to see that the total transition

probability T = T0 TA fulfills the detailed balance condition due to the positivity of all

factors and the symmetry of the min operation. When fermions are included in the calcu-

lation, the action is modified by including the fermionic determinants in the distribution

weight for the gauge configurations, but the basic principle remains the same.

For a proper comparison with quantities from the experimental results, a continuum

limit a → 0, and an infinite volume limit L → ∞, are necessary. In practice, one cannot

perform a calculation in these extreme limits, instead, extrapolations are made. The error

from these extrapolations can be systematically improved by increasing the computational

cost and lowering the value of a, and raising the value of L. Unlike the other methods

for calculating the QCD observables, lattice QCD is the only known method with this

sort of systematically controllable error, making it a vital tool for studying the strong

interactions.
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3.3 PDF on the Lattice

Lattice QCD has been very successful in calculating the bulk hadronic properties

such as the masses and the charges [54]. Determination of the position and the momen-

tum distributions of the partons inside a hadron is of particular theoretical interest to

directly explore the non-perturbative sector of QCD from first principles. Since the non-

perturbative information about hadron structure is encoded in the PDFs, they are natural

candidates for a lattice QCD calculation.

There have been several proposals for the extraction of x-dependent hadron structure

from lattice QCD calculations, such as the path-integral formulation of the deep-inelastic

scattering hadronic tensor [55], the operator product expansion [56], quasi-PDFs [57, 58],

pseudo-PDFs [59], and lattice cross-sections [60, 61]. PDFs can be calculated from the

matrix elements of bilocal operators separated along the light-cone. As lattice QCD is

formulated on the Euclidean space, it can have only one point on the light-cone, making

the PDF impossible to evaluate directly. However, lattice calculation can be performed

for small z2, and then some method can be implemented to reach the z2 = 0 limit.

The starting idea is to take the equal-time, spacelike interval z, which was put for-

ward by [62] and emphasized by [57], introducing the quasi-PDF framework that initiated

numerous lattice studies on the PDFs. This method calculates the matrix elements associ-

ated with equal-time and purely spacelike field separations with hadron states at nonzero

momentum, pz. The corresponding quasi-PDFs can be matched to the light-cone PDFs

when the hadron momentum is large, by applying the Large Momentum Effective The-

ory (LaMET) [58]. For recent reviews, the readers are referred to Refs [63, 64] and the

references therein.

The matrix element relevant to the PDF can be written as a function of the Ioffe-

time [65] (p · z) ≡ −ν, which is a dimensionless quantity that describes the amount
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of time the DIS probe interacts with the hadron, in units of the inverse hadron mass.

This matrix element, M(ν, z2) is known as the Ioffe-time pseudo-distribution [59], which

is a generalization of the light-cone Ioffe-time distribution [66] (ITD), I(ν, µ2) onto the

spacelike intervals z2.

Now, I(ν, µ2) is the Fourier transform of the light-cone PDF f(x, µ2), with the Ioffe-

time, ν being the Fourier-conjugate of the parton momentum fraction variable, x.

I(ν, µ2) =

∫ 1

−1

dx eixν f(x, µ2) . (3.42)

Similarly, the Fourier transform in ν of the pseudo-ITD M(ν, z2) gives the pseudo-PDF,

P(x, z2) [59, 67, 68, 69, 70].

P(x, z2) =
1

2π

∫ ∞
−∞

dν e−ixνM(ν, z2) . (3.43)

As the pseudo-ITD is a Lorentz-invariant function, the pseudo-PDF is also Lorentz-

invariant, the variable, x, being Lorentz-invariant. As x does not depend on a specific

frame choice, an infinite momentum frame is not needed to define x. The pseudo-PDF,

P(x, z2) is the most natural generalization of the light-cone PDF, f(x, µ2) onto spacelike

intervals. For f(x, µ2), the usual interpretation of the scale µ is that 1
µ

characterizes the

distances at which the hadron structure is probed. For nonzero spacelike separation, the

scale z in P(x, z2) is literally the distance at which the hadron structure is probed.

The z-dependence of the pseudo-ITD M(ν, z2) comes from both the product ν and

z2. The ν-dependence of M(ν, z2) translates into the x-dependence of P(x, z2) . The

remaining z2-dependence of M(ν, z2) specifies how the x-shape of P(x, z2) changes with

the change of the probing distance, z. The dependence on the probing distance may be

interpreted in terms of the distribution of the parton’s transverse momentum [59].

As ν and z2 are Lorentz invariants, the pseudo-ITD M(ν, z2) is the same univer-
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sal function of them, no matter how ν and z2 were obtained from specific choices of z

and p. In particular, taking z on the light-front, z = {z+ = 0, z−, z⊥}, and a longitu-

dinal p = {p+, p−, 0⊥} gives M(ν, z2
⊥), where ν = −(p+ z−). Here, the ν-dependence of

M(ν, z2
⊥) determines the x-distribution of the longitudinal “plus”-component of the parton

momentum, while its z2
⊥-dependence determines the distribution of its transverse momen-

tum k⊥. So, two different physical phenomena are associated with the two arguments of

the pseudo-ITD, M(ν, z2).

In renormalizable theories, the pseudo-PDF has a logarithmic divergence at small z2

which corresponds to the Dokshitzer–Gribov–Lipatov–Altarelli–Parisi (DGLAP) evolution

of the PDF. The pseudo-PDF and the pseudo-ITD can be factorized into the PDF and

perturbatively calculable kernels, similar to the factorization framework for experimental

cross-sections. There have been a number of lattice calculations implementing the pseudo-

PDF method [71, 72, 73, 74, 75, 76]. There has also been another promising approach

based on the factorization in the coordinate space and the analysis of the Ioffe-time de-

pendence. This approach, the lattice cross sections [60, 61] has also been implemented on

the lattice [77, 78] successfully.

There have been significant achievements in lattice QCD calculations of x-dependent

hadron structure: the nucleon valence quark distribution using pseudo-PDFs [79], the

calculation of the pion valence distribution using the lattice cross section, quasi-PDF and

pseudo-PDF frameworks [77, 78, 80, 81, 82], the kaon PDF calculation using the quasi-PDF

formalism [83], the nucleon unpolarized and helicity distributions within the quasi-PDF

formalism [84, 85, 86], the unpolarized and helicity GPD calculation of the proton [87],

and a quasi-TMD calculation in the pion [88]. However, there are fewer lattice calculations

of gluon distribution functions than of quark distributions. Lattice calculations include

the gluon momentum fraction [89, 90], the gluon contribution to the nucleon spin [91],

gluon gravitational form factors of the nucleon and the pion [92]. Recently, there have
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been attempts to calculate gluon PDFs in the nucleon and the pion [93, 94, 95].

The calculation of the gluon PDF presented here follows the reduced pseudo-ITD

approach, where the matrix elements of the operators with a spacelike separation are

calculated, and the multiplicative UV renormalizing factors are canceled by taking a double

ratio [73]. This double ratio, also known as reduced pseudo-ITD, removes the Wilson-line

related divergences, as well as various other systematic errors. To determine the gluon

parton distribution from the reduced pseudo-ITD, the QCD short distance factorization

(SDF) is used where the small z separation limit is taken.
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CHAPTER 4

Computational Details

To extract information from a system composed of hadrons, n-point correlators need

to be calculated. The simplest n-point correlator is the two-point function which is con-

structed by applying the creation operator at the source time slice and the annihilation

operator at the sink time slice. Operators built directly from the fields in the lattice la-

grangian have significant overlap with a large tower of states, and extracting information

about any particular state of the spectrum is difficult. The way to solve this problem is

to build the operators from smeared fields, where some linear operator is applied first to

the quark degree of freedom on the appropriate time slice before the creation operator

is formed. A good smearing method should have the properties of being numerically ac-

cessible, doing a good job of projecting onto the lowest energy states, and enabling easy

evaluation of the correlator functions involving a broad set of operators. Smearing should

preserve as many symmetries of the system as possible while effectively removing the pres-

ence of the short-range modes, which make an insignificant contribution to the low-energy

correlation function.
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4.1 Distillation

Distillation [96] is a quark-smearing technique that can be described as a low-rank

approximation to the Jacobi smearing kernel [97]. The Jacobi smearing algorithm is a

gauge-covariant smearing scheme where a lattice approximation to the three-dimensional

gauge-covariant Laplacian is constructed and applied iteratively to the field. This acts as

a long-wavelength filter on the modes constituting the quark field.

In the Jacobi smearing method, the lattice Laplacian is identified as the simplest

representation of the second-order three-dimensional differential operator,

−∇2
xy(t) = 6δxy −

3∑
j=1

(
Ũj(x, t) δx+ĵ,y + Ũ †j (x− ĵ, t) δx−ĵ,y

)
. (4.1)

where Ũ is constructed from a covariant gauge-field-smearing algorithm [98]. From the

lattice Laplacian, the Jacobi smearing kernel [97] can be written as

Jσ,nσ(t) =

(
1 +

σ∇2(t)

nσ

)nσ
. (4.2)

For large nσ, this approximates the exponential of σ∇2,

lim
nσ→∞

Jσ,nσ(t) = exp
(
σ∇2(t)

)
. (4.3)

This means that the higher eigenmodes are exponentially suppressed, indicating that the

majority of the contribution is coming from only a small number of the lowest-magnitude

modes. As a result, the smearing kernel can be approximated by forming an eigenvector

representation, truncated to the lowest-magnitude modes. The distillation [96] technique

is formulated using these lowest modes of the Jacobi kernel. The distillation operator at
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time slice, t is constructed as

�xy(t) =

ND∑
k=1

ν(k)
x (t) ν(k)†

y (t) ≡ VD(t) V †D(t) , (4.4)

where VD(t) is a (Nc × Nx × Ny × Nz) × ND matrix, with Nc the dimension of the color

space and Nx, Ny, Nz the extents of the lattice in three spatial directions. The kth column

of VD(t), ν
(k)
x (t) is the kth eigenvector of ∇2, evaluated on the background of the spatial

gauge fields at time slice t, once the eigenvectors have been sorted by the ascending order

of the eigenvalues, and ND is the dimension of the distillation space.

The distillation operator is applied onto each quark field to achieve the smearing. The

smeared annihilation operator for baryons with isospin-1
2

can be written as

O(t) = εabc Sαβγ (Γ1 � d)aα (Γ2 �u)bβ (Γ3 �u)cγ (t) . (4.5)

Here, the color indices, a, b, c of the quark fields acted upon by the displacement opera-

tors, Γ1, Γ2, Γ3 respectively, are contracted with the antisymmetric tensor, and repeated

spin indices, α, β, γ are summed. After integrating over the quark fields, the two-point

correlator becomes [96]〈
Oi(tm)Oj(tn)

〉
= Φ

(pqr)
i, αβγ(tm)×

[
Ppp
αα(tm, tn) Pqq

ββ
(tm, tn) Prr̄

γγ̄(tm, tn)

−Ppp̄
αᾱ(tm, tn) Pqr̄

βγ̄(tm, tn) Prq̄

γβ̄
(tm, tn)

]
× Φ

(p̄q̄r̄)∗
j, ᾱβ̄γ̄

(tn) , (4.6)

where

Φ
(pqr)
i,αβγ(t) = εabc Si,αβγ

(
Γ1i ν

(p)
)a(

Γ2i ν
(q)
)b (

Γ3i ν
(r)
)c

(t) , (4.7)

and

Ppp̄
αᾱ(tm, tn) = ν(p)†(tm) D−1

αᾱ(tm, tn) ν(p̄)(tn) . (4.8)
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Here, Φ(t) and P(tm, tn) are referred to as elementals and perambulators, respectively; D

is the lattice Dirac operator; α, ᾱ, β, β̄, γ, γ̄ are the spin indices. The Φi(t) encodes the

structure of the interpolating operator and has a well-defined momentum, while P(tm, tn)

encodes the propagation of the quarks, and does not have have any explicit momentum

projection. Elementals can be decomposed into terms that act only within the coordinate

and color space, like Γ, and those that act only within the spin space, like Sαβγ.

Distillation is adopted for two reasons. First, the computationally demanding parallel

transporters of the theory, the perambulators, depend only on the gauge field, and not on

the interpolators. Therefore, the perambulators are calculated on an ensemble of gauge

fields once, and then they are reused for an extended basis of interpolators, thus reducing

the computational cost to a great extent. This extended basis of interpolators is the key

to performing a successful summed generalized eigenvalue problem (sGEVP) analysis [99],

enabling one to attain a clear signal for the ground state nucleon.

Second, distillation admits a momentum projection both at the source interpolating

operator and at the sink interpolating operator, in contrast to the more usually adopted

methods. Thus for the computation of the gluonic three-point functions, momentum

projection is imposed at all three time slices, ensuring the most complete possible sampling

of the lattice. Moreover, the low-lying spectra of the nucleon and the delta can be faithfully

captured with a relatively small number of distillation eigenvectors [43], thus lowering the

cost of the calculation further. The expectation is that ND should scale as the physical

volume, and the cost of computing the corresponding correlation functions scales as N4
D for

the case of baryons. In this calculation, ND = 64 eigenvectors are employed. The efficacy

of distillation for the calculation of nucleon charges was demonstrated in Ref. [100], and

subsequently extended to the case of the nucleon in motion [101]. Recently, the unpolarized

gluon PDF [44] and quark PDF [102] in the nucleon have been computed using the same

ensemble within the distillation framework.
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4.2 Momentum Smearing

To access a wide range of Ioffe-times for the calculation of the gluon PDF, the hadron

must be boosted to many spatial momenta. On the lattice, the spatial momentum is

discretized and expressed as

p =
2π l

aL
. (4.9)

Here, L is the spatial extent of the lattice, and l is an integer number. Now, at the higher

momenta, the interpolating operators do not have significant overlap onto the lowest-lying

states in motion. As a result, the higher-momenta calculations accumulate large statistical

uncertainties. To solve this problem, the overlaps of the interpolators onto the lowest-lying

states in motion need to be increased, which is done by applying momentum smearing [103].

In the gluon PDF calculation, the procedure introduced in [101] is followed. A phase is

added to the distillation eigenvectors for the higher momenta preserving the translational

invariance, which is essential for the projection onto the states of definite momenta. The

“phased” distillation eigenvector becomes,

ν̃(k)
x ( #»z , t) = ei

#»
ζ · #»z ν(k)

x ( #»z , t) . (4.10)

To perform the calculation at higher lattice momenta, it is sufficient to modify the distilla-

tion eigenvectors according to Eq. (4.10) which calculates phased distillation eigenvectors.

The perambulators and the elementals need to be recalculated with these phased distilla-

tion eigenvectors.
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4.3 Lattice Details

The lattice calculations are performed on isotropic ensembles with (2 + 1) dynamical

flavors of the clover Wilson fermions with the stout-link smearing [98] of the gauge fields

and a tree-level tadpole-improved Symanzik gauge action, generated by the JLab/W&M

collaboration [104]. The unpolarized gluon PDF calculation is done on the ensemble

a094m358 with the approximate lattice spacing, a ∼ 0.094 fm and pion mass, Mπ ∼ 358

MeV. The baryon spectra calculation is performed on the same a094m358 ensemble, along

with another ensemble, a094m278, with the same lattice spacing, a ∼ 0.094 fm with

pion mass, Mπ ∼ 278 MeV. These ensembles were previously used in other lattice cal-

culations such as [102, 75, 101, 77]. The Rational Hybrid Monte Carlo (RHMC) algo-

rithm [105] is used to carry out the updates on both the ensembles. One iteration of

four-dimensional stout-smearing with the weight, ρ = 0.125 for the staples is used in

the fermion action. After stout-smearing, the tadpole-improved tree-level Sheikholeslami-

Wohlert coefficient, cSW becomes very close to the non-perturbative value. This is con-

firmed using the Schrodinger functional method for determining the clover coefficient non-

perturbatively [104]. For both the ensembles, the tuning of the strange quark mass is done

by first setting the quantity, (2M2
K+ −M2

π0)/M2
Ω− equal to its physical value 0.1678. This

quantity is independent of the light quark masses to the lowest order in χPT, depending

only on the strange quark mass [106]. So, it can be tuned in the SU(3) symmetric limit.

The resulting value of the strange quark mass is then kept fixed as the light quark masses

are decreased in the (2 + 1) flavor theory to their physical values.

For the ensemble a094m358, the calculation is performed over 349 gauge configura-

tions, and for a094m278, over 259 gauge configurations. For both the ensembles, each

configuration is separated from the next configuration by 10 Hybrid Monte Carlo (HMC)

trajectories. The two light quark flavors, u and d are taken to be degenerate and the
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lattice spacing is determined using the w0 scale [107]. The parameters of the ensembles

are summarized in Table 4.1.

To achieve the best possible sampling of the lattice, calculations are performed by

considering each of the 64 time slices as the temporal sources of the relevant two-point

correlators on each lattice, and on each gauge configuration, and the average is taken over

the temporal sources. The distillation eigenvector space is set to ND = 64 for both of the

ensembles.

In the gluon PDF calculation, application of the phasing is needed on the relevant

lattice for p, where l > 3 in Eq. (4.9). Choosing

#»

ζ = 2 · 2π

L
ẑ , (4.11)

gives the momentum smearing needed for boosts up to p = 6× 2π
aL

.

ID a (fm) Mπ (MeV) L3 ×Nt Ncfg Nsrcs

a094m358 0.094(1) 358(3) 323 × 64 349 64

a094m278 0.094(1) 278(4) 323 × 64 259 64

TABLE 4.1: The parameters of the ensembles where the scale is ob-

tained using the w0 scale [107], Ncfg is the number of the gauge con-

figurations, and Nsrcs is the number of the temporal sources.
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CHAPTER 5

Positive-parity Nucleon and Delta

Spectra

The starting point for a study of the excited state spectrum from lattice QCD is the

extraction of the discrete, low-lying energy levels on the Euclidean lattice where lattice

QCD is formulated. The most straightforward, albeit näıve, approach is to identify those

energy levels with the single- or multi-particle states in the spectrum. Whilst the resulting

energy spectrum should be independent of the basis of the interpolating operators em-

ployed, it has the potential instead to be highly sensitive to that basis. Thus the first

attempts to compute the spectrum employed the baryon interpolating operators with a

straightforward three-quark structure, mirroring the valence structure [108, 109, 110, 111,

112, 113, 114, 115, 116, 117]. The focus of this calculation is on the higher states in the

spectrum. Considerable insight into the excited baryon spectrum of QCD has been ob-

tained, most notably, the extracted spectrum is found to be at least as rich as the quark

model predicts. Indeed, the ordering of the states was found to be in agreement with the

predictions of the constituent quark model. However, such a model fails to find the low-
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mass Roper seen in the experiments. The aim of the baryon spectra calculations herein is

to investigate whether the counting of states and the suggestion of hybrid baryon states is

robust by performing calculations of the low-lying positive-parity nucleon and delta spec-

tra with gauge and fermion actions, lattice spacings and pion masses different than those

of Ref. [1].

5.1 Baryon Interpolators

Since the focus here is the low-lying positive-parity spectrum, a basis of interpolating

operators is chosen such that the interpolators have the dominant overlaps with those

states. There have been earlier attempts to construct a basis of baryon interpolating

operators incorporating the angular structure, respecting the cubic symmetry of the lattice,

and being able to access the higher spins in the spectrum [118, 119]. Here, a different

approach is adapted for the operator construction proposed in [8, 1]. First, a basis of

operators is derived in the continuum, with well-defined continuum spin quantum numbers,

and then the operators are subduced onto the lattice.

The interpolating operators follow a continuum construction, and are expressed as a

product of terms describing the flavor structure, the Dirac spin, and the orbital angular

momentum implemented through derivatives,

(
BΣF

⊗
(
SPS
)n

ΣS
⊗ D

[d]
L, ΣD

)J

,

where B, S and D denote the flavor, the Dirac spin and the derivative structure respectively,

and ΣF,ΣS,ΣD are the corresponding permutation symmetries. The resulting operators

are projected through suitable Clebsch-Gordon coefficients to the total spin J; the label

n distinguishes different combinations that have the same spin structure, PS is the parity
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while d is the order of the gauge-covariant derivative applied to the quark fields. The

combination of the fields gives objects transforming under rotations with the angular

momentum, L.

As baryons are color-singlet objects, the constituent three valence quarks form totally

antisymmetric combinations of the color indices. Furthermore, the baryon interpolating

operators have to be antisymmetric under the exchange of any pair of quarks, which is

automatically satisfied since they are constructed from anti-commuting Grassmann fields.

Thus, the remaining quark labels, namely those of the flavor, the spin, and the spatial

structure, have to be in totally symmetric combinations.

Baryon operators can be constructed in a local, color-singlet manner capturing the

lowest-lying states. In distillation, the quark fields ψ(x) are replaced by the quasi-local,

smeared fields �ψ(x). This does not change the symmetry property of the interpolating

operators, making the lowest-lying states accessible after smearing. To access higher spins

in the spectrum, the gauge covariant derivatives are to be included in the construction

of the interpolating operators [8] in such a way that the operators have nonzero orbital

angular momentum between the quarks, making them nonlocal in nature.

The basis employed comprises the non-relativistic [1] interpolating operators con-

structed from the upper components, in a suitable γ representation of the Dirac spinors,

with up to two covariant derivatives, allowing for operators with up to two units of orbital

angular momenta. Additional operators are also included that contain the commutator

of two covariant derivatives acting on the same quark field, corresponding to the chromo-

magnetic components of the gluonic field-strength tensor and denoted by D
[2]
L=1,M. It is

these operators, which vanish for a unit gauge configuration, that are referred to as the

“hybrid” operators. If any of these operators have a dominant overlap onto a state, that

state is considered hybrid in nature, signifying nontrivial contribution from gluons.

The lattice regulator explicitly breaks the continuum rotational symmetry, resulting
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in the associated symmetry group being reduced to the double-cover octahedral group,

OD
h for baryons. There are six irreducible representations (irreps.) available in OD

h . As

this calculation focuses on the positive-parity states, only the operators subduced [8] onto

the lattice irreps. Hg, G1g and G2g, where the subscript g denotes positive parity, are

considered. For the total angular momentum J = 5
2

and higher, the continuum operators

are subduced onto multiple irreps., as detailed in Table 5.1. The operators used in the

calculation for carrying out the spectral analyses of the nucleon and the delta for different

spin-J are listed here using spectroscopic notation, X 2S+1LπJ
P where X is the nucleon, N

or the delta, ∆; S is the Dirac spin; L = S, P, D, . . . is the combined angular momentum

of the derivatives; π = S, M or A is the permutation symmetry of the derivatives; J

is the total angular momentum, and P is the parity. The correlators constructed using

these operators receive contributions in the forward direction only from the positive-parity

states.
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J irrep. (dimension) Interpolators (∆) Interpolators (N)

1
2

G1g (2) ∆ 2SM
1
2

+
, ∆ 4DS

1
2

+
, N 2SS

1
2

+
, N 2S ′S

1
2

+
,

∆ 2P ∗M
1
2

+
N 2SM

1
2

+
, N 4DM

1
2

+
,

N 2PA
1
2

+
, N 4P ∗M

1
2

+
,

N 2P ∗M
1
2

+

3
2

Hg (4) ∆ 4SS
3
2

+
, ∆ 4S ′S

3
2

+
, N 4SM

3
2

+
, N 2DS

3
2

+
,

∆ 4DS
3
2

+
, ∆ 2DM

3
2

+
, N 4DM

3
2

+
, N 2DM

3
2

+
,

∆ 2P ∗M
3
2

+
N 2PA

3
2

+
, N 4P ∗M

3
2

+
,

N 2P ∗M
3
2

+

5
2

G2g (2)⊕Hg (4) ∆ 4DS
5
2

+
, ∆ 2DM

5
2

+
N 2DS

5
2

+
, N 4DM

5
2

+
,

N 2DM
5
2

+
, N 4P ∗M

5
2

+

7
2

G1g (2)⊕G2g (2) ∆ 4DS
7
2

+
N 4DM

7
2

+

⊕Hg (4)

TABLE 5.1: The ∆ and N interpolating operators used in the calculation, written

in spectroscopic notation together with their subductions onto the irreps. of the

cubic group. The interpolators denoted by asterisk (*) are hybrid in nature. The

interpolator, N 2S ′S
1
2

+
is considered as the radial excitation of the interpolator,

N 2SS
1
2

+
as the only difference between them is that the former has derivatives

of order 2 acting on the quark fields, and the later does not. A similar type of

interpolator with radial excitation is also included in the spectral analysis of the

∆ for J = 3
2
.

44



5.2 Variational Method

The baryon spectrum can be extracted from the matrices of the two-point correla-

tors where each two-point correlator is constructed by applying the baryon creation and

annihilation operators at the source and the sink respectively,

Cij(t) =
〈
0
∣∣Oi(t)Oj(0)

∣∣0〉 , (5.1)

where, without loss of generality, the source is taken at time slice 0 and the sink at time

slice t. Here, i, j label the operators in a given representation of the cubic group. Inserting

a complete set of eigenstates of the Hamiltonian, the two-point correlator can be written

as

Cij(t) =
∑
n

1

2En

〈
0
∣∣Oi∣∣n〉〈n∣∣Oj∣∣0〉 e−Ent , (5.2)

where the sum is over all the states that have the same quantum numbers as the interpo-

lating operators Oi,j and En is the energy of the state. In a finite volume, this yields a

discrete set of energies.

A variety of approaches have been developed to obtain the energies and operator

overlaps for the excited baryon spectrum [97, 113]. The variational method employs the

technique of finding the best linear combination of the operators within a given symmetry

channel for each state in the spectrum. This method is implemented in this calculation fol-

lowing Ref. [120, 8, 1]. The variational method starts by solving the generalized eigenvalue

equation for the two-point correlator matrix,

C(t) un = λn(t, t0) C(t0) un , (5.3)

where un are the generalized eigenvectors which satisfy the orthonormality condition
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u†nC(t0)un′ = δnn′ , and give the optimal interpolator for the state as
∑

i u
i
nOi. The gener-

alized eigenvalues, also known as the principal correlators, λn(t, t0) behave as

λn(t, t0) = e−En(t−t0)
[
1 +O

(
e−δE (t−t0)

)]
. (5.4)

Here En is the energy of the state labeled by n, and δE represents the contributions from

the other states. The subsequent results are derived from the two-state fits to the principal

correlators of this form, described below. Furthermore, Cij(t) can be decomposed into the

form

Cij(t) =
∑
n

Zn∗
i Zn

j

2En

e−Ent . (5.5)

Here, t is assumed to be much smaller than the temporal extent of the lattice, allowing

one to ignore the contributions from the opposite-parity states arising from the other time

ordering on the periodic lattice. The overlap factor Zn
i = 〈0|Oi|n〉 can be written as

Zn
i =

(
U−1
g

)n
i

√
2En exp

(
Ent0

2

)
, (5.6)

where the matrix, Ug is formed using the generalized eigenvectors un as its columns. The

overlaps can thereby be obtained from the solution of the generalized eigenvector matrix.

The eigenvectors should be time-independent, but in practice, Eq. (5.3) is solved for

the eigenvalues, λn, and the eigenvectors, un, independently on each time slice, t, allowing

them to vary with t. As the baryon spectra have a high level of degeneracy, ordering the

states by the size of their eigenvalues at each time slice might not always give the right

ordering. The ordering of the states might change among the Jackknife samples or between

different time slices, resulting in additional noise to the calculation. Instead, a reference

time slice is chosen on which the reference eigenvectors are defined as uref
n ≡ un(tref), and

the eigenvectors on the other time slices are compared by finding the maximum value of
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uref†
n′ C(t0)un which associates a state n with a reference state n′. This procedure prevents

the principal correlators or the eigenvectors associated with a certain state from becoming

associated with another state, as functions of t.

The orthogonality of the generalized eigenvectors on the metric C(t0) is a good ap-

proximation to the true orthogonality in the continuum with an infinite number of states

and operators. On the lattice where the calculation is done with a finite number of inter-

polators, this approximation is a good one if the two-point correlator at t0 is dominated

by the lightest states. The orthogonality approximation can be improved by taking a large

value of t0, as, at a large time slice, the higher excited states decay exponentially. But, at

larger time slices, the two-point correlators become increasingly noisy and the noise can

enter into the solution of the generalized eigenvalue problem through C(t0). The procedure

to choose an optimal value of t0 implemented in this calculation is to define a goodness-

of-fit quantity which compares the input data with a reconstructed version of the data

calculated from the fitted parameters using Eq. (5.4), (5.5) and (5.6). The goodness-of-fit

quantity used in this calculation is defined as [120],

χ2 =
1

1
2
Nm(Nm + 1)(tmax − t0)− 1

2
Nm(Nm + 3)

×
∑
i,j≥i

tmax∑
t,t′=t0+1

(Cij(t)− Crec.
ij (t))C−1

ij (t, t′)(Cij(t
′)− Crec.

ij (t′)) . (5.7)

where Nm is the dimension of the two-point correlator matrix, Crec.
ij is the reconstructed

two-point correlators from the fitted parameters, and C is the data correlation matrix for

the correlator Cij computed with the jackknife statistics. The goodness-of-fit quantity

is normalised by the number of degrees of freedom which is defined as the number of

observables less the number of parameters in the fit. In the first line of Eq. (5.7), the first

term of the denominator gives the total number of observables, and the second term can

be rewritten as 1
2
Nm(Nm + 1) + Nm. Now, from Eq. (5.6) and (5.6), it can be seen that
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the second term in the denominator of Eq. (5.7) gives the number of parameters in the fit

as 1
2
Nm(Nm + 1) is the number of fitting parameters in the matrix Ug, and there are also

Nm number of fitting parameters, En in the expression of Zn
i . Thus, Eq. (5.7) calculates

χ2 for each degree of freedom.

For a fixed t0, the overlap factors are calculated for each time slice, and the time

slice, tZ > t0 is found for which the operator overlap factors give the minimum χ2. Since

the operator overlaps are reasonably flat, the variation of χ2 with respect to tZ is mild.

The same procedure is repeated for different t0, and the optimum value of t0 is chosen by

minimizing χ2. If t0 is taken too small, the reconstruction of the two-point correlators for

t > t0 would be poor. The reconstruction keeps getting better with the increase of t0 until

statistical noise prevents further improvement.

5.3 Fitting Procedure

After solving Eq. (5.3) for a range of t0, the resulting principal correlators are fitted

to the two-exponential form [8] for each t0 to extract the baryon energy spectra:

λn(t, t0) = (1− An) e
−En(t−t0) + An e

−E′n(t−t0) . (5.8)

Here, En gives the energy of the state while E ′n and An are other fit parameters. As the

orthogonality condition at t0 is an approximation, there are contributions from other states

leaking into the principal correlators. The second exponential isolates most of the effect

of these other states.

The fitting range is such that, for each principal correlator, only the time slices are

included for which the noise-to-signal ratio is less than 0.05; in practice, this restricts the

largest value of t included in the fits to be around 8. Furthermore, only the correlators
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FIG. 5.1: Fits to the principal correlators for the low-lying positive-parity spectrum of the Hg

irrep. of the ∆ on the ensemble a094m358, using t0 = 5. The plots show λn(t, t0).eEn(t−t0) data
on the y axes and the lattice time slices on the x axes; the curves are two-exponential fits as
described in the text. In each panel, the energy corresponding to the leading exponential state
is labeled by E and given in lattice units.

with the source-sink separation greater than two lattice units are included in the analysis

to avoid possible contact terms. For each t0, each fit to the principal correlator is based

on an acceptable χ2/dof. The coefficient An is required to be less than around 0.1. It is

found in the analysis that for large t0, all the parameters, E ′n are larger than any energy

of the spectra, En for a certain symmetry channel. For smaller t0, this observation is not

always true indicating that there are not enough states to hold the orthogonality condition

properly at these t0. As at large t0, An is smaller and E ′n is larger, the contribution from

the second exponential falls more rapidly with the increase of the source-sink separation.

The overlap factors of Eq. (5.6) are also calculated using the eigenvectors at a reference

time slice, tZ .

In Figure 5.1, fits to the leading the principal correlators for the Hg irrep. of the

∆ are shown. In these plots, the principal correlators are divided by the dominant time-
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dependence due to state n, making it easier to examine the contributions from other states.

For each panel, the curves are the reconstructions from the fitted parameters with the

purple region indicating the data points included in the fit. If a single exponential were to

dominate the fit, it means that the contributions from other states are contributing to the

fitting procedure and a constant value of unity for all time slices would be plotted. But in

all the panels in Figure 5.1, exponential falls are observed, indicating that the contributions

from other states are captured in the second exponent quite well. The approach of the

plateaux close to unity at large time slices is indicative of the small value of An in the fits.

As anticipated, the uncertainties on the leading energy increase as the energy increases.

5.4 Spin Identification

The breaking of the rotational symmetry induced by the discretization onto the lattice

renders the determination of the spin corresponding to the different energy levels within

the irreps. less than straightforward. In the case of the glueball spectrum in pure Yang-

Mills theory [121], the identification of the spins was accomplished by the identification

of the degeneracies across different lattice irreps in the approach to the continuum limit.

This requires the generation of the ensembles at several lattice spacings, a formidable task

once quark degrees of freedom are included, and further requires statistical precision far

beyond that attainable with a reasonable computational cost to delineate the overlapping

energies within the spectrum. There is a need for a spin identification method that uses

data obtained from only a single lattice spacing, albeit one sufficiently fine that it preserves

the rotational symmetry to a sufficient degree at the hadronic scale.

Here the method introduced in Ref. [17], and applied for the baryon spectrum in

Refs. [8, 1] is used whereby the operator overlap factors are used to identify the spin of

a state. It relies on the observation that each operator used in the calculation carries an
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FIG. 5.2: Histogram plot of the operator overlaps, Z for the ∆ on the a094m358 ensemble,
normalized such that, for a given operator, the largest overlap across all the states is unity. The
overlaps are obtained from a variational analysis across all the operators within a given lattice
irrep, irrespective of the continuum spin from which they are derived. The histogram plot of
each state is accompanied by its energy in lattice units. The asterisks denote the hybrid-type
operators, and the energy levels identified with them.
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essence of the continuum spin of the operator from which it is subduced, and therefore, it

is expected that an operator subduced from, say angular momentum J , has large overlaps

only with states of the same continuum angular momentum J . Positive-parity states

corresponding to the continuum angular momentum J = 5
2

and J = 7
2

will appear in the

spectrum of the Hg and G2g irreps, and of the Hg, G1g and G2g irreps respectively, and

it is expected that the overlaps would be dominated by the operators subduced from the

same continuum operators across those irreps. This is indeed what is observed, as can be

seen in Figure 5.2 for the ∆ spectrum, where the overlaps are obtained from a variational

analysis using all the operators within a given lattice irrep. Further, it is found that the

resulting energies are degenerate, with, for states of spin 5
2

and 7
2
, the energies obtained in

the Hg irrep. being within 1% of the values obtained in the G1g irrep. and, for the case of

spin 7
2
, G1g and G2g irreps.

Rather than applying the variational method to a basis comprising all the operators

within a lattice irrep., a method which employs a more restricted basis of the operators

comprising those within an irrep. derived from a given continuum, J , is applied. In Fig-

ure 5.3, the ∆ spectrum obtained by analyzing all the operators within a given lattice

irrep. is compared with that where the variational method is applied in each lattice irrep.

only to those operators derived from a given continuum spin. The comparison reveals that

there are no significant differences between these two spectra, prompting one to analyze

the operators of each angular momentum separately as this requires calculating the two-

point correlators using a smaller basis of operators at one time. Since the computational

cost of computing the full correlation matrix goes as the square of the operator basis, this

reduces the computational cost significantly.
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FIG. 5.3: Comparison of the low-lying ∆ spectra on the a094m358 ensemble between fitting
only those operators within an irrep. derived from the continuum operators of a given angu-
lar momentum (left), and fitting all the operators within a lattice irrep., irrespective of their
continuum antecedents (right). For the states identified as spin 5

2 and 7
2 , the boxes contain

the energy levels obtained after the subduction onto the different lattice irreps. Energy levels
identified as those of hybrid states are denoted by the green asterisks.

5.5 Stability under variation of Distillation Space

The previous studies of the low-lying baryon spectrum using the implementation of

distillation employed ND = 56 distillation eigenvectors, on a 163 spatial lattice with a '

0.123 fm [8]. With the expected scaling of the number of eigenvectors with physical

volume, it is suggested that as many as 230 eigenvectors might be needed to capture the

same physics on the ensembles employed here, with in excess of three times the physical

spatial volume compared to the previous calculations [1]. In this study, the perambulators

and the baryon elementals are generated encoding the operators for ND = 64 distillation

eigenvectors, and the sensitivity of the extracted spectra to the variation ofND is examined.
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FIG. 5.4: The dependence of the ∆ spectrum in the Hg irrep. on the number of distillation
eigenvectors, ND for the ensemble a094m358 of Table 4.1. The states identified as hybrid
baryons are indicated by the green asterisks.

A study of the various charges of the N , both for a state at rest [100], and nonzero spatial

momentum [101], performed on the same lattices as those employed here, suggests that the

ground state properties can indeed be resolved with this number of eigenvectors. However,

ascertaining the sensitivity of the results for the spectrum and the overlaps of the excited

states is an important prerequisite for subsequent discussions.

In Figure 5.4, the lowest energy levels in the positive-parity Hg irreducible represen-

tation of the ∆ are shown as the number of distillation eigenvectors is reduced down to

ND = 24. While the ground state can indeed reliably be extracted with only a minimal

number of eigenvectors, the lowest five states that are obtained with acceptable uncertain-

ties are consistent only between the ND = 56 and ND = 64 determinations. Since a major

aim of this work is establishing evidence for the properties of the extracted states, as ev-

54



FIG. 5.5: The top, the middle, and the bottom panels show the overlaps of the different
operators within the Hg irreducible representation of the ∆ using the a094m358 ensemble for
ND = 48, 56 and 64, respectively. The energies of the states are given in units of GeV. The
asterisks denote hybrid-type operators and the energy levels associated with them.
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idenced through the operator overlaps, the certainty of whether these features are robust

under the rank of the distillation space is needed. In Figure 5.5, the operator overlaps

corresponding to the energies in Figure 5.4 are shown. As for the case of the energies,

the overlaps, and in particular, the dominant operators corresponding to each state, show

stability between ND = 56 and ND = 64, but with some qualitative differences, notably

in the ordering of the states, for ND = 48. Therefore, ND = 64 is used in the remainder

of this calculation.

5.6 Delta and Nucleon Spectra

The low-lying positive-parity spectra of the ∆ and the N for both the a094m278 and

the a094m358 ensembles using this fitting procedure are shown in Figures 5.6 and 5.7,

respectively. For the spin 5
2

and spin 7
2

energy levels, the splittings between the values

obtained in the Hg and the G2g, and in the Hg, the G2g and the G1g irreps, respectively, are

remarkably small, reflecting theO(a2) breaking of the rotational symmetry, and the smaller

spatial lattice spacing than that used in comparable studies using an anisotropic lattice. As

expected, the quality of the spectrum is somewhat worse at the lighter value of the quark

mass, and the spin identification procedure is less convincing for the highest states in the

N spectrum. The qualitative properties of the spectrum, and in particular the counting of

the states, is consistent with that obtained on the anisotropic lattices at a coarser value of

the spatial lattice spacing, but at a considerably finer value of the temporal lattice spacing.

Notably, the calculation does not exhibit the low-lying Roper resonance, in accord with

calculations using the anisotropic action, and indeed most calculations using a Wilson-

type action. A reliable extraction of the Roper resonance will require the calculation of

the momentum-dependent scattering amplitudes in the manner of Lüscher’s finite volume

method [122] and its extensions. A prerequisite for this is likely the incorporation of
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FIG. 5.6: The low-lying positive-parity ∆ spectrum in lattice units on the a094m278 (left) and
the a094m358 (right) ensembles, using the fitting procedure described in the text. For the states
identified as spin 5

2 and 7
2 , the boxes contain the energy levels obtained after the subduction

onto the different lattice irreps. Energy levels identified as those of hybrid baryons are denoted
by the green asterisks.
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FIG. 5.7: The low-lying positive-parity N spectrum in lattice units on the a094m278 (left) and
the a094m358 (right) ensembles, using the fitting procedure described in the text. For the states
identified as spin 5

2 and 7
2 , the boxes contain the energy levels obtained after the subduction

onto the different lattice irreps. Energy levels identified as those of hybrid baryons are denoted
by the green asterisks.

multi-hadron operators.

5.6.1 Hybrid States

In contrast to the case of the meson spectrum, “exotic” baryons cannot be distin-

guished through their quantum numbers. Therefore, the identification of baryons as “hy-

brid” in nature inevitably involves a degree of interpretation. Here, the hybrid states are

identified as those whose overlap, defined through Eq. (5.6), is dominated by the hybrid-

type operators, which would vanish in absence of gauge fields [1]. For the case of the ∆,

this identification is very apparent, as can be seen in Figure 5.2 for the a094m358 ensemble,

where one hybrid state is found in the J = 1
2

channel and one in J = 3
2

channel. For the N
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spectrum on the a094m358 ensemble, there is clear evidence for the hybrid-baryon states

through the nature of their overlaps, where two states in the J = 1
2

channel, two states in

the J = 3
2

channel, and one state in the J = 5
2

channel are found to be hybrid in nature.

On the a094m278 ensemble, the identification and multiplicities of the hybrid baryons

follow those of the a094m358 ensemble except for the J = 1
2

channel in the N spectrum,

where there is no obvious candidate for a hybrid baryon using the criterion of the operator

overlaps. In spite of this, the multiplicity in both the ∆ and the N spectrum confirm

the findings in the earlier studies using an anisotropic lattice [1], with a multiplicity of

states at least as rich as the quark model, and the presence of the additional states that

appear to be hybrid in nature. A complete treatment of the spectra requires the deter-

mination of the momentum-dependent amplitudes following the method first introduced

by Lüscher [122], and implemented in a number of lattice calculations [123, 124, 125]. In

practice, this approach necessitates the inclusion of multi-hadron operators.

5.7 Comparison with Previous Work

The results are now compared with those of previous work, and in particular, the pre-

vious calculation of the low-lying positive-parity baryon spectrum obtained on the heavier

of the two anisotropic clover lattices employed in Ref. [1]. To facilitate this comparison,

the excitation energies are considered with respect to the ground state nucleon energy, in

units of the Ω mass, a quantity that is somewhat insensitive to the light-quark masses.

In Figures 5.8 and 5.9, the comparison among these lattices for the J = 1
2

and J = 3
2

channels for the ∆ and the N are shown respectively. Also shown are the lowest-lying

non-interacting two-particle energy levels.

A notable feature of most of the states for both the ∆ and the N is that the splitting

with respect to the ground state nucleon energy shows only a weak dependence on the
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FIG. 5.8: The left and right panels show the excitation energies for the ∆ with respect to the
ground state nucleon on each of the lattices studied here, vs. m2

π, together with the correspond-
ing result from Ref. [1], for the J = 1

2 and the J = 3
2 channels respectively. The excitation

energies at the right-most side in both the panels are from Ref. [1]. The Ω mass is used to set the
scale. The higher excited states are displaced for clarity. The multi-hadron energy thresholds,
N(0)π(0)π(0) and N(1)π(−1) are identified by horizontal dashes, where N and π are denoted
by their spatial momenta as their arguments, in units of 2π

aL , where L is the spatial extent of
the lattice, and a is the lattice spacing.
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FIG. 5.9: The left and right panels show the excitation energies for the N with respect to the
ground state nucleon on each of the lattices studied here, vs. m2

π, together with the correspond-
ing result from Ref. [1], for the J = 1

2 and the J = 3
2 channels respectively. The excitation

energies at the right-most side in both the panels are from Ref. [1]. The Ω mass is used to set the
scale. The higher excited states are displaced for clarity. The multi-hadron energy thresholds,
N(0)π(0)π(0) and N(1)π(−1) are identified by horizontal dashes, where N and π are denoted
by their spatial momenta as their arguments, in units of 2π

aL , where L is the spatial extent of
the lattice, and a is the lattice spacing.
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quark masses, while the energies of the non-interacting two-particle states exhibit a far

stronger dependence. This suggests that predominantly the “single-hadron” states are

observed rather than the multi-hadron states, and this leads to the assertion that the three-

quark operators used in this study couple only weakly to the multi-hadron states. These

observations are more prominent for the hybrid baryons whose energies, with respect to the

ground state nucleon energy, remain more or less the same irrespective of the quark masses.

However, there is one qualification to this observation, namely that the first excited state

energy seen in the N
1
2 channel exhibits a stronger dependence on the light-quark masses,

and is indeed consistent with that of N(0)π(0)π(0) and N(1)π(−1) multi-hadron states,

where N and π are denoted by their spatial momenta as their arguments, in units of 2π
aL

,

where L is the spatial extent of the lattice, and a is the lattice spacing. The behavior

of the N
1
2 channel emphasises the need to apply the full panoply of the Lüscher’s finite

volume method [122] as one proceeds to lower values of the light-quark masses.

A focus of this study is whether the identification of the hybrid baryons is robust.

In Figures 5.10 and 5.11, the overlap distributions of the dominant operators for each of

the states of all the three ensembles for J = 3
2

in the case of the ∆, and for J = 1
2

in

the case of the N are shown. For the ∆, the hybrid baryon in each of the ensembles has

almost identical overlap distribution across the operators, with the hybrid operator having

the predominant overlap. The ground states also have a comparable distribution across

the three ensembles, though the work here includes an additional operator whose orbital

structure is of the form D
[2]
L=0,S that can be interpreted as an operator of additional width

with respect to the S-type orbital, D
[0]
L=0,S, and therefore of the same orbital structure.

For the case of the N , the identification and ordering of the hybrid baryons is compa-

rable between the heavier a094m358 ensemble and the anisotropic ensemble, but for the

lighter a094m278 ensemble, that identification is less obvious in spite of having significant

overlaps from the hybrid operators. As in the case of the ∆, there is consistency in the
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FIG. 5.10: The top, the middle, and the bottom panels show the overlaps of the different
operators within the channel J = 3

2 of the ∆ for the ensembles a094m278, a094m358 and
from [1] respectively. The energies of the states are given in the units of GeV. The green
asterisks denote the hybrid-type operators, and the energy levels identified with them.

63



FIG. 5.11: The top, the middle, and the bottom panels show the overlaps of the different
operators within the channel J = 1

2 of the N for the ensembles a094m278, a094m358 and
from [1] respectively. The energies of the states are given in the units of GeV. The green
asterisks denote the hybrid-type operators, and the energy levels identified with them.
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overlaps for the ground state and the first two excited states across all three ensembles.

The technique of identifying hybrid baryons in the lattice calculations performed on

the ensembles a094m358 and a094m278, and in [1] involves obtaining operator overlap

distributions which largely depend on the operators themselves. In the lattice calcula-

tions performed in this project, the hybrid baryons are found to be consistent with [1]

despite having different pion masses, action, and lattice spacing. This confirms that the

hybrid-type states are indeed key features of the ∆ and N spectra on the lattice. For the

ensemble a094m278, the N spectra do not show clear identifications of hybrid baryons.

This reiterates the necessity of the treatment of N spectra on lattices with lighter pion

mass to a greater extent, involving momentum-dependent amplitudes.
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CHAPTER 6

Gluon PDF Calculation

6.1 Theoretical Background

6.1.1 Matrix Elements

To access the unpolarized gluon PDF, the required matrix elements are constructed

for the spin-averaged nucleon with the operators composed of two gluonic fields connected

by a Wilson line. The general form of the matrix elements is

Mµα;λβ(z, p) ≡ 〈p|Gµα(z)W [z, 0]Gλβ(0) |p〉 . (6.1)

Here, zµ is the separation between the gluonic fields, pµ is the 4-momentum of the nucleon,

W [z, 0] is the standard straight-line Wilson line in the adjoint representation,

W [a, b] = P exp
{
igs

∫ 1

0

dη (a− b)µÃµ
(
ηa+ (1− η)b

)}
, (6.2)
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where P indicates that the integral is path ordered. The matrix elements can be decom-

posed into the invariant amplitudes, Mpp, Mzz, Mzp, Mpz, Mppzz and Mgg using the

four-vectors, pµ and zµ, and the metric tensor gµν [70],

Mµα;λβ(z, p) = (gµλpαpβ − gµβpαpλ − gαλpµpβ + gαβpµpλ)Mpp

+ (gµλzαzβ − gµβzαzλ − gαλzµzβ + gαβzµzλ)Mzz

+ (gµλzαpβ − gµβzαpλ − gαλzµpβ + gαβzµpλ)Mzp

+ (gµλpαzβ − gµβpαzλ − gαλpµzβ + gαβpµzλ)Mpz

+ (pµzα − pαzµ) (pλzβ − pβzλ)Mppzz + (gµλgαβ − gµβgαλ)Mgg . (6.3)

The light-cone gluon distribution is obtained from

gαβM+α;β+(z−, p) = −2p2
+Mpp(ν, 0) , (6.4)

where z is taken in the light-cone “minus” direction, z = z−, and p+ is the momentum in

the light-cone “plus” direction. The PDF is determined by the Mpp amplitude,

−Mpp(ν, 0) =
1

2

∫ 1

−1

dx e−ixν x g(x) . (6.5)

The density of the momentum carried by the gluons, G(x) = x g(x) is the natural

quantity in this definition of the gluon PDF, rather than g(x). The field-strength tensor

Gµα is antisymmetric with respect to its indices and g−− = 0, so the left-hand side of

Eq. (6.4) reduces to a summation over the transverse indices i, j = x, y; perpendicular to

the direction of the separation between the two gluonic fields. The matrix element Mti;it

decomposes into the invariant amplitudes [70]

Mti;it = 2 p2
0Mpp + 2Mgg , (6.6)
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where Mgg is a contamination term which can be removed using the matrix element [70]

Mji;ij = 〈p|Gji(z)W [z, 0]Gij(0) |p〉 = −2Mgg . (6.7)

Thus, the proper combination of the matrix elements to extract the twist-2 invariant

amplitude Mpp is

Mti;it +Mji;ij = 2p2
0Mpp . (6.8)

For the spatially separated fields, the gauge link operator has extra ultraviolet di-

vergences not present for the light-like-separated fields. The combination of the matrix

elements Mti;it is multiplicatively renormalizable [126] and, because of the antisymmetry

of the gluonic fields, the combination Mji;ij can be written as

Mji;ij = 2 〈p|Gyx(z)W [z, 0]Gxy(0) |p〉 , (6.9)

which contains only one set of indices {µα;λβ}, making explicit the fact that this matrix

element is multiplicatively renormalizable too [127]. Furthermore, both Mti;it and Mji;ij

have the same one-loop UV anomalous dimension [70], making the whole combination in

Eq. (6.8) multiplicatively renormalizable at the one-loop level, at least.

6.1.2 Reduced Matrix Elements

The extended gluonic operator has additional link-related ultraviolet (UV) divergences

which are multiplicatively renormalizable [128, 129, 130]. These UV divergences can be

canceled by taking the appropriate ratios. The combination of the matrix elements from

Eq. (6.8) is denoted by M(ν, z2) for the rest of this discussion. The ratio [71] of this
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combination to its rest-frame value is taken, keeping the field separation the same. This

ratio cancels out the ν-independent UV factor Z(z2/a2), making the ratio UV-finite. The

kinematic factors remaining in the ratio can be removed by taking the ratio of the nonzero

field-separated to the zero field-separated matrix elements, at fixed Ioffe-time, in both the

numerator and the denominator [73]. The resulting reduced matrix element, the reduced

pseudo-ITD, can be written as

M(ν, z2) =

(
M(ν, z2)

M(ν, 0)|z=0

)
/

(
M(0, z2)|p=0

M(0, 0)|p=0,z=0

)
. (6.10)

By taking the ratio, the z2-dependent, but ν-independent, non-perturbative factors that

M(ν, z2) may contain are also eliminated. The residual polynomial “higher twist” depen-

dence on z2, if visible, should be explicitly fitted to separate it from the twist-2 contribu-

tion.

6.1.3 Position-space Matching

The reduced pseudo-ITD has a logarithmic z2 dependence. The reduced pseudo-ITD,

M(ν, z2), is related to the gluon and singlet quark light-cone ITD, Ig(ν, µ2) and IS(ν, µ2)

in the MS scheme through the short distance factorization relationship with z2 as the hard

scale. Here, Ig(ν, µ2) is related to the gluon PDF, g(x, µ2), by

Ig(ν, µ2) =
1

2

∫ 1

−1

dx eixν x g(x, µ2) . (6.11)

The product x g(x, µ2) is an even function of x, so the real part of Ig(ν, µ2) is given

by the cosine transform of x g(x, µ2), while its imaginary part vanishes. Neglecting the

higher twist terms Mzz, Mzp, Mpz, Mppzz, and keeping just the Mpp term, the one-loop
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matching relation becomes [70, 131]

M(ν, z2) =
Ig(ν, µ2)

Ig(0, µ2)
− αsNc

2π

∫ 1

0

du
Ig(uν, µ2)

Ig(0, µ2)

×

{
ln

(
z2µ2e2γE

4

)
Bgg(u) + 4

[
u+ ln(ū)

ū

]
+

+
2

3

[
1− u3

]
+

}

− αsCF
2π

ln

(
z2µ2e2γE

4

) ∫ 1

0

dw
IS(wν, µ2)

Ig(0, µ2)
Bgq(w) . (6.12)

The singlet quark Ioffe-time distribution IS(ν, µ2) is related to the singlet quark distribu-

tion, summed over the quark flavors. The Altarelli-Parisi kernel, Bgg(u), is given by

Bgg(u) = 2

[
(1− uū)2

1− u

]
+

, (6.13)

and the quark-gluon mixing kernel is given by

Bgq(w) =
[
1 + (1− w)2

]
+
, (6.14)

where the plus-prescription is

∫ 1

0

du
[
f(u)

]
+
g(u) =

∫ 1

0

du f(u)
[
g(u)− g(1)

]
, (6.15)

and ū ≡ (1 − u). Here, γE is the Euler–Mascheroni constant and CF is the quadratic

Casimir operator in the fundamental representation. Determining the singlet quark Ioffe-

time distribution requires evaluation of the disconnected diagrams, which involves the

computationally demanding calculation of the trace of the all-to-all quark propagator [132],

but these are expected to contribute only a little to the matching. The quark-gluon mixing

is neglected in this calculation, making the matching relation,
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M(ν, z2) =
Ig(ν, µ2)

Ig(0, µ2)
− αsNc

2π

∫ 1

0

du
Ig(uν, µ2)

Ig(0, µ2)

×

{
ln

(
z2µ2e2γE

4

)
Bgg(u) + 4

[
u+ ln(ū)

ū

]
+

+
2

3

[
1− u3

]
+

}
.

(6.16)

This matching relation in Eq. (6.16) is utilized to extract the gluon light-cone ITD, and

in turn the gluon PDF from the reduced pseudo-ITD.

6.2 Computational Framework

The lattice calculation of the unpolarized gluon PDF is performed on the ensemble

a094m358. The calculation is performed on all the 64 temporal sources over 349 gauge

configurations, where each configuration is separated from the next configuration by 10

HMC trajectories. The details of the ensemble, a094m358 are tabulated in Table 4.1.

6.2.1 Gluonic Current Calculation

The gluonic currents, inserted into the nucleon to calculate the matrix elements, are

not connected to the nucleon state by any quark propagator, so the currents are largely

decoupled from the nucleon part of the calculation itself. As a result, on the lattice, the

gluonic currents and the nucleon two-point correlators can be calculated separately. They

are combined to obtain the three-point correlators from which the matrix elements are

extracted. On the lattice, the gluonic current can be written with the Wilson line in the

fundamental representation as

O(Gµα, Gλβ, z) ≡ Gµα(z) U(z, 0) Gλβ(0) U(0, z) . (6.17)
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FIG. 6.1: Graphical representation of the gluonic current, O(Gµα, Gλβ , z). The rectangles on
both the sides represent the field-strength tensors and the lines connecting them represent the
Wilson lines on the lattice.

The field-strength tensor can be expressed in terms of the (1 × 1) plaquette, U
(1×1)
µ,ν ,

as [133]

−i
2

[
U (1×1)
µ,ν − U (1×1)†

µ,ν − 1

3
Tr
(
U (1×1)
µ,ν − U (1×1)†

µ,ν

)]
= gsa

2
[
Gµν +O(a2) +O(g2

sa
2)
]
,

(6.18)

where a is the lattice spacing, β = 6/g2
s and Uµ,ν is given in Eq. (3.22). One-third of

the trace is subtracted here to enforce the traceless property of the Gell-Mann matrices.

The (1 × 1) plaquette is defined as the product of the link variables forming a (1 × 1)

loop on the lattice. To reduce statistical fluctuations, the average of the four possible

plaquettes that can be constructed by changing the signs of µ and ν is taken. A graphical

representation of the gluonic current on the lattice is shown in Figure 6.1. The gluonic

currents O(Gti, Git, z) and O(Gji, Gij, z) are combined to calculate Mpp .

As the lattice calculation is performed in Euclidean space, and the PDF is to be

extracted in Minkowskian space, it is imperative to check whether any sign change is to

be accounted for when the conversion from the Euclidean to the Minkowskian space is

done. Now, to contract the indices of the two field strength tensors Gµν of the gluonic

current, one field strength tensor has to be in the covariant form and the other one in

the contravariant form. In Euclidean space, these two forms are identical as the metric

tensor in this space is a simple identity. But, in the Minkowskian space, the elements of
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the covariant and the contravariant forms might differ in sign due to the nontrivial metric

tensor in this space.

The field strength tensor is a rank-2 tensor, so it can be represented by a 2-D matrix.

The covariant field strength tensor in the Minkowskian space can be written in the matrix

form

[Gµν ]M =



0 Gtx Gty Gtz

Gxt 0 Gxy Gxz

Gyt Gyx 0 Gyz

Gzt Gzx Gzy 0


M

. (6.19)

Here, the subscript, M stands for Minkowskian. Now, the contravariant field strength

tensor in the Minkowskian space is

[Gµν ]M = [gµρGρσ g
σν ]M

=



1 0 0 0

0 −1 0 0

0 0 −1 0

0 0 0 −1





0 Gtx Gty Gtz

Gxt 0 Gxy Gxz

Gyt Gyx 0 Gyz

Gzt Gzx Gzy 0


M



1 0 0 0

0 −1 0 0

0 0 −1 0

0 0 0 −1



=



1 0 0 0

0 −1 0 0

0 0 −1 0

0 0 0 −1





0 −Gtx −Gty −Gtz

Gxt 0 −Gxy −Gxz

Gyt −Gyx 0 −Gyz

Gzt −Gzx −Gzy 0


, (6.20)

yielding
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[Gµν ]M =



0 Gtx Gty Gtz

Gxt 0 Gxy Gxz

Gyt Gyx 0 Gyz

Gzt Gzx Gzy 0


M

=



0 −Gtx −Gty −Gtz

−Gxt 0 Gxy Gxz

−Gyt Gyx 0 Gyz

−Gzt Gzx Gzy 0


M

. (6.21)

As a result, the sign changes between the covariant and the contravariant forms of the tx

and ty components of the field strength tensor in the Minkowskian space. But for the xy

component, the sign remains the same. The contractions of indices produce these relations

between the Minkowskian and the Euclidean quantities:

[
GtxG

xt
]
M

= (−1) [GtxGxt]E ,
[
GtyG

yt
]
M

= (−1) [GtyGyt]E ,

[GxyG
yx]M = [GxyGyx]E . (6.22)

Here, the subscript E stands for the Euclidean quantities. As there are no differences

between the covariant and the contravariant form of tensors in the Euclidean space, all

the indices of the Euclidean quantities are placed as subscripts. These sign changes are

incorporated in the gluonic current, making the total current

Og(z) = Gji(z)U(z, 0)Gij(0)U(0, z)− Gti(z)U(z, 0)Git(0)U(0, z) . (6.23)

6.2.2 Gradient Flow

The gauge fields are modified by the gradient flow [134, 135, 136] in this calculation

to reduce the ultraviolet fluctuations and improve the signal-to-noise ratio for the gluon

observables. To implement this technique, the flowed gauge field, Bµ(τ, x), is defined by
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following the procedure [134],

Ḃµ = DνGνµ, Dµ = ∂µ + [Bµ, · ] ,

Gµν = ∂µBν − ∂νBµ + [Bµ, Bν ] , (6.24)

where the flowed gauge field is subjected to the boundary condition Bµ(τ = 0, x) = Aµ(x).

Here τ is the flow time and differentiation with respect to τ is abbreviated by a dot.

The flow equation of the gauge field is a diffusion equation and the evolution operator in

the momentum space acts as a UV regulator for τ > 0. As a result, the gradient flow

exponentially suppresses the UV field fluctuations, which corresponds to smearing out the

original degrees of freedom in the coordinate space. The operators constructed using the

flowed gauge fields with the positive flow time are expected to recover the correct physics

at flow times smaller than the hadronic scale.

On the lattice, the gradient flow is implemented by defining the flowed link variable,

Vµ(τ, n) as [134]

V̇µ(τ, n) = −g2
0{∂n,µS(Vµ(τ, n))}Vµ(τ, n) , (6.25)

where g0 is the bare coupling, S(Vµ(τ, n)) is the flowed action, Vµ(τ = 0, n) has the

boundary condition of being equal to the link variable, Uµ(n), and ∂n,µ stands for the

natural su(3)-valued differential operator with respect to Vµ(τ, n).

The Lie algebra su(3) of SU(3) is identified with the linear space of all the anti-

hermitian traceless 3×3 matrices. With respect to a basis T a, a = 1, 2, · · · 8 of such

matrices, the elements X ∈ su(3) are given by X = XaT a with real components Xa, while

the repeated group indices are summed over. On the lattice, the link differential operators

acting on a function, f(U) of the gauge field are
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∂an,µf(U) =
d

ds
f
(
esXU

)∣∣∣∣
s=0

, X(y, ν) =


T a, if(y, ν) = (n, µ),

0, otherwise .

(6.26)

The combination, ∂n,µf(U) = T a∂an,µf(U) is basis-independent. The action, S(Vµ(τ, n)) is

a monotonically decreasing function of τ , and the gradient flow corresponds to a continuous

stout-link smearing procedure [98].

Unimproved Wilson flow is used to calculate the gluonic currents with the flow times

from τ = a2 to τ = 3.8a2. The double ratio of Eq. (6.10) is constructed using the flowed

matrix elements, which further reduces the UV fluctuations and suppresses the flow time

dependence. The residual τ -dependence is removed by fitting the flowed reduced matrix

elements to an appropriate functional form which, in turn, gives the reduced pseudo-ITD

at the zero flow time.

6.2.3 Nucleon Two-point Correlator

To construct the nucleon two-point correlators that enter into the calculation of the

gluon PDF, distillation [96] is used as the quark-smearing technique. In motion, to in-

crease the overlap of the interpolating operators onto the low-lying states, momentum

smearing [101] is applied.

For the nucleon at rest on the lattice, only interpolating operators within the irrep.

G1g need be considered, because the states with continuum spin 1
2
, such as the ground

state nucleon, are subduced onto this irrep. At the nonzero spatial momenta, the OD
h

group breaks further into little groups that depend on the direction of the boost. Only

boosts along the z direction are considered in this calculation, so the associated little group

is the order-16 dicyclic group or Dic4.

The construction of the operators for the states at rest is discussed in section 5.1.
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The choice of the interpolators for the nucleon at rest are tabulated as the first row in

Table 6.1, using the spectroscopic notation described in section 5.1. For the construction

of the three-point correlators needed for the unpolarized gluon distributions, the sum of

the spin = +1
2

and spin = -1
2

nucleon two-point correlators are taken.

For the case of the correlation functions at the nonzero spatial momentum, parity

is no longer a good quantum number and the operators are classified according to their

helicity. Therefore the operators corresponding both to higher spin, and to negative parity

are included in the basis within the little group Dic4. The direction of the momenta is also

chosen to be in the same direction of the polarization to ensure longitudinal polarization.

The unpolarized gluon PDF is accessed by taking the sum of helicity = +1
2

and helicity

= -1
2

nucleon two-point correlators. The choice of the interpolators is tabulated as the

second row in Table 6.1.

Spatial momentum Interpolators

p = 0 N 2SS
1
2

+
, N 2SM

1
2

+
, N 4DM

1
2

+
,

N 2PA
1
2

+
, N 4P ∗M

1
2

+
, N 2P ∗M

1
2

+

p 6= 0 N 2PM
1
2

−
, N 2PM

3
2

−
, N 4PM

1
2

−
,

N 4PM
3
2

−
, N 4PM

5
2

−
, N 2SS

1
2

+
,

N 2SM
1
2

+
, N 2P ∗M

1
2

+
, N 4P ∗M

1
2

+

TABLE 6.1: Nucleon interpolators used in the calculation to

construct the two-point correlators. The interpolators with as-

terisk (*) on them are hybrid in nature.
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6.3 Variational Analysis

To check whether the two-point correlators give the expected results, the associated

principal correlators are investigated and the energy spectra are extracted from them by

performing variational analyses for the nucleon at rest in the G1g channel and for all the

boosted frames in the Dic4 little group with the interpolators in Table 6.1.

In the fitting procedure, the principal correlators are required to be dominated by

the leading exponential. Thus, in each of the fits, t0 is chosen such that an acceptable

χ2/d.o.f. is obtained, that the value of An is small, typically less than 0.1 for each principal

correlator.

In Figure 6.2 and 6.3, fits to the leading principal correlators for the nucleon subduced

onto the little group Dic4 for p = 2 × 2π
aL

= 0.82 GeV, and p = 6 × 2π
aL

= 2.46 GeV are

shown respectively. For each panel, the blue band is the reconstruction from the fitted

parameters. The approach of the plateaux close to unity at large times is indicative of

the small value of An in the fits, and the small contribution of the other states to each

principal correlator.

In Figure 6.4, the ground state nucleon energy extracted using the variational analysis

is plotted with respect to the spatial momentum, together with the expectations from the

continuum dispersion relation

E0(p) =
√
E2

0(0) + |p|2 . (6.27)

Here, the black points are the states at the lower momenta where momentum smearing

is not implemented, and the red points are the states where momentum smearing is im-

plemented as described in section 4.2. All the states are in excellent agreement with the

continuum dispersion relation, the solid green line suggesting that at the lower momenta,

the interpolating operators have significant overlap onto the ground state of the nucleon.
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At the higher momenta, adding a phase to the distillation eigenvectors with ζ = 22π
L

results

in a significant increase in the overlap of the interpolators onto the lowest-lying states in

motion.

FIG. 6.2: Fits to the principal correlators for the nucleon with p = 2 × 2π
aL = 0.82 GeV,

subduced onto the little group, Dic4, on the ensemble a094m358, for t0 = 5. The plots show
λn(t, t0) eEn(t−t0) data on the y axes and the lattice time slices on the x axes; the blue bands
are the two-exponential fits as described in the text. The top, middle and bottom panels show
the principal correlators for the ground state, the first excited state and the second excited
state respectively. In each panel, the energy corresponding to the leading exponential state is
labelled by En.
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FIG. 6.3: Fits to the principal correlators for the nucleon with p = 6 × 2π
aL = 2.46 GeV,

subduced onto the little group, Dic4, on the ensemble a094m358, for t0 = 6. The plots show
λn(t, t0) eEn(t−t0) data on the y axes and the lattice time slices on the x axes; the blue bands
are the two-exponential fits as described in the text. The top, middle and bottom panels show
the principal correlators for the ground state, the first excited state and the second excited
state respectively. In each panel, the energy corresponding to the leading exponential state is
labelled by En.
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FIG. 6.4: The ground state nucleon dispersion relation on the ensemble a094m358, the solid
green line being the continuum dispersion relation. Energies without phasing are in black and
energies with phasing are in red.

6.4 Matrix Element Extraction

6.4.1 Three-point Correlator

The matrix elements are calculated by first computing the three-point correlators by

inserting the gluonic currents between the source and the sink of the two-point correlators.

The three-point correlator can be expressed as

〈C3pt(t, tg)〉 = 〈0|T {ON(t)Og(tg)ON(0)}|0〉 , (6.28)
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where ON and ON are the interpolators and t is the source-sink separation. The 〈. . . 〉 on

the left indicates the ensemble average and T {. . . } stands for the time-ordered product.

The three-point correlator can be rewritten as

C3pt(t, tg) =
(
C2pt(t)−

〈
C2pt(t)

〉)(
Og(tg)− 〈Og(tg)〉

)
, (6.29)

where C2pt(t) is the nucleon two-point correlator with the source-sink separation t in lattice

units and tg is the time slice on which the gluonic current is inserted.

6.4.2 sGEVP Method

To extract the matrix elements from the three-point correlators, a combination of

the summation method [137] and the GEVP [8] method, the sGEVP method [99, 138] is

implemented. In this technique, the summed three-point correlators are constructed by

summing over the three-point correlators that have the same source-sink separations, but

the gluonic currents inserted at different time slices between the source and sink. To avoid

contact contributions, the three-point correlators which have gluonic currents inserted at

the source time slice or sink time slice themselves, are excluded. In this way, the summed

three-point correlators are calculated for different interpolator combinations at the source

and the sink:

Cs
3pt(tsrc, tsnk) =

(tsnk−1)∑
tg=(tsrc+1)

C2pt(tsrc, tsnk) Og(tg) . (6.30)

Here, tsrc and tsnk are the lattice time slices where the source and the sink are,

respectively. The label “s” stands for summed. To illustrate the sGEVP method, let us
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consider two sets of interpolators,

Oi(t) = O(A)
i (t) , i = 1, 2, . . . Nn

Oi+Nn(t) = O(B)
i (t) , i = 1, 2, . . . Nn . (6.31)

Let us define a small parameter ε = exp (− (ENn+1 − ENn) t0) which becomes small for

large t0. Expanding the path integral to the first order in ε, the combined 2Nn × 2Nn

matrix of the two-point correlators from these interpolators can be written in the simple

block structure

C(t, ε) =

[
C2pt(t) ε Cs

3pt(t)

ε Cs†
3pt(t) C2pt(t)

]
+O(ε2) . (6.32)

Here, by setting C(A) = C(B) = C2pt, the 2Nn × 2Nn GEVP equation

C(t, ε)ρn(t, t0, ε) = λn(t, t0, ε)C(t0, ε)ρn(t, t0, ε) , (6.33)

can be rewritten into its components

[
C2pt(t)± εCs

3pt(t)
]
u±n (t, t0, ε) = λ±n (t, t0, ε)

[
C2pt(t0)± εCs

3pt(t0)
]
u±n (t, t0, ε) , (6.34)

where

ρ±n =
1√
2

(
u±n

±u±n

)
. (6.35)

Taking the small ε limit, the summed three-point correlators can be treated as a perturba-

tion. By expanding the GEVP equation in ε, the effective matrix element can be expressed

as [99]
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Meff,s
nn (t, t0) = −∂t


∣∣∣(un, [Cs

3pt(t)λ
−1
n (t, t0) − Cs

3pt(t0)
]
un

)∣∣∣(
un, C2pt(t0)un

)
 . (6.36)

Here,

(un, C2pt(t0)un) ≡ u†n
(
C2pt(t0)un

)
. (6.37)

In the small ε limit, un and λn(t, t0) become the generalized eigenvector and the principal

correlator of the generalized eigenvalue problem for the two-point correlator matrix:

C2pt(t)un(t, t0) = λn(t, t0)C2pt(t0)un(t, t0) . (6.38)

The generalized eigenvector, un, satisfies the orthogonality condition

u†n′(t, t0)C2pt(t0)un(t, t0) = δnn′ . (6.39)

In the GEVP method, the two-point correlator matrix is rotated to be diagonal in the

generalized eigenvector space, eliminating the excited state contributions significantly. In

the sGEVP method, the summed three-point correlator matrix is rotated with the same

angle by which the two-point correlator matrix is rotated to be diagonal. This rotation

suppresses the excited state contributions in the summed three-point correlators too. As

the orthogonality of the generalized eigenvectors are defined with respect to t = t0, the

ratio of the C3pt(t) matrix to the principal correlator matrix, λn(t, t0) is ill-defined at t = t0.

To avoid this issue, C3pt(t0) is subtracted from the ratio for all t.

From degenerate perturbation theory, it is known that the matrix element is the first

derivative of the energy with respect to the perturbation taken in the ε → 0 limit. The
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effective energy is given in terms of the principal correlator [139],

Eeff
n (t, t0, ε) = −∂t log(λn(t, t0, ε)) . (6.40)

So, the effective matrix element can be expressed as

Meff,s
nn (t, t0) ≡ d

dε
Eeff

n (t, t0, ε)

∣∣∣∣
ε=0

= Mnn +O
(
∆ENn+1,n t exp(−∆ENn+1,n t)

)
. (6.41)

Here, Nn is the total number of states. Now, in GEVP method, if the matrix element have

a current insertion such that the temporal separation between the source and the current

insertion, t1 and the temporal separation between the source and the current insertion,

t2 are the same, i.e. t1 = t2, then the the systematic error for matrix elements decays as

O
(
e−

∆E t
2

)
where t is the source-sink separation [99]. On the other hand, for the sGEVP

method, the systematic error decays as O
(
∆E t e−∆E t

)
. Comparing these two decays it

can be seen that for the sGEVP method, the systematic error decays much faster than it

decays for the GEVP method for all t. Especially in the asymptotic region ∆E t� 1, the

sGEVP method requires approximately half the total temporal separation for the same

size systematic correction compared with the GEVP method. This allows one to access

the matrix elements at a much smaller temporal separation than would be possible in the

GEVP method. This is crucial for hadron structure calculations since the signals tend

to be heavily contaminated by noise as the temporal separation is increased. In fact, the

gluonic matrix elements contain more noise compared to matrix elements in other hadronic

structure calculations. The sGEVP method utilizes the lowest-lying spectra, conveniently

calculated using distillation, by rotating the three-point correlator matrix by a suitable

angle, removing much of the excited state contaminations, and therefore performs better
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than the summation method [137], which involves only the ground state nucleon.

In principle, increasing the number of states, Nn, in the sGEVP analysis should lead

to a larger ∆E, which enables the matrix elements to be extracted from even smaller

temporal separations. This, however, also increases the computational cost, because the

Nn ×Nn correlator matrix needs to be constructed, and makes solving the GEVP for the

nucleon two-point correlator matrix more challenging.

6.4.3 Bare Matrix Elements

The calculation of the gluon PDF involves the extraction of the matrix elements for

the gluonic currents flowed by multiple flow times, multiple nucleon momenta and multiple

separations between the gluonic fields. The calculation is performed for the flow times,

τ/a2 = 1.0, 1.4, 1.8, 2.2, 2.6, 3.0, 3.4 and 3.8 . For each flow time, the matrix elements

for the ground state of the nucleon are calculated for the lattice spatial momenta, p = 2πl
aL

where l = 0 to 6, and for the field separations, z = s a where s = 0 to 6, and a is the

lattice spacing. The effective matrix elements Meff,s(t, τ, p, z) are extracted for each flow

time, nucleon momentum and field separation using Eq. (6.36).

To choose the optimal set of interpolators for the construction of the matrix elements,

the operator overlaps of the nucleon ground state are examined. The interpolators which

have significant overlap onto the ground state should be crucial for the sGEVP method. In

Figure 6.5, the overlap distributions of the operators onto the ground state of the nucleon

for the momenta, p = {1, 5} × 2π
aL

= 0.41 GeV, 2.05 GeV are shown.

From Figure 6.5 it’s evident that the two hybrid-type interpolators have large overlaps

onto the ground state, along with the local interpolator with the zero orbital angular

momentum. This shows that the ground state nucleon has a significant hybrid component

in addition to the predominant valence qqq component. Three sets of interpolators are
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FIG. 6.5: Overlap of the operators onto the ground state of the nucleon for different momenta.
The overlap distribution on the left is for the nucleon momentum, p = 1× 2π

aL = 0.41GeV, and
on the right is for the nucleon momentum, p = 5 × 2π

aL = 2.05GeV. The asterisks denote the
hybrid-type interpolators.

formed, and the associated matrix elements are calculated and compared. In the first set

of interpolators, all the interpolators in Table 6.1 are used in the construction of the matrix

elements. This set is labeled as “model-A”. Another set of interpolators is constructed

including the local interpolator and the two hybrid interpolators, labeled as “model-B”.

And in “model-C”, only the local interpolator is considered.

In Figure 6.6, a comparison among the matrix elements calculated from these models

is shown for two different flow times, field separations, and nucleon momenta. The matrix

elements from model-A and model-B closely follow the same pattern. This is expected as

from Figure 6.5, it is clear that the ground state of the nucleon is mostly composed of the

interpolators in model-B. The interpolators that are not included in model-B, but exist in

model-A, have small contributions to the ground state. A little deviation of the matrix
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elements from model-B can be seen at higher nucleon momentum and field separation,

due to the inclusion of more interpolators in model-A. The matrix elements from model-

C reach plateaux of lower values, at higher source-sink separations, as there is only the

local interpolator in this model, making the quantity, ∆ENn+1,n of Eq. (6.41) quite small,

resulting in only the partial removal of the excited state contributions comparing with the

other two models.

Model Interpolators

A All the interpolators from Table 6.1

B N 2SS
1
2

+
, N 4P ∗M

1
2

+
, N 2P ∗M

1
2

+

C N 2SS
1
2

+

TABLE 6.2: Nucleon interpolators of the models

to construct the matrix elements. The interpola-

tors with asterisk (*) on them are hybrid in nature.

Although model-B gives a quite satisfactory result, the most computationally expen-

sive part of the calculation, the construction of the nucleon two-point correlators is already

done for the interpolators of model-A. So, the calculation of the unpolarized gluon PDF is

done using the matrix elements calculated from model-A. For future projects, where the

calculation would be done with higher statistics, the computational cost may be lowered

by constructing the nucleon two-point correlators for the interpolators from model-B only,

without compromising the quality of the matrix elements.
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FIG. 6.6: Comparing the matrix elements calculated using the sGEVP method for different
sets of interpolators. Model-A consists of all the interpolators in Table 6.1, model-B consists of
the local interpolator and the two hybrid interpolators, and model-C consists of only the local
interpolator. The panel on the left shows the matrix elements for the flow time, τ = 2.2 in
lattice units, the field separation, z = 2 a = 0.188 fm and the nucleon momentum, p = 1× 2π

aL
= 0.41 GeV. On the right panel, there are the matrix elements for the flow time, τ = 1.8 in
lattice units, the field separation, z = 4 a = 0.376 fm and the nucleon momentum, p = 5× 2π

aL
= 2.05 GeV. The matrix elements of model-B and model-C are shifted rightward for better
visualization.

6.4.4 Autocorrelation of the Matrix Elements

To check whether the bare matrix elements extracted from the different gauge config-

urations are correlated or not, the associated integrated autocorrelation time is calculated

for each source-sink separation. The integrated autocorrelation time is a measure of how

efficiently the Monte Carlo algorithm can be implemented to calculate the desired quantity.

In this calculation, each gauge configuration is separated from the next gauge configura-

tion by 10 HMC trajectories. Calculation of the integrated autocorrelation time for a

given quantity will indicate whether this separation of 10 HMC trajectories is sufficient

to remove autocorrelations between configurations for that quantity. The method of the

calculation follows the procedure described in [140].
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Let us assume that the object is to be calculated on the lattice is

F ≡ f(A1, A2, A3, . . . ) ≡ f(Aα) . (6.42)

where A1, A2, A3, . . . are the primary observables. The Monte Carlo estimate of the pri-

mary observables are aiα, and for each observable, there are i = 1, 2, 3, . . . , Nu successive

estimates separated by a fixed number of HMC updates. It is assumed that the Markov

chain has been equilibrated before recording data beginning with i = 1. The autocorrela-

tion function, Γαβ can be defined as [141]

Γαβ(r) =
〈
(aiα − Aα)(ai+rβ − Aβ)

〉
. (6.43)

This autocorrelation function correlates the deviation of the i’th estimate for Aα with

the deviation for the variable β after performing r ≥ 0 updates. The 〈. . . 〉 indicates the

ensemble average. It is useful to define, Γαβ(−r) = Γβα(r). Now, the primary observable,

Aα can be estimated as

aα =
1

Nu

Nu∑
i=1

aiα . (6.44)

Let us consider the estimator for F , F = f(aα). If the estimates of the primary

observables are accurate enough, then F can be expanded in a Taylor series,

F = F +
∑
α

fα δα +
1

2

∑
αβ

fαβ δα δβ + . . . , (6.45)

where

fα =
∂f

∂Aα
, fαβ =

∂2f

∂Aα ∂Aβ
, δα = aα − Aα . (6.46)

The error σF is to leading order given by

σ2
F =

〈
(F − F )2

〉
' 1

Nu

CF , (6.47)
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with

CF =
∑
αβ

fα fβ Cαβ , Cαβ =
∞∑

r=−∞

Γ(r) . (6.48)

The expression of the error can be rewritten as

σ2
F =

2 τint

Nu

νF , (6.49)

where the variance for F disregarding autocorrelation is

νF =
∑
αβ

fα fβ Γαβ(0) , (6.50)

and the integrated autocorrelation time for F is

τint =
1

2νF

∞∑
r=−∞

∑
αβ

fα fβ Γαβ(r) . (6.51)

In this calculation, τint is calculated for the same primary observable setting α = β.

So, the integrated autocorrelation time becomes

τint =
1

2νF

∞∑
r=−∞

∑
α

fα fα Γαα(r) . (6.52)

In absence of autocorrelation, Γαα(r) ∝ δr,0. Under this condition, the integrated autocor-

relation time becomes τint = 0.5, and Eq. (6.49) becomes the standard error. For practical

reasons, the sum over updates r is taken over a finite window. The summation window is

to be chosen carefully. It has to be large for a small systematic error, but if it is set too

large, terms with negligible signal but excessive noise would get included in the calculation.

In Figure 6.7, the integrated autocorrelation time for the bare matrix element at the
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FIG. 6.7: The integrated autocorrelation time of the bare matrix elements calculated for each
source-sink separations at the flow time = 1.0 in lattice units, for the field separation, z = a =
0.0.094 fm and for the nucleon momentum, p = 2π

aL = 0.41 GeV.

flow time = 1.0 in lattice units, for the field separation, z = a = 0.0.094 fm and for the

nucleon momentum, p = 2π
aL

= 0.41 GeV is shown for each source-sink separation. As can

be seen, τint(t) stays close to the value of 0.5 for all the source-sink separations indicating

that autocorrelation among the bare matrix elements calculated on gauge configurations

separated from the next configuration by 10 HMC trajectories is negligible.

6.4.5 Bayesian Analysis

The matrix elements are fitted to a suitable expression using the Bayesian analysis

technique. The software package, XMBF [142, 143] is used to conduct the analysis. In

the fitting procedure, for each fit parameter, a Gaussian distribution is constructed from
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a given central value and a prior width. The prior is chosen randomly from the Gaussian

distribution, and a simultaneous, fully correlated fit is conducted. The prior width is

chosen big enough so that the influence of the priors on the parameters is negligible. The

fit procedure minimizes a goodness-of-fit quantity, χ2,

χ2 = χ2
data + χ2

prior , (6.53)

where χ2
data compares the input data with the reconstructed data using the randomly

chosen prior, and χ2
prior compares the randomly chosen prior with the given central value

and the prior width. Here

χ2
data =

∑
i,j

(
C−1

)
ij

[yi − fi(a)]
[
yj − fj(a)

]
, (6.54)

where the data correlation matrix is

Cij =
1

Ns (Ns − 1)

Ns∑
s=1

(ysi − yi)
(
ysj − yj

)
, (6.55)

and ysi is the ith real valued observable from the sth statistically independent measurement,

and Ns is the total number of measurements. The number of degrees of freedom is the

number of observables less the number of parameters in the fit. The data are to be fitted

to the smooth function, fi(a), with real valued parameters, a1, a2, . . . aP , and yi is the

average of the ith observable,

yi =
1

Ns

Ns∑
s=1

ysi . (6.56)

And

χ2
prior =

∑
P

(aP − ãP )2

σ̃2
P

, (6.57)

where ãP and σ̃2
P are the input central value and the prior width respectively.
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FIG. 6.8: Fitting the matrix elements with different fit expressions, with Eq. (6.58) on the
left panel, and with Eq. (6.59) on the right panel. The matrix element shown here is at the
flow time = 3.4 in lattice units, for the field separation, z = 3 a = 0.282 fm and the nucleon
momentum, p = 2 × 2π

aL = 0.82 GeV. The red points are the lattice data points and the blue
bands are the reconstructions of the matrix elements from the fitted parameters.

According to the sGEVP method, the matrix elements are to be fitted using the

functional form in Eq. (6.41), which can be written in simplified notation and arguments

as

Meff(t) = A+B t exp(−∆E t) . (6.58)

Here, A is the fitted matrix element to be extracted. The exponential term captures the

contributions from the excited states. To check whether adding another exponential term,

but without the source-sink separation multiplied by the exponential, would improve the

fits, the fit results are compared between two fit expressions, one with a single exponential

Eq. (6.58) and one with two exponentials Eq. (6.59).

Meff(t) = A+B t exp(−∆E t) + C exp(−∆E t) . (6.59)

In Figure 6.8, the matrix element at the flow time = 3.4 in lattice units, for the

field separation, z = 3 a = 0.282 fm and the nucleon momentum, p = 2 × 2π
aL

= 0.82
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GeV is shown with the fit expression, Eq. (6.58) on the left panel, and Eq. (6.59) on the

right panel. Both the fit results yield plateaux at the same source-sink separation region,

and fitted matrix elements with the similar values and uncertainty, and they have similar

χ2/d.o.f., but the reconstruction of the matrix element is poor for the right panel at the

smaller source-sink separations. This is because the second exponential in Eq. (6.59) dies

out for the larger source-sink separations, but becomes more prominent at the smaller

source-sink separations. Therefore, it is preferable to use Eq. (6.58) as the fit expression

for the extraction of the matrix elements. To perform the fit of Eq. (6.58) for a particular

nucleon momentum, p the matrix element for z = 0 is fitted first, and the corresponding

fitted value of the parameter ∆E determined. This value of ∆E is then used to set the

prior for the subsequent fits to the matrix elements for z > 0 at that particular nucleon

momentum. The prior width of ∆E for z > 0 is set to be three times larger than the

uncertainty in ∆E. A simultaneous and correlated fit is performed to the matrix elements

for z = {1, 2, 3, 4, 5, 6} × a = 0.094 fm, 0.188 fm, 0.282 fm, 0.376 fm, 0.470 fm, 0.564 fm

respectively, for each nucleon momentum and each flow time,

Meff(t)z = Az +Bz t exp(−∆E t) , (6.60)

where z = 1, 2, · · · 6 and the ∆E is assumed to be the same for the matrix elements at

a fixed nucleon momentum and flow time. This procedure is particularly helpful for a

well-controlled fit to the large momentum matrix elements for which the signal-to-noise

ratio is poor, especially at flow times τ/a2 < 1.6.

In Figure 6.9, the fits to the matrix elements for τ/a2 = 1.0 and 3.0 are illustrated.

Here, the fitted matrix elements are compared among the nucleon momenta, p = {1, 6}× 2π
aL

= 0.41 GeV, 2.46 GeV respectively; and the field separations, z = {0, 1, 6}× a = 0, 0.094

fm, 0.564 fm respectively. The fitted parameters are listed in Table 6.3. It can be seen
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immediately that the ∆E values determined for the nonzero field separations are almost

identical compared to that obtained for the matrix elements at z = 0 where no prior is

assigned on the fit parameter ∆E. This, along with the goodness-of-fit in the extraction

of the matrix elements for the nonzero separations, indicates the validity of the fitting

procedure.

From Figure 6.9 and the corresponding fit parameters in Table 6.3, it is clear the

lattice data are described well by the fit procedure. The χ2/d.o.f. shows that the choice of

the prior width for ∆E at z > 0 is an appropriate one. From Figure 6.9, it can be noticed

that the matrix elements for z = 6a = 0.564 fm, have a flat behavior as a function of

the source-sink separations. This can be understood from the smallness of B-parameters

listed in Table 6.3, with relatively larger uncertainties.

The nucleon two-point correlators have quite good signal-to-noise ratios up to the

source-sink separation, t = 9a = 0.846 fm at p = 6× 2π
aL

= 2.46 GeV, as can be seen from

Figure 6.3. Figure 6.9 shows, however, that the matrix elements lose almost any statistical

signal around the source-sink separation t = 6a = 0.564 fm, which is expected, as the

nucleon momentum increases. As shown in [144], the optimized interpolators reduce the

excited state contributions allowing one to start the fit at significantly earlier source-sink

separations. It can be seen in Figure 6.9 where the matrix elements for p = 1× 2π
aL

= 0.41

GeV reach a plateau around the source-sink separation, t = 4a = 0.376 fm.

τ/a2 p (GeV) z (a) ν A B ∆E χ2/d.o.f.

1.0 0.41 0 0.00 0.62(4) -2.69(79) 1.41(18) 0.53

1.0 0.41 1 0.20 0.60(3) -2.35(50) 1.40(13) 0.77

1.0 0.41 6 1.18 0.13(2) -0.14(7) 1.40(13) 0.77

1.0 2.46 0 0.00 0.94(12) -2.56(83) 1.15(25) 0.62
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1.0 2.46 1 1.18 0.85(8) -2.23(28) 1.22(12) 0.29

1.0 2.46 6 7.07 0.09(2) 0.07(13) 1.22(12) 0.29

3.0 0.41 0 0.00 0.62(4) -1.80(13) 1.03(5) 0.35

3.0 0.41 1 0.20 0.60(2) -1.68(8) 1.02(4) 0.31

3.0 0.41 6 1.18 0.19(1) -0.39(4) 1.02(4) 0.31

3.0 2.46 0 0.00 0.91(11) -2.16(20) 0.91(10) 0.29

3.0 2.46 1 1.18 0.83(7) -1.90(17) 0.93(7) 0.22

3.0 2.46 6 7.07 0.18(3) -0.28(13) 0.93(7) 0.22

TABLE 6.3: The fitted parameters and the goodness-of-fits for the matrix elements

shown in Figure 6.9. For a particular flow time and nucleon momentum, the matrix

elements at z = 0 are fitted first; the information regarding the fit parameter ∆E from

this fit is used to set the prior for ∆E in a simultaneous correlated fit for the matrix

elements of all the nonzero separations.

The lattice QCD calculations of the gluonic observables are, in general, much noisier

than the quark matrix elements. Measures of the goodness-of-fits do not necessarily reflect

all the systematic uncertainties in the extractions of the fit parameters A, B, and ∆E.

However, by using Nn interpolators within a variational approach, the Hilbert space is

sampled more thoroughly in a particular irrep. in finite volume. This has been proven

successful in nucleon structure calculation in [100]. The crucial insight is that projecting

to the definite finite volume states via the variational solutions allows taking advantage

of the orthogonality of the states in the Hilbert space [138]. There are clearly residual

excited state contributions present, so constructing the ideal basis is unrealistic. However,

a significant improvement is achieved by incorporating a moderate number of interpola-

tors and applying distillation, one of the most computationally cost-effective methods for
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FIG. 6.9: Extraction of the matrix elements using the sGEVP method for different flow times,
nucleon momenta, and field separations on the ensemble a094m358. The bands are the fits
described in the text. The left panel at the top row shows the comparison between the matrix
elements for the nucleon momenta, p = {1, 6} × 2π

aL = 0.41 GeV, 2.46 GeV respectively, at
zero field separation for the flow time, τ = 1.0 in lattice units. The top-right panel compares
between the matrix elements for the nucleon momenta, p = 1 × 2π

aL = 0.41 GeV and the field
separations, z = {1, 6} × a = 0.094 fm, 0.564 fm respectively for the same flow time. The
middle-left panel does the same comparison as done in the top right panel, but for the nucleon
momenta, p = 6 × 2π

aL = 2.46 GeV for the same flow time. In the middle-right panel, the
bottom-left panel and the bottom-right panel, the comparisons between the matrix elements
are shown similar to that of the top-left, the top-right and the middle-left panel respectively,
but at the flow time, τ = 3.0 in lattice units.
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implementing a large number of interpolators. Therefore, by adding multiple interpola-

tors, the determination of A, B, and ∆E are improved systematically in this calculation.

Further investigation with larger statistics will be necessary for a complete estimate of all

the systematic uncertainties associated with the excited state contaminations at the large

nucleon momenta.

6.4.6 Reduced Matrix Elements and Zero Flow Time Extrapo-

lation

From the bare matrix elements, the reduced matrix elements are calculated using

the double ratio in Eq. (6.10) for different flow times, nucleon momenta, and field sepa-

rations. The reduced matrix elements for eight different values of τ/a2 are presented in

Figure 6.10-6.17. The higher twist contributions, the discretization effects, and the flow

time dependence are expected to be minimized through this double ratio.

From the reduced matrix elements at different flow times, the reduced pseudo-ITD

distribution is calculated by extrapolating to zero flow time. At fixed values of field

separation, z, and nucleon momentum, p, the τ -dependence is found to be fitted best by a

linear form, M(τ) = c0 + c1τ , which is used to determine the reduced pseudo-ITD matrix

elements for the subsequent analyses. The values of the fitted parameters are tabulated

in Table 6.4. Out of 36 different fits, six examples of such extrapolation are presented in

Figure 6.18. For all the extrapolations, χ2/d.o.f. < 1.0. The reduced pseudo-ITD in the

zero flow time limit is shown in Figure 6.19.
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FIG. 6.10: The reduced matrix elements, M(ν, z2) with respect to the Ioffe-time for the flow
time = 1.0 in lattice units.

p (GeV) z(a) A B χ2/d.o.f.

0.41 1 1.00(3) -0.00(1) 0.33

0.41 2 0.98(3) -0.00(1) 0.50

0.41 3 0.97(3) 0.00(1) 0.26

0.41 4 0.97(3) -0.00(1) 0.27

0.41 5 0.92(5) 0.01(2) 0.32

0.41 6 0.92(5) 0.00(1) 0.40

0.82 1 0.98(4) -0.00(1) 0.12

100



0.82 2 0.97(4) 0.00(1) 0.43

0.82 3 0.93(5) 0.00(2) 0.10

0.82 4 0.88(6) 0.02(2) 0.30

0.82 5 0.86(6) 0.00(2) 0.18

0.82 6 0.78(7) 0.01(2) 0.65

1.23 1 0.99(5) -0.00(2) 0.11

1.23 2 0.99(6) -0.01(2) 0.11

1.23 3 0.87(7) 0.01(2) 0.15

1.23 4 0.82(7) 0.02(3) 0.13

1.23 5 0.68(10) 0.04(3) 0.09

1.23 6 0.62(12) 0.03(3) 0.55

1.64 1 0.95(3) -0.00(1) 0.56

1.64 2 0.89(4) 0.01(1) 0.33

1.64 3 0.85(4) 0.01(1) 0.20

1.64 4 0.70(7) 0.04(2) 0.13

1.64 5 0.58(9) 0.05(2) 0.31

1.64 6 0.45(10) 0.08(3) 0.47

2.05 1 0.94(4) 0.00(1) 1.28

2.05 2 0.90(5) 0.01(2) 0.10

2.05 3 0.81(8) 0.02(3) 0.08

2.05 4 0.71(8) 0.01(2) 0.25

2.05 5 0.59(7) 0.03(2) 0.11

2.05 6 0.53(7) 0.04(2) 0.27

2.46 1 0.90(6) 0.00(1) 0.87

2.46 2 0.84(8) 0.02(2) 0.32
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2.46 3 0.72(7) 0.03(2) 0.59

2.46 4 0.63(9) 0.03(3) 0.05

2.46 5 0.50(9) 0.04(3) 0.34

2.46 6 0.42(9) 0.03(2) 0.38

TABLE 6.4: The reduced matrix elements extrapolated to the

zero flow time for each nucleon momentum and each field sep-

aration. The flowed reduced matrix elements are fitted using a

linear form: M(τ) = c0 + c1τ , where c0 is the reduced matrix

elements at τ → 0, and χ2/d.o.f. is the goodness-of-fits.

6.5 Gluon PDF Extraction

6.5.1 Jacobi Polynomial Parametrization

Determining the PDFs from the lattice calculations involves the challenge of how

to extract a continuous distribution from the discrete lattice data in the best way, com-

pounded by a limited number of data points due to a finite range of field separations and

hadron momenta, and therefore a finite range of ν. By performing a phenomenological

analysis of the NNPDF unpolarized gluon PDF [29], it has been found in [145] that a

much larger ν-range than that of the present calculation, or any available lattice QCD

determination of the gluon ITD [94, 95], is necessary to determine the gluon distribution

in the entire x-region from the ITD data. Therefore, a proper determination of the gluon

distribution is not expected from this calculation in the entire x-region, especially in the

small-x domain.

Moreover, the extraction of the unpolarized gluon PDF from the lattice results in-
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FIG. 6.11: The reduced matrix elements, M(ν, z2) with respect to the Ioffe-time for the flow
time = 1.4 in lattice units.

volves inverting the convolution that relates the PDF to the lattice matrix elements. As

only a limited number of discrete and noisy matrix elements can be accessed on the lattice,

this inversion problem is ill-posed. A number of techniques have been proposed to over-

come this inverse problem [146], such as discrete Fourier transform, the Backus-Gilbert

method [146, 76], the Bayes-Gauss-Fourier transform [84], adapting phenomenologically-

motivated functional forms [77], and finally the application of neural networks [147, 148],

which provide more flexible parameterizations of the PDFs. Here, the gluon PDF is

extracted from the reduced pseudo-ITD using the Jacobi polynomial parametrization pro-

posed in [79] and used in [44, 102]. In this method, the reduced pseudo-ITD is directly
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FIG. 6.12: The reduced matrix elements, M(ν, z2) with respect to the Ioffe-time for the flow
time = 1.8 in lattice units.

parametrized into the gluon PDF, avoiding the intermediate step of calculating the Ioffe-

time distribution, thus reducing one source of fitting bias.

The fitting procedure is carried out with different fit-expressions of the gluon PDF,

in addition to the lattice spacing correction terms, with the goal of capturing the lattice

artifacts. The first model used for the Jacobi polynomial parametrization of the reduced

pseudo-ITD is the simplest form for the PDF containing the matching kernel and the

leading PDF behavior, which is labeled as
[
2-param (Q)

]
.

M(ν, z2) =

∫ 1

0

dx K(xν, µ2z2)
xα (1− x)β

B(α + 1, β + 1)
. (6.61)
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FIG. 6.13: The reduced matrix elements, M(ν, z2) with respect to the Ioffe-time for the flow
time = 2.2 in lattice units.

Here, K(xν, µ2z2) is the matching kernel that factorizes the reduced pseudo-ITD directly

to the gluon PDF; and the beta function is B(a, b) =
∫ 1

0
ra−1 (1 − r)b−1 dr . To assess

the fit model, and the associated systematic uncertainties, other terms are added to the

model. The effect of adding one transformed Jacobi polynomial to the functional form of

the PDF is considered, labelling this model
[
3-param (Q)

]
,

M(ν, z2) =

∫ 1

0

dx K(xν, µ2z2) xα (1− x)β
(

1

B(α + 1, β + 1)
+ d

(α,β)
1 J

(α,β)
1 (x)

)
.

(6.62)

Another model is also considered, denoted by
[
2-param (Q) + P1

]
for which a nuisance
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FIG. 6.14: The reduced matrix elements, M(ν, z2) with respect to the Ioffe-time for the flow
time = 2.6 in lattice units.

term is added to capture possible O
(
a
|z|

)
effects. This nuisance term can be parametrized

by a transformed Jacobi polynomial [79]

M(ν, z2) =

∫ 1

0

dxK(xν, µ2z2)
xα (1− x)β

B(α + 1, β + 1)
+

(
a

|z|

)
P1(ν) , (6.63)

where

P1(ν) = p
(α,β)
1

∫ 1

0

dx cos(νx)xα(1− x)βJ
(α,β)
1 (x) . (6.64)
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FIG. 6.15: The reduced matrix elements, M(ν, z2) with respect to the Ioffe-time for the flow
time = 3.0 in lattice units.

The transformed Jacobi polynomials, J
(α,β)
n (x) are defined as

J (α,β)
n (x) =

n∑
j=0

ω
(α,β)
n,j xj , (6.65)

with

ω
(α,β)
n,j =

(
n

j

)
(−1)j

n!

Γ(α + n+ 1)Γ(α + β + n+ j + 1)

Γ(α + β + n+ 1)Γ(α + j + 1)
. (6.66)

Here, Γ(n) is the Gamma function. The orthogonality relation for these transformed Jacobi
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FIG. 6.16: The reduced matrix elements, M(ν, z2) with respect to the Ioffe-time for the flow
time = 3.4 in lattice units.

polynomials becomes

∫ 1

0

dx xα(1− x)βJ (α,β)
n (x)J (α,β)

m (x) = N (α,β)
n δn,m , (6.67)

where

N (α,β)
n =

1

2n+ α + β + 1

Γ(α + n+ 1)Γ(β + n+ 1)

n! Γ(α + β + n+ 1)
. (6.68)

The transformed Jacobi polynomials form a complete basis of functions in the interval

[0,1], making it possible to parametrize the PDF.
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FIG. 6.17: The reduced matrix elements, M(ν, z2) with respect to the Ioffe-time for the flow
time = 3.8 in lattice units.

Bayesian analysis is used to extract the PDF from the reduced pseudo-ITD. Let the

set of fit parameters, which includes the exponents α, β, and the linear coefficients of the

Jacobi series for the PDF and the additional terms, be denoted by θ. Bayes’ theorem

gives the posterior distribution, P [θ|M, I], which describes the probability distribution of

a given set of parameters being the true parameters for a given set of data, M(ν, z2), and

the prior information, I, as

P [θ|M, I] =
P [M|θ]P [θ|I]

P [M|I]
. (6.69)

Here, P [M|θ] is the probability distribution of the data for a given set of model parameters.
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FIG. 6.18: The reduced matrix elements, M(τ) extrapolated to the τ → 0 limit for different
nucleon momenta and different field separations. The functional form used to fit the reduced
matrix elements is: M(τ) = c0 + c1τ . The top-left panel shows the fit for p = 1 × 2π

aL = 0.41
GeV and z = a = 0.094 fm. The top-right panel shows the fit for p = 2× 2π

aL = 0.82 GeV and
z = 2a = 0.188 fm. The middle-left panel shows the fit for p = 2× 2π

aL = 0.82 GeV and z = 6a
= 0.564 fm. The middle-right panel shows the fit for p = 4 × 2π

aL = 1.64 GeV and z = 6a =
0.564 fm. The bottom-left panel shows the fit for p = 5× 2π

aL = 2.05 GeV and z = 4a = 0.376
fm. The bottom-right panel shows the fit for p = 6× 2π

aL = 2.46 GeV and z = a = 0.094 fm.
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FIG. 6.19: The reduced Ioffe-time pseudo-distribution, M(ν, z2) plotted with respect to the
Ioffe-time ν. For each nucleon momentum and field separation, the reduced matrix elements for
different flow times are extrapolated to the limit, τ → 0 , extracting the flow time independent
reduced pseudo-ITD.

The prior distribution, which describes the probability distribution of a set of parameters

given some previously held information, is P [θ|I], and P [M|I] is the marginal likelihood

or evidence that describes the probability that the data are correct given the previously

held information.

In this parametrization, the PDF is dominated by the leading behavior xα(1 − x)β,

and the other terms should be small corrections to this. Therefore, in the
[
3-param (Q)

]
model, the prior for the PDF model parameter, d

(α,β)
1 is given by a Gaussian distribution,

with a mean and width of d0 and σd, respectively. Similarly, in the
[
2-param (Q) + P1

]
111



model, the parameter for the additional P1 term, p
(α,β)
1 is expected to be a small correction

to the dominant PDF and a Gaussian distribution is used as a prior. The mean and width

of the distribution are given by e0 and σe.

Guided by phenomenological fits of the PDFs, α and β are set to be positive and their

prior distributions are set to be log-normal distributions,

P (x, µl, σ, x0) =
1

(x− x0)σ
√

2π
e−[log(x−x0)−µl]2/2σ2

, (6.70)

where µl is the mean and σ2 the variance of the distribution of log(x− x0), and x0 is the

lower bound of the log-normal distributions. The most likely parameters of the model

are found by maximizing the posterior distribution. This is performed by minimizing the

negative log of the posterior distribution,

L2 = −2 log(P [θ|M, I]) + C , (6.71)

where C is the normalization of the posterior, which is independent of the model param-

eters.

In Figure 6.20, the light-cone ITDs obtained from these three models are compared.

Here, it can be observed that the ITDs do not differ among the three models, indicating

that adding more terms to the functional form of the PDF or adding more nuisance terms

does not improve the quality of the fits. The limited Ioffe-time range does not permit the

addition of an arbitrary number of parameters to the fit models. Figure 6.21 compares

the resulting PDFs from these three models and finds no quantitative difference among

them. The L2/d.o.f. and χ2/d.o.f. of the models are listed in Table 6.5. No significant

changes are found among the three models. The χ2/d.o.f. and L2/d.o.f. values are also

in the acceptable range and their proximity shows that the prior distributions on the

PDF parameters do not have a significant effect on the fit. Therefore, for the following
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FIG. 6.20: Comparison among the light-cone Ioffe-time distributions calculated from the three
models at 2 GeV in the MS-scheme calculated using the Jacobi polynomial parametrization.

discussion, the focus is on the
[
2-param (Q)

]
model.
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FIG. 6.21: Comparison among the xg(x) distributions calculated from the three models at 2
GeV in the MS-scheme calculated using the Jacobi polynomial parametrization.
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Model L2/d.o.f. χ2/d.o.f.

2-param (Q) 1.07 0.81

3-param (Q) 1.11 0.82

2-param (Q) + P1 1.04 0.77

TABLE 6.5: The L2/d.o.f. and the χ2/d.o.f.

of different models used to perform the Jacobi

polynomial parametrization of the lattice reduced

pseudo-ITD to calculate the gluon PDF.

In Figure 6.22, the reduced pseudo-ITD calculated is shown for different separations,

z, along with its fitted bands obtained from the
[
2-param (Q)

]
model. In Figure 6.23, the

light-cone Ioffe-time distribution is plotted with the lattice data modified by the matching

kernel from the short distance factorization. SDF removes the logarithmic z2 dependence

of the reduced pseudo-ITD and introduces the µ2 dependence on the light-cone Ioffe-time

distribution. This effect can be observed in Figure 6.23, where after applying the matching

kernel, the lattice data points with different field separations shift upward, depending on

their field separations, and the data points fall on a regular light-cone Ioffe-time distri-

bution for all z2. In previous pseudo-PDF calculations such as the pion valence quark

distribution determination [74], the PDF moments extracted by implementing SDF show

the logarithmic z2 dependence removed for z up to 1 fm. Similar results can be found

in [72], where the moments of the quark distribution in the nucleon calculated through

SDF are found to be independent of a logarithmic z2 effect for z as large as 0.93 fm. On

the other hand, if SDF breaks down, there should be a non-polynomial z2 dependence

in the lattice data, especially for large z2. No such behavior like that is observed within
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FIG. 6.22: The lattice reduced pseudo-ITD shown along with their reconstructed fitted bands
calculated for the model: 2-param (Q).

the current statistics. Instead, the lattice data, after modification by the matching kernel,

aligns with the light-cone Ioffe-time distribution band, including the large z2 data points,

indicating that SDF is quite successful in extracting the Ioffe-time distribution.
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FIG. 6.23: The Ioffe-time distribution after the implementation of the perturbative matching
kernel on the lattice reduced pseudo-ITD data along with the light-cone ITD calculated for the
model: 2-param (Q), in the MS renormalization scheme at 2 GeV.

6.5.2 Comparison with Phenomenological PDFs

In Figure 6.24, the unpolarized gluon PDF (magenta band) extracted from the
[
2-

param (Q)
]

model which is described by Eq. (6.61), is presented and compared with the

gluon PDFs extracted from the phenomenological data sets CT18 [28], NNPDF3.1 [29],

and JAM20 [26] at µ = 2 GeV. In Figure 6.25, the same comparison is done with the PDFs

being plotted in the log-scale along the y axis. This allows one to observe the comparison

among the PDFs in the large-x region. A similar comparison can be made with the other

global fits of the gluon PDF, such as with CJ15 [30], HERAPDF2.0 [149], MSHT20 [27].

To determine the normalization of the gluon PDF according to Eq. (6.16), the ex-

117



tracted PDF needs to be normalized with the gluon momentum fraction. There has been

a number of lattice calculations to extract the gluon momentum fraction [89, 150], as well

as phenomenological calculations [29, 28]. The gluon momentum fraction used in this

calculation, is taken from [89], which is 〈x〉g = 0.427(92) in the MS scheme at the renor-

malization scale µ = 2 GeV, and applied to the gluon PDF. One could similarly adopt

the normalization from the 〈x〉g determination in [150]. The uncertainties of the extracted

gluon PDF and the gluon momentum fraction from [89] are considered to be uncorre-

lated. The statistical uncertainty of the gluon PDF determined from the fit Eq. (6.61) and

the uncertainty of the gluon momentum fraction are added in quadrature and the final

uncertainty is shown as the lighter magenta band in Figure 6.24 and 6.25.

As discussed in [145], from the fitting of the ITD constructed from the NNPDF x g(x)

distribution, one needs the lattice data beyond ν ∼ 15 to evaluate the gluon distribution

in the small-x region. In the present calculation, the ITD is extracted up to ν ∼ 7.07.

Therefore, the larger uncertainty and difference in the small-x region determined from

the lattice data is expected. As a cautionary remark, it should be kept in mind that the

mixing of the gluon operator with the quark singlet sector is not included in the present

calculation. From Eq. (6.12), it is evident that the gluonic distribution mixes with the

singlet quark distribution under scale evolution. Since the matrix element associated with

the singlet quark distribution has not been calculated, this mixing is neglected here.

Moreover, this calculation is performed at an unphysical pion mass. In principle,

the physical pion mass, the continuum, and the infinite volume extrapolations should be

performed for a proper comparison with the phenomenological distribution. Therefore,

it remains a matter of future investigation to draw a more specific conclusion about the

x g(x) distribution extracted from this lattice QCD calculation. It should also be noted

that the shrinking of the statistical uncertainty band in the PDF near x ∼ 0.15 results

from the correlation of the PDF fit parameters. This feature has also been seen in previous
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FIG. 6.24: The unpolarized gluon PDF (magenta band) extracted from the lattice data using
the 2-param (Q) model. The result is compared with the gluon PDFs extracted from the global
fits to the experimental data, CT18 [28], NNPDF3.1 [29], and JAM20 [26]. The normalization of

the gluon PDF is performed using the gluon momentum fraction 〈x〉MS
g (µ = 2 GeV) = 0.427(92)

from [89]. The statistical uncertainty of the gluon PDF determined from the lattice calculation
and the uncertainty of the gluon momentum fraction are added in quadrature and the final
uncertainty is shown as the lighter magenta band.

119



FIG. 6.25: The unpolarized gluon PDF (magenta band) extracted from the lattice data and
compared with gluon PDFs from the global fits to the experimental data. The statistical
uncertainty of the gluon PDF determined from the lattice calculation and the uncertainty of
the gluon momentum fraction are added in quadrature and the final uncertainty is shown as
the lighter magenta band. The distributions are shown in log-scale along the y axis to enhance
the view of the large-x region.

works [74, 82, 94, 76].

However, within these limitations, the large-x distribution is found to be in reasonable

agreement with the global fits of x g(x) distribution, as can be seen from Figure 6.25. The

value of β = 5.85 (72) determined in this calculation is statistically in good agreement

with the leading (1− x)β behavior obtained in [145] from the fit to the NNPDF3.1 gluon

distribution and a recent phenomenological calculation [151]. The IS(ν, µ2) distribution,

which is not included in the present work, is expected to have an increasingly larger
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effect as ν increases and is expected to have an observable effect in the small-x gluon

distribution. However, in the present lattice calculation at heavier up- and down-quark

masses, one expects the singlet distribution to increase at a slower rate compared to the

phenomenological singlet distribution, therefore having a smaller effect on the Ioffe-time

distribution in the 0 ≤ ν ≤ 7.07-range.
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CHAPTER 7

Conclusion and Outlook

The spectral analyses of the positive-parity delta and nucleon using an isotropic clover

action support the observations found in earlier works at heavier pion masses and using

the anisotropic clover action at a coarser spatial lattice spacing, but finer temporal lattice

spacing. In particular, it is found that the rotational symmetry is largely observed at

the hadronic scale, enabling one to reliably identify the spins of the states through their

predominant overlap of the operators derived from the continuum operators of definite

spin. However, the most significant outcome of the spectral analyses is that the spectra

exhibit a counting of states in line with that of the quark model, but with additional states

that can be identified as “hybrid” in nature, with the gluonic degrees of freedom playing a

structural role. The means used to identify such hybrid baryons through the predominant

overlap of a class of “hybrid” operators, pioneered in Ref. [1], must inevitably raise the

issue of the operator dependence of such an identification. Here using a different action,

with a different lattice spacing implemented through the variation of the number of the

distillation eigenvectors indicates that the identification of the hybrid-type states in the

spectrum is indeed robust.
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There are important limitations of the baryon spectral analysis in its use of “single-

hadron” operators which do not fully capture the low-lying energy levels in the finite-

volume spectrum. The next step in the investigation of the nature of “hybrid” baryons

would be to include the multi-hadron operators, and subsequently to compute the infinite-

volume momentum-dependent phase shifts. Such a study could also reveal the decay

modes of such states, and indeed the first LQCD study of the decay modes of the exotic

1−+ hybrid meson has recently been performed [152]. This is more computationally chal-

lenging for baryons than for mesons through the increased cost of the Wick contractions,

the scaling of the number of the distillation eigenvectors with the increasing volume, and

the numerous final states to which they can decay. Nonetheless, the advent of the exascale

era of computation makes such computations increasingly realizable. Ultimately, a largely

model-independent determination of the quark and gluon content of such resonances will

be achieved by the probing of their structure through external currents, and the theo-

retical framework for such studies is an area of rapid development [153, 154, 155] and

application [156, 157].

The second exploration of the role of gluonic degrees of freedom in the nucleon is

through the calculation of the gluon PDF. The interpolators that have significant contri-

butions to the ground state of the nucleon are identified from the spectral analysis, and the

relevant gluonic matrix elements are calculated by the combined implementation of tech-

niques such as distillation, momentum smearing, gradient flow technique, and the sGEVP

method. Distillation allows one not only to improve the sampling of the lattice but also to

construct the nucleon two-point correlators with an extended basis of interpolators, which

is necessary for the implementation of the sGEVP method. By using momentum smearing,

a momentum as high as 2.46 GeV is achieved. The sGEVP method combines the features

of the summation method and the GEVP technique, suppressing the excited state contri-

butions to the matrix elements significantly. Gradient flow reduces the UV fluctuations
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from the flowed matrix elements. The combination of these techniques enables one to

control the signal-to-noise issues to a great extent. The reduced pseudo-ITD is calculated

from the flowed reduced matrix elements by fitting the τ -dependence using a linear form

and extrapolating to the τ → 0 limit. Using the Jacobi polynomial parameterization, the

gluon distribution is extracted directly from the reduced pseudo-ITD.

Although systematics like higher-twist contributions, lattice-spacing errors, finite-

volume effects, and unphysical pion mass effects cannot be discerned in the present cal-

culation, and the quark-gluon mixing is excluded from the calculation, the resultant ITD

has a well-regulated signal-to-noise ratio. The extracted gluon PDF is remarkably con-

sistent with that extracted from various phenomenological distributions. Future endeav-

ors include performing the calculation with a larger number of gauge configurations on

the same ensemble, performing the calculation on ensembles at finer lattice spacings and

closer-to-physical, light quark masses, and performing a direct calculation of the gluon

momentum fraction on the same ensembles. Together, these will enable better control

over the systematic uncertainties through the availability of better statistics. Incorporat-

ing the quark-gluon mixing into the calculation is another task that is to be undertaken.

Further extensions of this work include the calculation of the polarized distributions for

which experimental information is particularly sparse. When all the systematic uncertain-

ties are properly quantified and the mixing with the isoscalar quark PDF are included, the

lattice calculations will help constrain the gluon PDF at large-x, where the PDF is less

constrained by experimental data.



BIBLIOGRAPHY

[1] J. J. Dudek and R. G. Edwards, Phys. Rev. D 85, 054016 (2012), 1201.2349.

[2] M. Gell-Mann (1961).

[3] J. I. Friedman (1971), URL https://www.osti.gov/biblio/4715877.

[4] P. Zyla et al. (Particle Data Group), PTEP 2020, 083C01 (2020).

[5] S. Capstick and N. Isgur, Phys. Rev. D 34, 2809 (1986), URL https://link.aps.

org/doi/10.1103/PhysRevD.34.2809.

[6] N. Isgur and G. Karl, Phys. Rev. D 18, 4187 (1978), URL https://link.aps.org/

doi/10.1103/PhysRevD.18.4187.

[7] K. F. Liu and C. W. Wong, Phys. Rev. D 28, 170 (1983), URL https://link.aps.

org/doi/10.1103/PhysRevD.28.170.

[8] R. G. Edwards, J. J. Dudek, D. G. Richards, and S. J. Wallace, Phys. Rev. D 84,

074508 (2011), 1104.5152.

[9] T. Barnes and F. Close, Physics Letters B 123, 89 (1983), ISSN 0370-2693, URL

http://www.sciencedirect.com/science/article/pii/0370269383909656.

[10] N. Isgur and J. Paton, Physics Letters B 124, 247 (1983), ISSN 0370-2693, URL

http://www.sciencedirect.com/science/article/pii/0370269383914454.

125

1201.2349
https://www.osti.gov/biblio/4715877
https://link.aps.org/doi/10.1103/PhysRevD.34.2809
https://link.aps.org/doi/10.1103/PhysRevD.34.2809
https://link.aps.org/doi/10.1103/PhysRevD.18.4187
https://link.aps.org/doi/10.1103/PhysRevD.18.4187
https://link.aps.org/doi/10.1103/PhysRevD.28.170
https://link.aps.org/doi/10.1103/PhysRevD.28.170
1104.5152
http://www.sciencedirect.com/science/article/pii/0370269383909656
http://www.sciencedirect.com/science/article/pii/0370269383914454


126

[11] N. Isgur and J. Paton, Phys. Rev. D 31, 2910 (1985), URL https://link.aps.

org/doi/10.1103/PhysRevD.31.2910.

[12] L. S. Kisslinger and Z. Li, Phys. Rev. D 51, R5986 (1995), URL https://link.

aps.org/doi/10.1103/PhysRevD.51.R5986.

[13] G. K. C. Cheung, C. E. Thomas, J. J. Dudek, and R. G. Edwards (Hadron Spec-

trum), JHEP 11, 033 (2017), 1709.01417.

[14] P. Junnarkar, N. Mathur, and M. Padmanath, Phys. Rev. D 99, 034507 (2019),

1810.12285.

[15] M. Chanowitz and S. Sharpe, Nuclear Physics B 222, 211 (1983),

ISSN 0550-3213, URL http://www.sciencedirect.com/science/article/pii/

0550321383906351.

[16] J. J. Dudek, R. G. Edwards, M. J. Peardon, D. G. Richards, and C. E. Thomas,

Phys. Rev. Lett. 103, 262001 (2009), 0909.0200.

[17] J. J. Dudek, R. G. Edwards, M. J. Peardon, D. G. Richards, and C. E. Thomas,

Phys. Rev. D 82, 034508 (2010), 1004.4930.

[18] J. J. Dudek, R. G. Edwards, B. Joo, M. J. Peardon, D. G. Richards, and C. E.

Thomas, Phys. Rev. D 83, 111502 (2011), 1102.4299.

[19] J. J. Dudek, R. G. Edwards, P. Guo, and C. E. Thomas (Hadron Spectrum), Phys.

Rev. D 88, 094505 (2013), 1309.2608.

[20] L. D. Roper, Phys. Rev. Lett. 12, 340 (1964), URL https://link.aps.org/doi/

10.1103/PhysRevLett.12.340.

[21] V. D. Burkert and C. D. Roberts, Rev. Mod. Phys. 91, 011003 (2019), 1710.02549.

https://link.aps.org/doi/10.1103/PhysRevD.31.2910
https://link.aps.org/doi/10.1103/PhysRevD.31.2910
https://link.aps.org/doi/10.1103/PhysRevD.51.R5986
https://link.aps.org/doi/10.1103/PhysRevD.51.R5986
1709.01417
1810.12285
http://www.sciencedirect.com/science/article/pii/0550321383906351
http://www.sciencedirect.com/science/article/pii/0550321383906351
0909.0200
1004.4930
1102.4299
1309.2608
https://link.aps.org/doi/10.1103/PhysRevLett.12.340
https://link.aps.org/doi/10.1103/PhysRevLett.12.340
1710.02549


127

[22] S. Capstick and P. R. Page, Phys. Rev. D 60, 111501 (1999), nucl-th/9904041.

[23] E. Golowich, E. Haqq, and G. Karl, Phys. Rev. D 28, 160 (1983), [Erratum:

Phys.Rev.D 33, 859 (1986)].

[24] B. Julia-Diaz and D. O. Riska, Nucl. Phys. A 780, 175 (2006), nucl-th/0609064.

[25] R. Jaffe and F. Wilczek, Eur. Phys. J. C 33, S38 (2004), hep-ph/0401034.

[26] E. Moffat, W. Melnitchouk, T. Rogers, and N. Sato (2021), 2101.04664.

[27] S. Bailey, T. Cridge, L. A. Harland-Lang, A. D. Martin, and R. S. Thorne, Eur.

Phys. J. C 81, 341 (2021), 2012.04684.

[28] T.-J. Hou et al., Phys. Rev. D 103, 014013 (2021), 1912.10053.

[29] R. D. Ball et al. (NNPDF), Eur. Phys. J. C 77, 663 (2017), 1706.00428.

[30] A. Accardi, L. T. Brady, W. Melnitchouk, J. F. Owens, and N. Sato, Phys. Rev. D

93, 114017 (2016), 1602.03154.

[31] S. Dulat, T.-J. Hou, J. Gao, M. Guzzi, J. Huston, P. Nadolsky, J. Pumplin,

C. Schmidt, D. Stump, and C. P. Yuan, Phys. Rev. D 93, 033006 (2016),

1506.07443.

[32] S. Chatrchyan et al. (CMS), Science 338, 1569 (2012).

[33] R. Kogler et al., Rev. Mod. Phys. 91, 045003 (2019), 1803.06991.

[34] I. Albayrak et al., Jefferson Lab PAC 39 Proposal PR12.12.001 (2012).

[35] A. Accardi et al., Eur. Phys. J. A 52, 268 (2016), 1212.1701.

[36] A. C. Aguilar et al., Eur. Phys. J. A 55, 190 (2019), 1907.08218.

nucl-th/9904041
nucl-th/0609064
hep-ph/0401034
2101.04664
2012.04684
1912.10053
1706.00428
1602.03154
1506.07443
1803.06991
1212.1701
1907.08218


128

[37] R. Abdul Khalek et al. (2021), 2103.05419.

[38] D. P. Anderle et al., Front. Phys. (Beijing) 16, 64701 (2021), 2102.09222.

[39] C.-N. Yang and R. L. Mills, Phys. Rev. 96, 191 (1954).

[40] H. D. Politzer, Phys. Rev. Lett. 30, 1346 (1973).

[41] D. J. Gross and F. Wilczek, Phys. Rev. Lett. 30, 1343 (1973).

[42] K. G. Wilson, Phys. Rev. D 10, 2445 (1974).

[43] T. Khan, D. Richards, and F. Winter, Phys. Rev. D 104, 034503 (2021), 2010.03052.

[44] T. Khan et al. (HadStruc), Phys. Rev. D 104, 094516 (2021), 2107.08960.

[45] R. P. Feynman, Phys. Rev. Lett. 23, 1415 (1969).

[46] J. D. Bjorken and E. A. Paschos, Phys. Rev. 185, 1975 (1969).

[47] V. A. Franke, Y. V. Novozhilov, S. A. Paston, and E. V. Prokhvatilov (1998),

hep-th/9901029.

[48] J. D. Bjorken, Phys. Rev. 179, 1547 (1969).

[49] K. Symanzik, Nucl. Phys. B 226, 187 (1983).

[50] K. Symanzik, Nucl. Phys. B 226, 205 (1983).
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[122] M. Lüscher, Commun. Math. Phys. 104, 177 (1986).

[123] G. Silvi et al., Phys. Rev. D 103, 094508 (2021), 2101.00689.

[124] G. Rendon, L. Leskovec, S. Meinel, J. Negele, S. Paul, M. Petschlies, A. Pochinsky,

G. Silvi, and S. Syritsyn, Phys. Rev. D 102, 114520 (2020), 2006.14035.

[125] C. B. Lang, L. Leskovec, M. Padmanath, and S. Prelovsek, Phys. Rev. D 95, 014510

(2017), 1610.01422.
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[136] M. Lüscher, JHEP 04, 123 (2013), 1302.5246.

[137] C. Bouchard, C. C. Chang, T. Kurth, K. Orginos, and A. Walker-Loud, Phys. Rev.

D 96, 014504 (2017), 1612.06963.

[138] B. Blossier, M. Della Morte, G. von Hippel, T. Mendes, and R. Sommer, JHEP 04,

094 (2009), 0902.1265.

1809.01836
1809.01836
1801.03917
1706.08962
1707.07152
1707.07152
2106.01916
1611.01193
hep-lat/0203008
1006.4518
1101.0963
1302.5246
1612.06963
0902.1265


136
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